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Short Paper

Telehealth Use by Age and Race at a Single Academic Medical Center During the COVID-19 Pandemic: Retrospective Cohort Study (e23905)

Jennifer Stevens, Oren Mechanic, Lawrence Markson, Ashley O’Donoghue, Alexa Kimball.
Background: The use of information and communication technology (ICT) in suicide prevention has progressed rapidly over the past decade. ICT plays a major role in suicide prevention, but research on best and promising practices has been slow.

Objective: This paper aims to explore the existing literature on ICT use in suicide prevention to answer the following question: what are the best and most promising ICT practices for suicide prevention?

Methods: A scoping search was conducted using the following databases: PubMed, PsycINFO, Sociological Abstracts, and IEEE Xplore. These databases were searched for articles published between January 1, 2013, and December 31, 2018. The five stages of the scoping review process were as follows: identifying research questions; targeting relevant studies; selecting studies; charting data; and collating, summarizing, and reporting the results. The World Health Organization suicide prevention model was used according to the continuum of universal, selective, and indicated prevention.

Results: Of the 3848 studies identified, 115 (2.99%) were selected. Of these, 10 regarded the use of ICT in universal suicide prevention, 53 referred to the use of ICT in selective suicide prevention, and 52 dealt with the use of ICT in indicated suicide prevention.

Conclusions: The use of ICT plays a major role in suicide prevention, and many promising programs were identified through this scoping review. However, large-scale evaluation studies are needed to further examine the effectiveness of these programs and strategies. In addition, safety and ethics protocols for ICT-based interventions are recommended.
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Introduction

Background

Information and communication technology (ICT) has been used for suicide prevention over the past decade. Moreover, there is a growing body of evidence supporting the use of ICT in the development of promising suicide prevention practices [1,2]. ICT can be used to screen individuals at risk of suicide on the web; offer information and help regarding suicidal thoughts and behavior; and offer web-based assessment, interventions, and follow-up [1-6]. The use of ICT widens accessibility to hard-to-reach individuals who do not always seek help in person and offers treatment opportunities to communities with lower access to care, such as rural communities. The use of ICT in suicide prevention can also help professionals offer better care to their patients by combining multiple approaches, such as using mobile apps to monitor symptoms or providing web-based therapeutic programs [7,8].

Many opportunities arise when using ICT to expand suicide prevention strategies. However, the pace at which ICT is advancing makes it difficult to keep up with, especially from a research perspective. To make better use of these different web-based suicide prevention strategies, a better understanding of these different uses of ICT is necessary. We identified 3 major questions. First, a better understanding of how to emphasize the technical aspects of ICT regarding the development, maintenance, privacy, and life cycle of the technology would help make better choices regarding which ICT to use in what context. For example, machine learning offers many possibilities for identifying at-risk individuals, but major technical and ethical considerations must be described and taken into account. Second, we need to improve our understanding of ICT use in suicide prevention. To support adequate decision making, it is important to know whether ICT-based suicide prevention strategies reach different clientele or if we are reaching the same individuals differently. Third, a better understanding of the structure and efficacy of various types of current web-based assessments and interventions is also important. For instance, can artificial intelligence (AI) and machine learning be used to optimize and accelerate the assessment of individuals at risk? Is a suicide crisis intervention by chat as effective as talking over the phone or in person? Are web-based cognitive behavioral therapy (CBT) programs as effective for suicide prevention as face-to-face CBT programs? Before shifting toward using and recommending the use of these different ICT-based assessments and interventions, it should be noted that their effectiveness has yet to be demonstrated in the literature.

Current Study

The available literature often refers to a specific type of ICT as opposed to a general overview of existing ICT-based strategies in mental health and suicide prevention. More precisely, existing literature reviews have focused on specific ICTs such as smartphone tools [1], web-based interventions [3], mobile apps [4], and social media [5] or specific age groups such as youth [6]. Based on this background and a rapidly evolving corpus of research, we set out to review the evidence supporting the use of all types of ICTs in different levels of suicide prevention strategies. More precisely, we carried out a scoping review to identify the best and most promising practices for ICT use at all levels of suicide prevention, which are described by the World Health Organization as the universal (entire population), selective (specific subpopulations), and indicated (high-risk individuals) levels [9]. ICT was defined as all materials, software, or services used to collect, process, and transmit information; this includes electronic, computer, telecommunications, multimedia, and internet technologies [10]. AI was defined as all theories and techniques used to develop machines capable of simulating intelligence [7].

Methods

Scoping Review Framework

We used the 5-stage scoping framework developed by Arksey and O’Malley [11] and adapted by Levac et al [12] to review peer-reviewed publications. These stages are (1) identifying research questions; (2) identifying relevant studies; (3) selecting studies; (4) charting data; and (5) collating, summarizing, and reporting results. A scoping review allows researchers to explore the available data on various aspects of a theme instead of just one [11,12]. This provides an overview of the relevant literature that helps to identify the various ICT and suicide prevention strategies examined by researchers since 2013 and to document their effects. The Center for Research and Intervention on Suicide, Ethical Issues, and End-of-Life Practices decided to better understand the use of ICT in suicide prevention as of 2013 following the publication of the book Suicide prevention and new technologies: Evidence-based practice [13]. This book provides an overview of new technologies in suicide prevention and demonstrates the need for further research in this area. As ICT tools, contents, and use evolve rapidly, a 5-year timeframe seems relevant to address the current state of ICT preventive practices and research. For example, major social networks have changed their policies toward content related to suicidality. During the 2019 International Suicide Prevention Day, Facebook revised its policy of preventing self-harm and suicide by banning graphic representations of suicidality, which could change the level of exposure of individuals vulnerable to suicide. At the same time, the rapid development of scientific knowledge and technology has been noted many times. For example, a review of the scientific literature published in 2013 identified 5 scientifically evaluated mobile apps for child and adolescent mental health [14], whereas Grist et al [15] identified 19 more. In addition, web-based platforms such as Parler or 4Chan were not as widely known and used 10 years ago. Including older technologies and neglecting to consider the rapid content change of internet content over the years may skew results toward obsolete prevention strategies.

Summary of Search Strategy

Identifying the Research Question

The research question identified for this scoping review aims to guide future program development and implementation by establishing an inventory of strategies using ICT that have been the subject of research in recent years. Following the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) recommendations, the research question was developed using the PICO (population, intervention, comparison, and outcomes) conceptual tool [16]. Note that an adaptation of PICO was made through an amalgamation with the SPIDER (sample, phenomenon of interest, design, evaluation, research type) tool by Methley et al [17] to facilitate the consideration of the psychosocial nature of the research object. Consequently, the research question was “How information and communication technology (ICT) can be used in intervention and prevention of suicide among the general population, people at risk, or suicidal people of all ages and conditions combined to contribute to the reduction of any indicators relating to suicidality?” This question was selected to promote the instrumental use of the research results [18].

**Identifying Relevant Studies**

The search strategy consisted of identifying key concepts related to ICT-based suicide prevention and intervention, developing a provisional syntax specific to each database for pretesting, and determining the definitive syntax based on the pretest results. The keywords used to construct research syntaxes were extracted from natural (everyday vocabulary) and controlled (indexer terms) language terms and based on the central concepts associated with the research questions. The researched concepts were suicidal behavior, ICT (AI, machine learning, application, social network, and mobile technology), intervention (information, education, prevention, decision making, and intervention), and program evaluation. The final syntax based on these keywords and used with each database searched is presented in Multimedia Appendix 1. PubMed, PsycINFO, Sociological Abstracts, and IEEE Xplore were searched for publications from January 1, 2013, to December 31, 2018. The selection of each database was carefully thought out by the research team (2 senior researchers in suicidology, 2 ICT experts, 1 postdoctoral student, 1 doctoral student, and 1 specialized librarian who provided support) to include data in the medical field, psychology, social and behavioral sciences, and ICT. The number of databases chosen was in line with that of other reviews that focused on specific ICTs and mental health [5,19]. In addition, the choice of databases was based on the following 2 criteria: the number of documents they contain and the degree of overlap of the content indexed in each database [20]. The final choice was made to select high quantities of indexed documents in databases and databases with less content overlap to maximize the completeness of the retrieval process.

**Selecting Studies**

The final search syntax identified 3848 publications that were imported for EndNote selection. From these, 1391 duplicates were removed. The remaining 2457 publications were then sorted according to the inclusion and exclusion criteria applied by 5 research assistants against titles and abstracts only. Inter-rater reliability was assessed for 100 publications. Agreement reached 89% and a Cohen $\kappa$ statistic of 0.704 was achieved, which is considered substantial by Cohen [21]. The studies covered in our review used various methods (qualitative, quantitative, and mixed methods) and were drafted in English or French. They had to provide original empirical or descriptive data. Literature reviews, editorials, theoretical articles, and studies focused only on ethical or legal issues surrounding ICT-based suicide prevention were excluded. The included articles had to directly address suicide prevention strategies using ICT. All studies that used death by suicide, suicidal ideation, or suicide behavior as outcomes were considered. The PRISMA flow chart [16] of our study presented in Figure 1 provides an overview of our study selection process.
Charting, Collating, Summarizing, and Reporting Data

A form was developed in Microsoft Excel to retrieve pertinent information from selected qualitative, quantitative, and mixed methods studies to optimize data charting. A research team tested the form before use. It included 10 items: title, objectives, research design, instruments of measure, type of suicide prevention (universal, selective, or indicated), technology category, participant characteristics, results associated with effects and benefits regarding lowering suicidal behavior, clinical and scientific contributions, and recommendations. The research team thoroughly examined 5 independent studies with 10 items and then compared the results. Following this analysis, precision was applied to the exclusion criteria of the studies. Verbal telephone interventions were excluded from this review. Considering the large quantity of data available on suicide prevention telephone interventions [22-24], studies addressing these types of interventions were excluded from this scoping review. However, interventions based on text messaging and smartphone apps were included as new ICT-based interventions relevant to this review. After criteria validation, a summary of pertinent information was prepared for each study included. No systematic methodological quality evaluation was carried out in accordance with the scoping review methodology [11].

Results

General Information

Our search of PubMed, PsycINFO, Sociological Abstracts, and IEEE Xplore yielded 3848 articles. After removing 1391 duplicates and 2265 articles based on a perusal of title and abstract, 192 texts were read in full for the final screening. This allowed us to remove an additional 77 articles, leaving 115 articles for the scoping review. We also noticed through our
analysis that the number of publications increased in 2016 and 2017, and the scientific articles focused more on selective and indicated suicide prevention strategies.

**Classification of Interventions’ Efficacy**

In the context of this scoping review, we aim to provide a general portrait of existing suicide prevention strategies based on ICT. It does not aim to determine the quantitative effectiveness of such interventions. Therefore, a prevention strategy is considered effective when it is based on rigorous theory and when it has been evaluated by a minimum of 2 studies with a quasi-experimental approach [23]. Typically, in traditional systematic reviews, identifying evidence-based practices requires a weighting of the methodological quality of primary studies, unlike the scoping review [12]. If the relevant studies are randomized trials, the body of evidence begins with high certainty. If the relevant studies are observational, the body of evidence begins with low certainty [26]. Certain strategies may, however, be presented as *promising* when at least one observational or randomized study supports its efficacy. Therefore, we considered all interventions that have demonstrated effectiveness in any type of research design (qualitative, quantitative, or mixed studies).

**Universal Suicide Prevention Strategies**

In total, 10 of the studies selected referred to universal suicide prevention strategies (Table 1). These addressed 2 main program categories: (1) health promotion and suicide prevention through the use of educational websites and (2) health promotion and suicide prevention through awareness campaigns and social media psychoeducation. These programs were accessible to all participants. The types of websites identified were information-based, interactive, forums, and chats. Social media platforms included Facebook, Twitter, and personal and professional blogs. In general, the effects of these programs on perceptions and knowledge have been poorly evaluated. Universal suicide prevention strategies included the SUPREME (Suicide Prevention through Internet and Media-Based Mental Health Promotion) project [27], the Storytelling project [28], the *It Gets Better* project [29], the *Live Through This* project [30], and Media-Based Prevention Messages [31]. Although these different universal strategies could have some effects on the negative emotions of participants [32], they primarily play a potential role in reducing the stigma associated with suicide [30,33] and suicidal ideation and behavior [27,30,32] and increasing web-based suicide prevention knowledge [31,34,35], mental health literacy [32,33], and web-based help seeking [33,34]. Table 1 presents a description of the studies that referred to universal suicide prevention strategies.

**Table 1.** Universal suicide prevention strategies.

<table>
<thead>
<tr>
<th>Type of program</th>
<th>Identified studies</th>
<th>Objectives</th>
<th>Programs, n</th>
<th>ICTa used</th>
<th>Targeted population</th>
<th>Examples</th>
<th>Results and comments</th>
</tr>
</thead>
</table>
| Health promotion and suicide prevention through the use of educational websites | [27,28,30,32]     | • Improve mental health and well-being  
  • Educate and increase awareness of young people of mental health and suicide prevention  
  • Prevent stigma  
  • Encourage help seeking and service use by young people  
  • Promote protective factors | 2             | Websites  
  Interactive modules  
  Forums | Young people  
  Young adults  
  At-risk groups | “SUPREME”b project [27] and “Live Through This” [30] | Results in terms of reducing suicidal ideation and behavior, increasing mental health literacy, and increasing web-based help seeking seemed promising. |
| Health promotion and suicide prevention through awareness campaigns and social media psychoeducation | [29,31,33-36]     | • Increase social media users’ awareness of the existence of and issues associated with suicide and its prevention | 4             | Presenting, broadcasting and sharing messages on social media | Young people  
  At-risk groups | “It Gets Better” project [29] and “Media-Based Prevention Messages” [31] | Results in terms of reducing suicidal ideation and behavior and improving knowledge, attitudes, and asking for help on the web seemed promising. However, further research was needed. |

aICT: information and communication technology.

bSUPREME: Suicide Prevention through Internet and Media-Based Mental Health Promotion.
Selective Suicide Prevention Strategies

We identified 53 studies that dealt with selective suicide prevention strategies (Table 2). From these, 9 different selective suicide prevention program categories emerged, and each had multiple different outcomes. These strategies ranged from identifying people at risk to web-based self-management and training programs. Some were designed to be used alone, whereas others were part of a larger intervention program involving direct contact between suicidal individuals and suicide prevention resources. The programs targeted distressed individuals and groups at risk, that is, health professionals. ICT use varied according to the desired outcome. For example, algorithms were used to identify individuals at risk for suicide on the web, as advertised by Google AdWords, which is now known as Google Ads [37,38]; interactive websites were used to support the assessment and management of mental health disorders in collaboration with a mental health professional [39]; and training modules, web-based exercises, and multimedia presentations were used to enhance knowledge, understanding, and attitudes regarding suicide prevention and intervention [40-42]. Programs using algorithms to identify at-risk individuals seemed most promising for identifying people at risk for suicide versus those not at risk [37,38,43-58]. These algorithms analyzed suicide risk on the basis of different elements, including speech and linguistic characteristics, medical notes, search engine ad clicks, and profiles from web-based chat sessions or social media [37,38,43-58]. Although these algorithms helped identify individuals at risk for suicide, a clinical application of these algorithms is yet to be developed, as little is known about the effectiveness of these programs in increasing actual web-based and in-person help-seeking behaviors.
<table>
<thead>
<tr>
<th>Type of program</th>
<th>Identified studies</th>
<th>Objectives</th>
<th>Programs, n</th>
<th>ICT* used</th>
<th>Targeted population</th>
<th>Examples</th>
<th>Results and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifying at-risk individuals through automatic analysis of their linguistic characteristics during face-to-face consultations</td>
<td>[44-47]</td>
<td>• Identify individuals at risk for suicide and qualify risk level based on speech characteristics</td>
<td>2</td>
<td>• Analysis of characteristics from observation of spoken language</td>
<td>• Individually presenting risk factors at assessment interviews</td>
<td>• Analysis of speech and sound characteristics program [45-47]</td>
<td>This technology seems effective in distinguishing suicidal from nonsuicidal individuals. A clinical use of this technology is yet to be developed.</td>
</tr>
<tr>
<td>Identifying at-risk individuals through automatic analysis of medical file notes and/or research data</td>
<td>[54-57]</td>
<td>• Identify individuals at risk for suicide and qualify risk level based on data (medical file or research data) from clinical observations by clinicians or researchers</td>
<td>1</td>
<td>• Analysis of written language</td>
<td>• Individually presenting risk factors during assessment interviews</td>
<td>• The “Safety-Net” program [56]</td>
<td>This technology seems effective in distinguishing suicidal from nonsuicidal individuals. A clinical use of this technology is yet to be developed.</td>
</tr>
<tr>
<td>Identifying at-risk individuals through automatic analysis of their linguistic characteristics during chat sessions or on written forms</td>
<td>[43,58]</td>
<td>• Identify individuals at high risk for suicide based on characteristics of their words or responses</td>
<td>0</td>
<td>• Analysis of written language</td>
<td>• Individually presenting risk factors during written exchanges</td>
<td>Suicide meaning making applied in specific contexts [58]</td>
<td>This technology seems promising. A clinical use of this technology is yet to be developed.</td>
</tr>
<tr>
<td>Identifying at-risk individuals through automatic analysis of their linguistic characteristics on social media</td>
<td>[48-53,59-62]</td>
<td>• Examine writings of social media users to automatically identify individuals at risk for suicide and offer them proactive help</td>
<td>4</td>
<td>• Analysis of written language</td>
<td>• Social media users</td>
<td>Program to screen suicidal individuals based on tweets [52,59]</td>
<td>This technology is innovative. Further research is needed.</td>
</tr>
<tr>
<td>Identifying at-risk individuals through targeted ads on search engines</td>
<td>[37,38]</td>
<td>• Identify suicidal individuals through their queries on search engines</td>
<td>2</td>
<td>• Search engine algorithm and targeted ads</td>
<td>• General public</td>
<td>Web-based sentinel program [37]</td>
<td>The number of clicks on targeted ads serves as an indicator. There are too few results to date to evaluate these programs' effectiveness in increasing the web-based help-seeking behaviors of suicidal individuals.</td>
</tr>
<tr>
<td>Web-based identification programs tailored to different groups</td>
<td>[63-69]</td>
<td>• Identify vulnerable groups using mailing lists or websites to direct them toward help resources</td>
<td>3</td>
<td>• Web-based standardized risk assessment questionnaires with response algorithms adapted to assessment results</td>
<td>• Individually at risk for suicide EMPATHY*b [63] and HEAR*c for nurses [69]</td>
<td></td>
<td>This type of program allows identifying individuals at risk who have no contact with health services. Utilization rates for proposed resources seem encouraging.</td>
</tr>
</tbody>
</table>
Using ICT to identify individuals at risk for suicide in school (from elementary school to medical school) or community settings has been associated with increased mental health literacy, help-seeking behavior, and use of help resources [63-65]. For example, in the Health Education Assessment and Referral (HEAR) program, medical students anonymously responded to a web-based questionnaire on suicide risk and various mental health issues. The program allowed identifying students at risk for suicide and referring them to a medical school psychiatrist or psychologist through a web-based platform. As a result, the use of medical schools’ mental health services increased from 11.5% to 15% over 4 years [64].

Our review also identified web-based self-assessment and self-management programs. For example, myGRaCE is a decision-making support system that combines service user self-assessment and practitioner expertise by comparing the user’s self-assessment against a practitioner’s assessment [39]. Most of the participants in this study agreed that myGRaCE helped them assess their personal security, understand what areas they should change in their lives. Self-assessment programs are also a way to engage young people and adults by helping them understand their situation and identify ways to take control of their health [39,70]. As for the treatment plan, results showed that Development of a web-based personalized intervention plan improves patient engagement in understanding their situation and in managing their treatment.

<table>
<thead>
<tr>
<th>Type of program</th>
<th>Identified studies</th>
<th>Objectives</th>
<th>Programs, n</th>
<th>ICTa used</th>
<th>Targeted population</th>
<th>Examples</th>
<th>Results and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based mental health self-evaluation programs</td>
<td>[39,70]</td>
<td>• Support evaluation and management of mental health problems in conjunction with a mental health professional</td>
<td>1</td>
<td>• Interactive website</td>
<td>• Individuals receiving support from a health professional</td>
<td>myGRaCE decision support system [39] and YouthCHAT [70]</td>
<td>Improves patient engagement in understanding their situation and in managing their treatment.</td>
</tr>
<tr>
<td>Web-based mental health self-management program with measures of impact on suicide risk</td>
<td>[71-81]</td>
<td>• Facilitate web-based mood self-management and improve quality of life through a cognitive behavioral intervention</td>
<td>5</td>
<td>• Interactive website</td>
<td>• Individuals with low-intensity mental health problems</td>
<td>MindSpot Clinical [77]</td>
<td>Program membership rates are relatively low. Individuals tend more often to experience a decrease in suicidal ideation and depression symptoms. Programs are offered alone or in conjunction with clinical follow-up by a professional. Results are hard to compare.</td>
</tr>
<tr>
<td>Web-based suicide prevention training programs</td>
<td>[40-42,82-87]</td>
<td>• Improve knowledge, attitudes and suicide prevention practices of professionals and sentinels</td>
<td>5</td>
<td>• Website Training modules</td>
<td>• Professionals with low-intensity mental health problems</td>
<td>Question, Persuade, Refer, and Treat program [40,84]</td>
<td>These programs allow low improving knowledge and attitudes. They seem less effective in changing intervention practices if not offered along with certain forms of face-to-face practices.</td>
</tr>
</tbody>
</table>

aICT: information and communication technology.
bEMPATHY: Empowering a Multimodal Pathway Toward Healthy Youth.
cHEAR: Healer Education Assessment and Referral.
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aICT: information and communication technology.
bEMPATHY: Empowering a Multimodal Pathway Toward Healthy Youth.
cHEAR: Healer Education Assessment and Referral.
Humanistic and Interpersonal Training) [74]. These programs were offered either alone or in combination with clinical follow-up. Users seemed to appreciate the mobile apps used for self-management and suicide prevention training. Many web-based suicide prevention programs have been tested for their efficacy. These programs were intended for gatekeepers who work with adolescents [82], gatekeepers in school settings [83], mental health professionals [40], health professionals in general [41,42,84], Veterans Affairs providers [85], and graduate students [86]. In some cases, face-to-face training developed more knowledge and suicide prevention skills than web-based training [84]. In addition, an increase in suicide prevention knowledge was often observed within the first months post training but often decreased over time [82]. Details of the studies that referred to selective suicide prevention strategies are presented in Table 2.

Indicated Suicide Prevention Strategies

Regarding the indicated suicide prevention strategies, we selected 52 studies for our review and identified 9 program categories. These programs, presented in Table 3, were offered by health professionals or psychosocial help services and covered suicide risk assessment triage and monitoring, crisis intervention, low-intensity psychological interventions, psychotherapy for individuals at risk for suicide, and technological tools to support face-to-face interventions. The ICTs used for these programs included classification algorithms, chats and text messages, mobile apps, and interactive clinical intervention websites. Examples of these programs include the Mental Health eClinic [55], a web-based assessment and self-management program; Reframe-IT [88], an internet-based CBT program for high school students at risk for suicide; MYPLAN [89], a mobile phone safety plan app for supporting people at risk for suicide; dialectical behavioral therapy Coach Mobile [90], a CBT support intervention mobile phone app; and RAFT (Reconnecting After a Suicide Attempt) [91], a brief web-based outreach intervention for people who attempted suicide and who lost contact with services. In general, ICT-based self-assessment tools have been reported to be as effective in person as in hardcopy format in identifying suicide risk warning signs [92].
Table 3. Indicated suicide prevention strategies.

<table>
<thead>
<tr>
<th>Type of program</th>
<th>Identified studies</th>
<th>Objectives</th>
<th>Programs, n</th>
<th>ICTa used</th>
<th>Targeted population</th>
<th>Examples</th>
<th>Results and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development of web-based suicide risk assessment tools</td>
<td>[92-97]</td>
<td>• Propose suicide risk assessment tools administered electronically in clinical contexts</td>
<td>4</td>
<td>• Electronic clinical instrument • Response selection algorithm based on assessment results</td>
<td>• Individuals at risk for suicide in contact with health services</td>
<td>Web-based Columbia Suicide Severity Rating Scale [93]</td>
<td>Electronic assessment tools seem as effective as hardcopy versions. They allow internet users at times to reveal their suicidal behaviors more easily.</td>
</tr>
<tr>
<td>Use of artificial intelligence and machine learning to optimize completion time for suicide risk assessment tools</td>
<td>[98]</td>
<td>• Reduce completion time for suicide risk assessment tools</td>
<td>1</td>
<td>• CATb</td>
<td>• Individuals at risk for suicide in contact with health services</td>
<td>CAT [98]</td>
<td>This type of algorithm allows reducing the number of items needed to assess suicide risk.</td>
</tr>
<tr>
<td>Use of triage systems by ICT to assess suicide risk</td>
<td>[99]</td>
<td>• Improve triage of individuals at risk for suicide who use health services</td>
<td>1</td>
<td>• On-lining of clinical suicide risk assessment tools • Risk-level classification algorithm based on scores • Targeted offer of resources • Automatic alert to the clinical team</td>
<td>• Individuals at risk for suicide in contact with health services</td>
<td>Mental health eClinic [99]</td>
<td>This type of program allows identifying young people at risk for suicide and offering them clinical treatment more rapidly.</td>
</tr>
<tr>
<td>Crisis intervention via text messaging or internet chatting</td>
<td>[68,69,84,85]</td>
<td>• Intervene in a crisis situation via text messaging or internet chatting</td>
<td>3</td>
<td>• Text messaging • Internet chatting • Computerized system for processing text messages and chat exchanges</td>
<td>• Young people are the priority target group of these interventions. They can, however, be used to reach other age groups</td>
<td>Kids Help Phone LIVECHEAT Project [100] and RAFTc [91]</td>
<td>Text messages and internet chat interventions seem a viable alternative to telephone interventions for certain groups. However, intervention strategies adapted to these modes of communication need to be developed.</td>
</tr>
<tr>
<td>Use of web-based publications by patients as intervention support material</td>
<td>[101,102]</td>
<td>• Assess suicide risk and intervene using a person’s web-based discourse</td>
<td>1</td>
<td>• Content of posts written on social networks</td>
<td>• Suicidal individuals receiving mental health services</td>
<td>Patient’s social networking sites as a clinical tool [101]</td>
<td>The use of content written on social networks by patients allows a better understanding of the situation and helps perform a suicide risk assessment, especially in the case of patients who deny such behaviors.</td>
</tr>
</tbody>
</table>
In some cases, web-based self-assessment tools, as opposed to face-to-face tools, seemed to facilitate the disclosure of suicidal behavior [93]. AI has also been shown to be effective in optimizing the web-based assessment of suicide behavior by using an item response-based computer-adaptive simulation to reduce the length of a suicide risk assessment tool [98]. As for ICT-based triage systems, the use of the Synergy Online System allowed young people to complete a web-based clinical evaluation and adjust intervention symptoms helps adjust intervention strategies.

### Table: Characteristics of Interventions

<table>
<thead>
<tr>
<th>Type of program</th>
<th>Identified studies</th>
<th>Objectives</th>
<th>Programs, n</th>
<th>ICT&lt;sup&gt;a&lt;/sup&gt; used</th>
<th>Targeted population</th>
<th>Examples</th>
<th>Results and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based management and low-intensity intervention for individuals at risk for suicide</td>
<td>[131][63][88][102-114]</td>
<td>• Intervene with individuals at risk for suicide using a cognitive behavioral approach</td>
<td>7</td>
<td>• Interactive website</td>
<td>• General population</td>
<td>Reframe-IT [88], Fitmindkit [102], EMPATHY&lt;sup&gt;b&lt;/sup&gt; [63], and SMART&lt;sup&gt;c&lt;/sup&gt; Mental Health Project [110,113]</td>
<td>These programs bring about a small decrease in suicide risk among participants.</td>
</tr>
<tr>
<td>Mobile apps used as part of treatment follow-up with suicidal individuals</td>
<td>[90,115-121]</td>
<td>• Support face-to-face clinical intervention</td>
<td>2</td>
<td>• Interactive mobile app</td>
<td>• Individu-als receiving mental health services</td>
<td>DBT&lt;sup&gt;d&lt;/sup&gt; Coach Mobile [90] and AIMhi Stay Strong iPad [101]</td>
<td>These apps seem to help reduce the danger of suicide and the urgency of self-harm. Perceptions are positive, and apps allow reaching young people in isolated communities.</td>
</tr>
<tr>
<td>Use of web-based monitoring tools to improve psychological follow-up of individuals at risk for suicide</td>
<td>[107,122,123]</td>
<td>• Conduct regular evaluations of individuals and their symptoms to inform and adjust intervention</td>
<td>3</td>
<td>• Digitalization of screening tools</td>
<td>• Individu-als diagnosed with a mood disorder and receiving mental health services</td>
<td>Depression Project [123]</td>
<td>The use of an app facilitates disclosure of suicidal and self-harm behaviors. Regular monitoring of symptoms helps adjust intervention strategies.</td>
</tr>
<tr>
<td>Follow-up program by automatic text messages for individuals at risk for suicide</td>
<td>[91,124-126]</td>
<td>• Offer tailored follow-up following a suicide attempt to increase treatment use and reduce suicidal behaviors and self-harm</td>
<td>3</td>
<td>• Automated sending of predrafted text messages, including encouragement and appointment date reminders</td>
<td>• Suicidals individuals receiving mental health services</td>
<td>Postattempt follow-up program by text messaging [124]</td>
<td>Users appreciate the text messages and deem them a good way of keeping in touch with care services. Help-seeking behaviors increase, and self-harm behaviors decrease.</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICT: information and communication technology.

<sup>b</sup>CAT: computerized adaptive testing.

<sup>c</sup>RAFT: Reconnecting After a Suicide Attempt.

<sup>d</sup>EMPATHY: Empowering a Multimodal Pathway Toward Healthy Youth.

<sup>e</sup>SMART: Systematic Medical Appraisal, Referral and Treatment.

<sup>f</sup>DBT: dialectical behavioral therapy.
assessment before a face-to-face or web-based clinical appointment, who were to be prioritized and contacted immediately in case of high suicide risk [99]. Web-based crisis interventions by chat or SMS text messaging have been on the rise and seem to be an alternative to phone interventions for some groups. Studies comparing chat services with SMS text messaging have shown similar results [127]. However, users of chat services, such as 113Online [128], were more likely to be at a high level of suicide crisis, had more mental health problems, were younger, and were more often to be women compared with crisis hotline users. In addition, interventions delivered through chat services were longer and more complicated, and fewer changes were observed in the individual’s emotional state [127,128]. Interventions have yet to be developed and adapted to this type of technology; the fact that interventions designed to be delivered by telephone were delivered by chat or SMS text messaging without being adapted to these other media was considered a major limitation [128]. Some studies also analyzed content posts by suicidal patients on social networking sites to better assess suicide risk, especially in patients denying suicidal behavior [101,129]. Although social media content helped with better understanding a person’s situation, there were many ethical concerns regarding this data collection method [129].

Self-management and iCBT programs seemed to reduce suicidal ideation. Unlike iCBT and self-management interventions addressing general mental health in the selective suicide prevention section, these interventions specifically addressed user suicide behaviors. Examples of these programs included Empowering a Multimodal Pathway Toward Healthy Youth [63], Reframe-IT [88], Fitmindkit [102], Safe conversation [103], Latitudes [103] and PrevenDep [104]. Intervention goals included developing basic problem-solving skills [88] and cognitive restructuring [105] to reduce suicide risk. Other ICT suicide prevention interventions include using computer alerts or mobile apps to apply a safety plan. These ranged from a system alerting the clinician not to forget to use the safety plan with a patient [130] to a mobile app of a personalized safety plan that patients could have on their phones at all times [89,115]. Research has demonstrated a good level of acceptability [131] for these interventions, but further evaluation of their effects on suicidal behaviors is necessary. Mobile apps have also been used to support therapeutic follow-up for suicidal patients [90,115,116], including for specific groups such as Aboriginals and Torres Strait Island Australians [117]. These mobile apps seemed to help reduce suicidal danger and self-harm [90,118], reach young people in isolated communities [132], and increase adherence to face-to-face follow-ups [119].

**Discussion**

**Limitations**

The rapid expansion of ICT use in suicide prevention has preceded the development of theoretical models to orient its methods and content and the accumulation of sufficient empirical research to indicate what is most helpful and what is not helpful. In this context, common sense has been the guiding principle, resulting in a plethora of suicide prevention activities being implemented with limited research evaluations of their effectiveness slowly following. Many of the most widely used ICT suicide prevention services have never been evaluated. Therefore, the published studies concern a small nonrandom sample of select interventions that a few researchers have been interested in studying. When little or no research has been published on ICT programs, this does not mean that they are not effective. Similarly, when there are promising empirical data on the benefits of a program, this does not mean that it is better or more useful than programs that have not been studied. Furthermore, we do not know if the promising results reported will stand the test of time, as more research is conducted using more rigorous research methodologies. Therefore, any conclusions drawn from the limited scientific publications must be considered preliminary and hopefully will be subject to verification in the future.

**Contributions**

This scoping review on ICT use in suicide prevention shows that there are around 85% fewer studies on universal prevention strategies than those on selective and indicated strategies. The 10 publications we identified describe health promotion and suicide prevention through educational websites, web-based awareness campaigns, and social media [27-35,133]. The limited empirical findings suggest that these programs may play a role in increasing general mental health literacy and the incidence of help-seeking behavior, which are associated with reduced suicidal ideation and behavior. However, the effects of these programs on perceptions and knowledge have rarely been investigated. It is important to identify which characteristics of educational websites, awareness campaigns, and postings on social media are associated with positive changes in help seeking and reductions in suicidal ideations and behaviors. Furthermore, it is essential to develop effective means for identifying sites and postings that are helpful and notifying users about or orienting them toward internet content that may be of help to them.

Selective suicide prevention strategies using ICT consist of programs that identify specific subpopulations to offer specialized support to reduce suicide risk. They particularly targeted young people and various at-risk groups (eg, the lesbian, gay, bisexual, transgender, queer, and other community; sexual minorities; and aboriginal communities) through their profiles and linguistic characteristics (eg, chat sessions, web-based written forms, and social media) or by analyzing their medical records and research data. They also include targeted web-based advertising, web-based self-assessment and self-management, and web-based training. A larger published body of research indicates that these approaches are promising, particularly in controlled environments such as schools. School programs using ICT, such as HEAR, have been shown to have a positive impact.
on mental health help seeking and service use in youth [64]. Programs targeting specific subgroups of the general population have been shown to increase mental health literacy and the chances of using mental health services, but this effect seems to decrease over time [71,73,74,77,92]. Therefore, it is important to focus on the sustainability of the effects of programs that have an initial positive impact. The novelty of an intervention may be associated with greater effects. If novelty is a key feature of programs’ success, then either the programs need to be constantly changed and renewed to sustain their impact or the programs need to be continually replaced by new and different activities to ensure that people will continue to be helped over time. Therefore, both approaches may be proven to be unsustainable over time. This rapid effect can also give a false sense that resorting to web-based strategies is sufficient. However, web-based help does not replace face-to-face or direct support and care from trained professionals. These different selective suicide prevention strategies should only be used in addition to face-to-face type of help and interventions. Moreover, our empirical findings show that more research is required to better distinguish between false positives and false negatives in these web-based identification techniques. It is of utmost importance to help identify at-risk groups and avoid discarding individuals who are assessed as false negatives too quickly. A false impression of security can put these individuals at a greater risk.

Where indicated suicide prevention strategies are concerned, programs vary, including using ICT in suicide risk assessment triage, monitoring suicide risk, crisis intervention activities, and psychotherapy. The programs were offered on the web only (eg, websites, mobile phone apps, and chats), but they were sometimes supported by face-to-face interventions. In some instances, they were found to be efficient (eg, shortened web-based assessments), and sometimes they were time-consuming (eg, interventions were longer in chat sessions). ICT-based and self-management interventions seem promising, as they address suicidal behaviors directly and offer alternatives for coping with suicidal thoughts by developing problem-solving skills [88,90-92]. In addition, specific at-risk groups in isolated communities where other services are not available may benefit from mobile apps used for patient follow-up.

Ethical Considerations to Address in the Future

Many of the studies included in this review raised security and ethical concerns regarding web-based suicide prevention practices. Ethical concerns range from a lack of training and web-based moderators’ skills to the lack of an evidence-based framework providing guidelines for the secure use of ICT [35]. As mentioned by Robinson et al [35], it is ethically necessary to provide security protocols and a clear code of ethics for safe web-based intervention. Another ethical concern is that all individuals have the right to privacy, including web privacy [101,129]. Thus, there is reason to question whether the content analysis of web-based social media posts, emails, and other web-based sources of information is an ethical research endeavor if informed consent is not obtained from the individuals who have posted the information [101,129]. Beyond security and privacy, there are many other ethical concerns regarding web-based surveillance, informed consent, communication, controls, and disclosure [134,135]. For example, a proper ethical assessment of risks and benefits to the use of different ICT strategies is rarely, if almost never, considered in the development process. There is also a major ethical concern regarding reducing or eliminating in-person services and replacing them with insufficient web-based solutions that may appear to present better cost-effectiveness without proper in-depth assessment. With this concern, web-based interventions should always be combined with in-person formal help and intervention services. This raises many concerns and provides plenty of grounds for further research aimed at ensuring safer and more ethical use of ICT in suicide prevention.

Conclusions

As the number of studies on ICT use in suicide prevention is growing, the published literature needs to be reviewed regularly. This scoping review shows that ICT use in suicide prevention provides an interactive, personalized, readily available, and accessible approach to reach various populations for identification of at-risk individuals and to provide support. ICT may provide a sense of being connected to people who are otherwise isolated and reluctant to use offline services. Promising published findings on web-based intervention content includes psychoeducation and skills training. As digital help proliferates, one should consider whether this means that help-seeking and suicide prevention activities will replace traditional offline services. However, in some areas where radical changes were expected, existing modalities continue to be used (eg, individuals did not stop using in-person services when telephone phone crisis lines appeared, and these telephone lines reached a different audience and complemented existing services). The extent to which ICT will become the main source of suicide prevention activities will depend upon its efficacy in helping people, compared with and as a complement to existing services and activities.

Although there is a growing body of evidence regarding ICT use in suicide prevention, program evaluation is still lacking. There is a need for more research evaluating and comparing the impacts of various ICT strategies in different contexts, understanding the profiles of individuals at risk of suicide who use ICT, and web-based help-seeking behaviors. We also need to better understand the impact of ICT on individuals who are bereaved by suicide. Moreover, ethics and security concerns regarding web-based suicide prevention have been the focus of very limited research and need to be addressed in future studies.

Furthermore, service users, providers, and managers from private or public systems should be informed as of now and updated regularly on the benefits and risks of ICT use in health and social services. This information should include (1) effectiveness in various well-described contexts and potential unexpected iatrogenic effects, (2) cost-benefit relationship to the best comparator, (3) access, (4) acceptability and ethical concerns, (5) security, and (6) implementation. Concerning implementation, quality standards should be similar to those of Improving Access to Psychological Therapies standards set by the United Kingdom for access to psychotherapy. These standards are (1) a model of care, (2) access, (3) evidence-based interventions, (4) outcome-based measurement, and (5) the
provider’s training and supervision. International health and social technology assessment agencies should therefore consider developing guidelines and a system of voluntary accreditation for ICT use in suicide prevention. National and regional public health and social services may require that, before commissioning an ICT for suicide prevention or mental health care, their Health Technology Agency recommends ICT based on its efficacy, efficiency, safety, acceptability, and feasibility in the context of jurisdiction.
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Abstract

Background: Machine learning systems are part of the field of artificial intelligence that automatically learn models from data to make better decisions. Natural language processing (NLP), by using corpora and learning approaches, provides good performance in statistical tasks, such as text classification or sentiment mining.

Objective: The primary aim of this systematic review was to summarize and characterize, in methodological and technical terms, studies that used machine learning and NLP techniques for mental health. The secondary aim was to consider the potential use of these methods in mental health clinical practice.

Methods: This systematic review follows the PRISMA (Preferred Reporting Items for Systematic Review and Meta-analysis) guidelines and is registered with PROSPERO (Prospective Register of Systematic Reviews; number CRD42019107376). The search was conducted using 4 medical databases (PubMed, Scopus, ScienceDirect, and PsycINFO) with the following keywords: machine learning, data mining, psychiatry, mental health, and mental disorder. The exclusion criteria were as follows: languages other than English, anonymization process, case studies, conference papers, and reviews. No limitations on publication dates were imposed.

Results: A total of 327 articles were identified, of which 269 (82.3%) were excluded and 58 (17.7%) were included in the review. The results were organized through a qualitative perspective. Although studies had heterogeneous topics and methods, some themes emerged. Population studies could be grouped into 3 categories: patients included in medical databases, patients who came to the emergency room, and social media users. The main objectives were to extract symptoms, classify severity of illness, compare therapy effectiveness, provide psychopathological clues, and challenge the current nosography. Medical records and social media were the 2 major data sources. With regard to the methods used, preprocessing used the standard methods of NLP and unique identifier extraction dedicated to medical texts. Efficient classifiers were preferred rather than transparent functioning classifiers. Python was the most frequently used platform.

Conclusions: Machine learning and NLP models have been highly topical issues in medicine in recent years and may be considered a new paradigm in medical research. However, these processes tend to confirm clinical hypotheses rather than developing entirely new information, and only one major category of the population (ie, social media users) is an imprecise cohort. Moreover, some language-specific features can improve the performance of NLP methods, and their extension to other languages should be more closely investigated. However, machine learning and NLP techniques provide useful information from...
unexplored data (ie, patients’ daily habits that are usually inaccessible to care providers). Before considering it as an additional tool of mental health care, ethical issues remain and should be discussed in a timely manner. Machine learning and NLP methods may offer multiple perspectives in mental health research but should also be considered as tools to support clinical practice.

**Introduction**

**Machine Learning**

Machine learning (ML) systems automatically learn models from data to make better decisions. As such, they are part of a major subfield of artificial intelligence (AI). There are 3 main approaches to learning from data: supervised, unsupervised, and reinforcement learning. In supervised learning, a target attribute is predicted, and ML algorithms infer a model from labeled input data (ie, a training data set that provides examples described by predictive attributes and values for the target attribute). The goal is to make target predictions on new data to obtain good generalization performance. In contrast, there is no target attribute in unsupervised learning, and thus no labeled data. Unsupervised learning consists of inferring a model to describe hidden patterns from unlabeled data. Under circumstances in which labeled data acquisition proves to be difficult, (eg, costly), semisupervised ML methods can use both labeled and unlabeled data for learning. The third main category of ML is reinforcement learning, in which the ML model uses feedback that acts as a reward or punishment to maximize its performance.

ML is limited to certain capacities. For one, it relies on collections of data that may be incomplete, noisy, or subject to systematic bias, all of which can lead to erroneous predictions. In addition, ML algorithms may introduce bias. Interesting questions to be addressed in ML are discussed in an article by Domingos [1]. However, when carefully conducted, ML can have great utility.

AI and ML have many applications, many of which are encountered in daily life. Supervised ML, for example, is widely used for spam filtering (ie, classifying incoming email as spam or not spam) [2]. It is also used to classify credit applicants based on their probabilities of default [3]. Unsupervised ML, such as algorithm clustering, is able to group customers with similar characteristics and their likelihood to purchase. This is widely used by banks for market segmentation [4]. Finally, automatic document clustering that organizes similar documents into classes (for purposes of improving information retrieval, for example) is gaining importance due to the increasing number of documents on the internet [5].

The application of ML in health is also of concern. Indeed, ML is widely used in critical disease models in cardiology, neurology, and diabetes research [6] to automatically identify heart disease risk factors [7], to classify primary progressive aphasia subtypes [8], and for the characterization and diagnosis of cognitive impairments [9], diabetes, and cardiovascular disorders [10-17].

ML is also challenging the traditional epidemiologic approach of evidence-based medicine owing to its high processing speed and ability to handle large volumes of data with heterogeneous variables (electronic health records, administrative data sets, wearable sensors, genomic and proteomic databanks, and social media) [18]. In fact, AI and ML have huge potential to build inferences and find patterns in vast volumes of patient histories, medical images, epidemiological statistics, and other particulars such as natural language data. For example, they can help doctors improve their diagnoses, forecast disease outbreaks, and customize treatments [19,20], provide better patient care [21], and predict the splicing activity of individual exons and chromatin marks from DNA sequences [22]. From a mental health perspective, the prevention of suicidal risk has recently been substantially studied [23-26].

Indeed, mental health care is also benefiting from the advancements in ML [27-29]. Classical ML with only mixed data (observations described by a mixture of numerical and categorical variables) is widely used, but language-based deficits are common symptoms of depression, bipolar disorder, autism spectrum disorder (ASD), personality disorder, and schizophrenia [30]. This implies that computational linguistics could have a great role in forming new insights into individuals’ mental health and emotions.

Language in both spoken and written forms plays an important role in ML mental health applications. It is therefore essential to understand what natural language processing (NLP) is before discussing the joint applications of ML and NLP in mental health.

**NLP**

NLP is a subdiscipline of computer science that emerged in the 1960s. In 1967, the first published book on the subject, *Introduction to Computational Linguistics* [31], clearly considers language from a symbolic point of view: it describes techniques such as syntax parsing using dependency trees or Chomsky transformational grammars and statistical methods (word counting) are only hinted at. At that time, computing resources were sparse and had to be carefully managed; hence, a whole chapter of the book is dedicated to the storage of grammars in memory. The situation changed in the 1990s when personal computers became largely available and increasingly powerful. A new approach to NLP based on statistical methods emerged. The book by Manning and Schütze, *Foundations of Statistical Natural Language Process* [32], is a landmark of this evolution [32]. The 3 main sections of the book are dedicated to (1) methods at the word level (collocations, n-grams, and word sense disambiguation), (2) methods at the sentence level (morphosyntactic parsing using Markov models, and
probabilistic context-free grammars), and (3) clustering, classification, and information retrieval. Probabilistic context-free grammars are a typical example of the evolution of NLP methods: the symbolic approach by Chomsky—or at least a simplified version—is endowed with probabilities attached to productions, and the ambiguity of natural language is reflected in the coexistence of several syntax trees with different probabilities.

During the same period, symbolic methods evolved as well. The 1990s witnessed the emergence of the World Wide Web, the Semantic Web, and ontology engineering. First, the 2 research directions seemed contradictory. Knowledge representation was aimed at structuring knowledge in an exhaustively precise symbolic manner, whereas the statistical viewpoint considered language in the same way as physics considers natural phenomena: by analyzing them through various heteroclitic methods, identifying general laws by numerical indicators, and proving them using statistical methods. An example illustrating the latter is the distributional semantic hypothesis (originally stated in the paper by Harris titled, Distributional structure [33]) asserting that “Words occurring in the same contexts will tend to have related meanings.” According to this hypothesis, one does not need to identify the precise meaning of a word, as a symbolic method would require, but simply to find the word’s cooccurrences in a corpus and consider these as semantics of the word. A very popular method called latent semantic analysis (LSA) is based on the following: the matrix of occurrences of words in documents (contexts) is reduced so that the dimensions of the new matrix represent aggregates of words and aggregates of documents where each dimension is not interpretable per se, but when words or documents are represented as vectors in this new latent system of coordinates, the scalar product of vectors can be used as a semantic relatedness measure [34]. LSA is also an example of a typical ML method, with a learning phase (when the frequencies of words in the corpus are counted and the word or document matrix is reduced) to perform a specific task (evaluating the similarity between documents).

Since the 2000s and 2010s, a new evolution has occurred in NLP with the emergence of convolutional, recurrent, and recursive neural networks (NNs) [35]. By using large corpora and sophisticated learning approaches, these methods provide good performance in tasks of statistical nature, such as text classification or sentiment mining. In the past 3 years, they have been much more frequently used for learning higher syntactic or semantic structures (syntax graphs or concept mining, respectively).

In the future, hybrid methods may be used more frequently, which combine symbolic and statistical approaches. The presence of ML methods in NLP systems is a trend that will undoubtedly remain integral to contemporary methods through the foreseeable future.

Applications of ML and NLP to Mental Health

Applications of ML and NLP to mental health can be classified according to the following axes:

- The corpus: as one of the topics is NLP, the corpus necessarily has a textual component. The most common corpora are records or reports (electronic health records [EHRs], Psychological Evaluation Reports, and Coroner Reports), social media (Reddit, Twitter, etc), or transcribed patient interviews.
- Corpus processing: depending on the nature of the corpus, one can either extract medical terms and match them with unified medical language system (UMLS) concept unique identifiers (CUIs) or process blocks of text in natural language and perform specific searches (eg, to detect terms related to suicide).
- Classification methods: many ML techniques are used, such as decision trees, support vector machines, conditional random fields, random forests, and NNs.
- Goal: the goal is usually to validate a hypothesis or to study the behavior of a given population of patients.

Corpora can be of a very large volume. For instance, Sinnenberg et al [36] published a systematic review about Twitter as a tool for health research that included 137 different studies and analyzed over 5 billion tweets using ML; Castro et al [37] have processed 4.2 million EHRs spanning a period of over 20 years. Corpora can also be small, as demonstrated in the study conducted by Carson et al [38], who treated 73 respondents’ unstructured clinical notes, or in the study by Bedi et al [39], in which only 34 participants’ 1-hour-long narrative interviews were considered. Sometimes, corpora are created specifically for a project. For example, in a study by Roy et al [40], volunteers had written 182 abusive texts, annotated by researchers and abuse victims, and these texts were then analyzed and provided a model for detecting abusive texts.

Extraction of the UMLS CUIs is mainly applied to EHRs because the latter are semistructured and constitute a special document type. The specificities of this document type are reflected in its structure, the syntax of text, and, most importantly, the vocabulary used. The extraction of medical terms is achieved through information extraction algorithms and matching these terms with UMLS CUIs is performed through knowledge representation methods. Once these concepts have been extracted from an EHR, the latter is represented by the former and concepts become features used for classification.

On corpora other than EHRs, rather than extracting the UMLS CUIs, more general NLP methods are applied to textual data to obtain features that are then classified by ML algorithms. These NLP methods are often frequency counts of words or n-grams in a specific set, which can be manually curated or obtained out of a corpus. In other cases, methods such as LSA or latent Dirichlet allocation (LDA) are used for topic detection. The initial set of words can be explicit. For example, Doan et al [41] collected tweets containing the hashtags #relax and #stressed and classified them by theme and location. In other cases, calculations are performed at a higher level and words involved in the process are not explicitly known. For example, Luo et al [42] attempted to characterize autism by analyzing textual descriptions of closely related individuals written by patients or members of a control group. Nevertheless, most NLP applications in mental health rely on words (using the bag-of-words method, that is, ignoring word order and keeping
only their frequencies). Some take word order into account in a limited way (by using $n$-grams, ie, contiguous sequences of words of length $n$), but very few take syntax into account by the use of dependency trees [18,43,44]. With respect to their applications, it should be noted that ML and NLP tools are invaluable in alleviating data issues such as data overflow in modern medicine. Forsting et al [45] acknowledge that ML and NLP techniques can be useful for optimism bias (eg, the difference between a person’s expectation and the actual outcome or the concept that a clinician may think that his or her patient’s problem falls solely into a specific discipline in which the physician works) because the machine has a generalist approach unlike the specialist clinician. Within the last two decades, these techniques have emerged in mental health, following the success of social media to act as an informative source of data [46].

In addition, NLP is essential in psychiatry because language-based deficits are common symptoms of depression, behavioral disorder, ASD, personality disorder, and schizophrenia [30]. It can provide insight into individuals’ mental health and emotions, their use of narrative, subjective, and structured speech styles, and their lifestyle, specifically their educational level, socioeconomic status, living conditions, and cultural background [47], all of which are routine in mental status examinations.

Using ML in general and NLP methods in particular, one can create semiautomated systems (operating under human supervision) aiming to improve the specificity of diagnosis, knowledge of psychophysiology, speed of diagnosis, and more accurate estimations of disease severity [48]. Through analyses of Twitter posts, O’Dea et al [49] identified the importance of creating real-time campaigns to increase help-seeking behaviors and reduce the stigma attached to mental health. Moreover, automated programs can be more cost-effective and time-efficient than their traditional counterparts. Ly et al [50] proposed using interventions based on an automated self-help system as a way to make mental health promotion tools more widely accessible. In addition, Lucas et al [51] demonstrated through a clinical trial that when people believed they were interacting with a computer rather than an actual clinician, they reported less fear of self-disclosure, reported reduced impression management behaviors, experienced more ease in expressing the severity of their emotions, and were rated by observers as more willing to disclose. However, these findings may not be generalizable, as they were potentially biased by their sample selections and/or system design itself.

Although ML and NLP provide new tools and strategies for psychiatric research and practice [52], it should be kept in mind that their use frequently raises ethical and legal concerns over consent to personal data use and data anonymization. Similarly, studies using AI for predictive analyses are challenging the balance between beneficence and respect for patients’ autonomy. McKeran et al [53] suggest that efforts be made to communicate AI methods to obtain free and informed consent from patients. Moreover, prospective studies should be conducted to evaluate the use of AI tools [53].

The primary aim of this systematic review is to summarize and characterize studies that used ML and NLP techniques for mental health in methodological and technical terms. Hence, the secondary aim is to consider the potential use of these methods in mental health clinical practice, such as the contributions that they may offer in areas of diagnosis and prognosis, the establishment of risk factors, impacts of psychotherapy, treatment adherence, and side effects.

**Methods**

This systematic review is grounded in the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analysis) guidelines [54]. Searches were carried out as specified by the standard protocol for PROSPERO (Prospective Register of Systematic Reviews; registration number CRD42019107376).

**Literature Search Strategy**

A systematic, computerized literature search was conducted using 4 databases: PubMed (via MEDLINE), Scopus, ScienceDirect, and PsycINFO. Each database was explored from August 21, 2018, through February 1, 2020, with no publication date limit. The search was carried out using the following keywords: “natural language processing” AND “machine learning” AND (“psychiatry” OR “mental health” OR “mental disorder”). The same search was performed on the element (data mining) instead of (machine learning). When the full text was not available, the abstract was used to extract the necessary information to avoid selection bias. Case studies, conference papers, and reviews were excluded.

**Study Selection and Eligibility Criteria**

After removing duplicates, 2 collaborators independently screened all titles and abstracts that were relevant to this systematic review. A third reviewer was consulted when disagreement arose between the first 2 collaborators. The process is depicted in Multimedia Appendix 1. Only studies available in English were selected. We deliberately excluded studies about the anonymization process to focus on the articles investigating the clinical use of ML and NLP in psychiatry (eg, contribution to diagnosis, prognosis, establishment of risk factors, impact of psychotherapy, treatment adherence, and side effect). No limitations on publication dates were imposed. A total of 58 articles were included in the review.

**Included Studies**

All studies were thoroughly screened, and their main ideas are summarized in individual tables (Multimedia Appendix 2 [37-41,43,47,48,55-104]). These tables provide information on qualitative and quantitative features: authors, year of publication, precise topic of mental health (eg, autism, psychotic spectrum disorder, etc), population characteristics, and types and volume of recorded data. The second part of these tables summarizes the objectives, methods, and results.
Results

Study Selection

The database search resulted in 222 studies identified using the (machine learning) keyword and 105 studies using the (data mining) keyword. After merging them, 238 unique studies were considered for review, based on the title and abstract. A total of 84 papers were excluded because (1) they were not about psychiatry or mental health (52 cases), (2) they were not written in English (1 case), and (3) the keywords (machine learning), (natural language processing), or (data mining) did not appear in the title or abstract (8 cases). As a second filter, 33 studies about data anonymization were excluded. Furthermore, 7 studies were excluded because ML or NLP were not their main subject but were only quoted as background information. In addition, 96 papers were excluded because they were reviews, case studies, or conference papers. Finally, 58 articles were included in this review.

Topics and Population

Topics are heterogeneous. The most frequently mentioned topics are depression and suicide with 17 studies [38,55,57,60-62,77-79,82,83,87,88,91,92,99,104]. Other psychiatric diagnoses were addiction to alcohol or illicit drugs (6 cases) [43,65,66,75,84,86]; posttraumatic stress disorder (PTSD; 3 cases) [47,63,64]; neurodevelopmental disorders (3 cases) [42,58,93]; psychotic spectrum disorders, including schizophrenia (3 cases) [39,95,100]; anxiety (2 cases) [41,98]; personality disorder (1 case) [85]; eating disorders (2 cases) [89,96]; and bipolar disorder (2 cases) [37,102]. A total of 3 studies were on violence and cyber harassment [40,80,94]. Treatment issues such as adherence or misuse are also depicted (6 cases) [56,72,74,81,101,103]. Only 1 study on mechanical restraints [90] and 1 on cognitive troubles [97] were found. A total of 8 studies were transnosographic [59,67-71,73,76]: 6 met the CEGS N-GRID 2016 Center of Excellence in Genomic Science Neuropsychiatric-Genome-Scale and Research Domain Criteria (RDoC) Individualized Domains 2016 Shared Task in Clinical NLP criteria, which will be developed further in our results.

In total, 3 distinct categories of population were found:

1. Patients whose EHRs were available in science-based research databases such as the Partners HealthCare electronic medical record (EMR), a collection of data from patients at Massachusetts General Hospital and Brigham and Women’s Hospital [55,56]. These records extended beyond psychiatric records and included other medical records as well.

2. Patients seen in emergency or psychiatry departments who had additional clinical characteristics in their records (eg. clinical observation, laboratory tests, diagnostic and therapeutic interventions, typed specialists’ notes).

3. Social media networks (Facebook, Twitter, and Instagram): The authors of these studies have selected specific hashtags such as #stress or #depression and have screened a multitude of public messages using a streaming platform.

Objectives

In total, 5 main categories of objectives were found: to extract clinical symptoms, to classify severity of illnesses, to compare different therapies, to provide psychopathological clues in mental health, and to challenge the current nosography.

The principal objectives of these studies were to extract and record clinical symptoms, establish a diagnosis, or monitor changes over time. A total of 2 studies targeted automated epidemiological monitoring; Metzger et al [57] provided a method of detecting suicide attempts from EHRs and Leroy et al [58] achieved automatic extraction of criteria for ASD from EHRs with an accuracy of 76%. The latter study stated that an increasing prevalence of given symptoms (nonverbal behavior, social and emotional reciprocity, and adherence to routine disabilities) occurred from 2000 through 2010. Data extraction was also used for diagnosis: He et al [47] diagnosed PTSD with an accuracy of 82% after analyzing free texts written by trauma survivors.

In addition to extraction, an important aim was to measure the severity of psychiatric disorders in psychological evaluation report corpora. Goodwin et al [59] classified symptoms of patients with psychosis into 4 different levels of severity (absent, mild, moderate, and severe) using statistical analyses. Fernandes et al [60] studied EHRs from a cohort of individuals with a history of suicide attempts and a cohort of individuals with a history of suicidal ideation only. Their algorithm of detecting suicidal ideation or suicide attempts had a sensitivity of 98.2% and a positive predictive value of 82.8% [57]. Other studies found that ML and NLP techniques performed well, although they were not necessarily better than a practitioner’s ability to predict the clinical risk of suicide in their patients [61,62]; thus, the authors proposed statistical NLP approaches to be used in collaboration with clinical practice.

ML and NLP methods are also used to measure and compare the effectiveness of different types of psychotherapy [63,64]. Tanana et al [43] investigated 2 statistical NLP techniques to code motivational interviewing sessions. Motivational interviewing is a psychotherapy method used for substance use disorders and other behavioral problems to strengthen personal motivation for change [105]. Motivational interviews can be manually coded to assess therapy adherence and gather feedback for subsequent sessions. The authors found that the discrete sentence feature model (a sentence classifier based on n-gram models) had accuracy similar to the manual coding of therapeutic sessions. Maguen et al [63] used statistical NLP techniques to distinguish evidence-based psychotherapy, including cognitive processing therapy and prolonged exposure notes from unstructured psychotherapy notes for a population of veterans with PTSD. They found that almost 20% of veterans observed an improvement in their symptoms after one or more sessions of evidence-based psychotherapy.

Another objective was to provide psychopathological clues for understanding mental health disorders by analyzing language features. This objective sometimes involves the processing of previously unexplored data, such as chat groups or social networks. The following are some examples of studies that pursue this objective: Baggott et al [65] found that MDMA...
(3,4-methylenedioxymethylamphetamine; Ecstasy) altered individuals’ speech patterns more frequently than the placebo and led to an increase in both positive and negative social and sexual language use (others, public, camaraderie, and outgoing). Chary et al [66] analyzed posts on Lycaeum, a popular web forum known for being one of the most frequently cited platforms with respect to drug use. They discovered new combinations of drugs that were not mentioned in the medical literature. Luo et al [42] differentiated the social interactions between adults with ASD and healthy adults. They confirmed the hypothesis regarding differences in language and social interactions in adults with ASD: typical participants had more connected semantic links than the ASD group and the words with the largest number of connections were different between the 2 groups. Doan et al [41] noticed that American Twitter users are more likely to express their source of stress on Twitter than in their day-to-day experiences. The main causes of stress that emerged from the Twitter data were education, work, and social relationships. They also found that individuals’ expressions of stress and relaxation differed based on the city of residence (Los Angeles, New York, San Diego, and San Francisco). Moreover, Mowery et al [106] revealed that less than 2% of the tweet corpus (a corpus of 9300 annotated tweets containing depression-related keywords) included more than one depression-related reference, suggesting that there may be different forms of expression when it comes to depression.

Finally, AI in mental health research challenges the current practice and nosography. In 2010, Insel et al [107] initiated a project called the RDoC, a research framework for mental health disorders that aims to constitute an alternative to the DSM (Diagnostic and Statistical Manual of Mental Disorders). The former includes data on genetics and neuroscience in its classification of mental health disorders, whereas the latter is solely based on clinical data [107]. The RDoC is a matrix in which the columns and rows represent constructs (genes, molecules, cells, circuits, physiology, behaviors, self-reports, and paradigms) and subconstructs of each of the following 6 domains: negative valence, positive valence, cognitive systems, systems for social processes, arousal or regulatory systems, and sensorimotor systems. Pro-RDoC practitioners argue that DSM syndromes have significant limitations when used as phenotypes for identifying biomarkers and specific genetic variants associated with mental illness [108]. A concrete application of this new system used statistical NLP methods to create a phenotypic homogenous cohort that allowed a better comparison [109]. In 2016, the CEGS N-GRID (Centers of Excellence in Genomic Science Neuropsychiatric-Genome-Scale and RDoC Individualized Domains) proposed 3 challenging tasks using NLP methods: (1) data anonymization, (2) predicting symptom severity in the positive valence domain from neuropsychiatric clinical records, and (3) novel data use case (eg, predicting the presence of common mental conditions in patients) [67].

This research on NLP and ML processing identified 6 articles [59,67-71] that met these challenge tasks, although only 1 study dealt with task 3 [67]. As mentioned earlier, studies on anonymization were excluded; thus, the RDoC framework links the neuro-biological basis of mental processes with phenotypical manifestations [110]. The CEGS N-GRID shared task provided usable data for investigating ML and NLP techniques, which could lead to new psychiatric nosology.

### Type of Data Used

As can be seen in Table 1 (in which no hapaxes are displayed), the most frequent corpus type is that of EHRs (to which EMRs can be added). EHRs and EMRs are convenient data sources because of their heterogeneity: they combine structured, semistructured, and free data, and they often use a significantly controlled language containing medical terms that allow the extraction of CUIs (Methods Section). The second most frequent sources of data are clinical notes and clinical records, which share the convenient properties of EHRs or EMRs, but are not standardized in the same way.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHRs(^a)</td>
<td>22.9508</td>
</tr>
<tr>
<td>ClinNotes</td>
<td>16.393</td>
</tr>
<tr>
<td>ClinRecords</td>
<td>11.4754</td>
</tr>
<tr>
<td>Interviews</td>
<td>8.1967</td>
</tr>
<tr>
<td>Tweets</td>
<td>8.1967</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>6.5574</td>
</tr>
<tr>
<td>Reddit</td>
<td>6.5574</td>
</tr>
<tr>
<td>Web</td>
<td>4.918</td>
</tr>
<tr>
<td>EMRs(^b)</td>
<td>3.2787</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record.  
\(^b\)EMR: electronic medical record.

The data described earlier share an important property: the corpora are generated by practitioners and therefore can be used for medical term extraction with satisfactory results. A different category of data is generated by the patients. This category can be divided into 2 subcategories: data generated with the help of practitioners (eg, interviews and questionnaires).
and data freely generated by patients on social media (tweets, posts on Reddit, web blogs, etc).

Interviews and (textual parts of) questionnaires are technically free text but practitioners still have some amount of control over the content, and the environment in which the data are collected influences the degree of informality of texts. For these reasons, traditional NLP methods can be applied to them with satisfactory results.

Data collected from social media, because of their high degree of informality, loose spelling and syntax, and use of abbreviations and emojis, can only be superficially processed by standard NLP methods. Typical examples are in studies by Doan et al [41] and Jackson et al [73], in which tweets were selected because they contained the hashtags #stress and #relax and their words were used in a bag-of-words without any further linguistic treatment [41] or tweets were selected based on the presence of terms denoting opioids [72]. Although the authors lemmatized tweet contents, the main feature of tweets taken into account was their geographical origin.

**Methodology**

Two phases of NLP projects were distinguished: (1) preprocessing, which consists of analyzing the data to obtain numeric or categorical features, and (2) classification.

**Preprocessing**

Table 2 (in which no hapaxes are displayed) represents the frequency of use of various preprocessing methods that can be of different natures. Some methods apply to words or word groups: *lemma* (lemmatization, ie, replacing a word by a base form such as the singular for nouns or the infinitive for verbs), *POS* (part of speech, ie, attaching to a word a label denoting its grammatical function), *cTAKES or CUIs* (mapping a word or a noun phrase to concept in an ontology, such as the UMLS, and therefore unambiguously defining its semantics), *tf-idf* (attaching to a word or a term a value representing its significance in characterizing a given document or class it belongs to), *embedding* (representing a word by a vector in a high-dimensional space), *named-entity recognition* (deciding whether a given word or noun phrase is a named entity), *LIWC* (Linguistic Inquiry and Word Count, a commercial tool advertised as being “based on solid science” providing various “social and psychological insights” of words). Other methods combine words into higher structures: *n-grams* (considering an n-gram, ie, a sequence of n subsequent words, as an entity and measuring the frequencies of these entities). Finally, another methods are applied to entire sentences, paragraphs, or documents: *SentiAna* (analyzing sentiments or emotions), *LDA* and *LSA* (calculating sets of topics, detecting the significance of each topic for a given document, and providing representative words for each topic). The most frequent preprocessing methods are the standard methods of NLP (lemmatization, part-of-speech tagging, n-grams, and tf-idf), and methods specific to medical texts such as CUI extraction (keywords cTAKES and CUIs in Table 2). The embedding method is related almost exclusively to NNs and therefore is relatively recent. Finally, the tail of the graph in Table 2 contains methods applied primarily to free texts such as topic detection, named-entity recognition, sentiment or emotion analysis.

**Table 2. Preprocessing methods.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>lemma</td>
<td>16.3043</td>
</tr>
<tr>
<td>POS a</td>
<td>10.8696</td>
</tr>
<tr>
<td>cTAKES b</td>
<td>10.8696</td>
</tr>
<tr>
<td>ngrams</td>
<td>9.7826</td>
</tr>
<tr>
<td>tfidf</td>
<td>7.6087</td>
</tr>
<tr>
<td>embedding</td>
<td>6.5217</td>
</tr>
<tr>
<td>CUIs c</td>
<td>5.4348</td>
</tr>
<tr>
<td>LDA d</td>
<td>5.4348</td>
</tr>
<tr>
<td>SentiAna</td>
<td>5.4348</td>
</tr>
<tr>
<td>LIWC e</td>
<td>4.3478</td>
</tr>
<tr>
<td>NER f</td>
<td>4.3478</td>
</tr>
<tr>
<td>LSA g</td>
<td>3.2609</td>
</tr>
</tbody>
</table>

aPOS: part of speech.
b cTAKES: clinical Text Analysis and Knowledge Extraction System.
c CUI: concept unique identifier.
d LDA: latent Dirichlet allocation.
e LIWC: Linguistic Inquiry and Word Count.
f NER: named-entity recognition.
g LSA: latent semantic analysis.
Classification
Once the classification phase is reached, linguistic data are entirely converted into numeric data, and therefore, the choice of classifier depends on factors other than corpus type. Some of these factors include (1) the volume of data, (2) the type of classification (supervised vs unsupervised), (3) the explicability level, and (4) the platform used. In Table 3 (where hapaxes are not displayed), we have shown decision tree, association rules, and C4.5 (also a decision tree algorithm) that are transparent methods, that is, the user can follow the classification process in a step-by-step manner and understand the reason a given individual belongs to a particular class. They are not the most frequent classifiers, probably because explicability is not a major concern of most studies. Instead, the most frequently used classifiers such as support vector machine (SVM), LogiR (logistic regression), RF (random forest), and LinR (linear regression) are solid, fast legacy classifiers with small parameter sets and good performance. In the middle of Table 3 are NNs that belong to the deep learning tendency of ML: they are opposite to DT/AR/C4.5 when it comes to explicability and they rely heavily on certain parameters (type and geometry of NN, number of layers, size of layers, optimizer, learning rate, loss function, etc). The causes of the relatively low frequency of NNs in publications may be (1) the fact that they have been implemented in user-friendly frameworks (such as Theano or Keras) only recently, (2) the necessity to fine-tune a large number of parameters, and (3) the relatively high requirements in terms of memory, central processing unit, and graphical processing unit. This is likely to change in the near future.

Table 3. Classifier type.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (^a)</td>
<td>22.6804</td>
</tr>
<tr>
<td>LogiR (^b)</td>
<td>16.4948</td>
</tr>
<tr>
<td>RF (^c)</td>
<td>11.3402</td>
</tr>
<tr>
<td>DT (^d)</td>
<td>6.1856</td>
</tr>
<tr>
<td>NB (^e)</td>
<td>6.1856</td>
</tr>
<tr>
<td>NN (^f)</td>
<td>6.1856</td>
</tr>
<tr>
<td>LinR (^g)</td>
<td>5.1546</td>
</tr>
<tr>
<td>K-Means</td>
<td>3.0928</td>
</tr>
<tr>
<td>AR (^h)</td>
<td>2.0619</td>
</tr>
<tr>
<td>C4.5</td>
<td>2.0619</td>
</tr>
</tbody>
</table>

\(^a\) SVM: support vector machine.
\(^b\) LogiR: logistic regression.
\(^c\) RF: random forest.
\(^d\) DT: decision tree.
\(^e\) NB: Naive Bayes.
\(^f\) NN: neural network.
\(^g\) LinR: linear regression.
\(^h\) AR: association rules.

Platforms
As can be seen in Table 4 (hapaxes are not represented), the 2 most common platforms are Python and R. Python is a universal programming language, in the sense that it is not specific to a given domain: more than 120,000 packages allow the user to perform specialized tasks in any possible field. Furthermore, it is open-source and high-quality documentation abounds. R is also an open-source programming language and compiler, but contrary to Python, it is oriented toward statistics. Although many classifiers have been implemented efficiently both in Python and R, the domain of NLP is better represented in Python, in credit to packages such as NLTK (Natural Language ToolKit), spaCy, and Stanza. The third bar, titled Unknown, represents publications that do not mention the platform used. The fourth bar indicates the General Architecture for Text Engineering General Health platform, an open-source Java application that provides an environment for processing textual data in a user-friendly manner. The Apache bar gathers different tools distributed by the Apache Software Foundation. Stata is a commercial statistics software from College Station, Texas, first released in 1985. Weka is an open-source programming environment for ML.

Figure 1 shows the use of platforms in chronological order. The use of Python and R started after 2015, while Stata, Weka, and Apache were already in use in 2011.
Table 4. Platforms.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>34.4828</td>
</tr>
<tr>
<td>R</td>
<td>18.9655</td>
</tr>
<tr>
<td>Unknown</td>
<td>10.3448</td>
</tr>
<tr>
<td>GATE(^a)</td>
<td>8.6207</td>
</tr>
<tr>
<td>Apache</td>
<td>5.1724</td>
</tr>
<tr>
<td>Stata</td>
<td>5.1724</td>
</tr>
<tr>
<td>Weka</td>
<td>3.4483</td>
</tr>
</tbody>
</table>

\(^a\)GATE: General Architecture for Text Engineering General Health.

Figure 1. Platforms usage.

Correspondence Analysis of Data, Methods, Classifiers, Platforms, and Publications

The correspondence analysis is a dimension reduction technique that maps the data into a factorial space where each dimension is a combination of the initial variables. Figure 2 represents the principal coordinates of the publications and the various entities considered in their study.

Figure 2. Correspondence analysis.

With regard to publications, Filannino\(_{17}\) is an obvious outlier because it has no method, classifier, or platform and because it describes a task and how this task has been treated by others. Clark\(_{17}\) is at the extreme upper left, as it uses NNs and k-means (the latter is not displayed because only entities appearing at least 5 times are included). Coppersmith\(_{18}\) also uses embeddings and NNs, whereas Tran\(_{17}\) (which is closer to the central cluster) uses both NNs and SVMs. On the right side, Shiner\(_{13}\) and Vaucheret\(_{19}\) use clinical notes and R, whereas Hart\(_{20}\) and Moessner\(_{18}\) use R and methods that
have not been taken into account in the calculation. In the bottom left, Iqbal_15 uses EHRs in the General Architecture for Text Engineering General Health (which is not displayed). At the extreme left and close to the horizontal axis, Pestian_16 and Yu_11 use an unknown platform.

Geographical Distribution of Authors

In the map in Figure 3, the diameter of the red marks is proportional to a score calculated as follows: we added 1 unit for the geographical origin of the affiliation of each author of each paper. The cities with scores greater than 10 were Boston (54), London (44), New York (21), Cincinnati (15), Buenos Aires (13), Cambridge, Massachusetts (12), San Francisco (11), and Taiwan (11).

Figure 3. Geographical distribution of authors.

Citations and Cocitations

Figure 4 represents the citations of the papers in our list by other papers on the same list. The size of the nodes of a paper is proportional to the number of papers citing it. The colors of the nodes and edges represent communities. Each community has a central node: Perlis et al [55] are cited in 7 other papers, Jackson et al [73] are cited in 4 other papers, Carrell et al [74] and Afshar et al [75] are cited in 2 other papers, and Bedi et al [39] are cited in 2 other papers. In total, 22 papers are singletons: they are neither cited nor cite any other paper in our list.

Although mutual citations show influences between papers in our list, we can also measure the number of cocitations (ie, common references between 2 papers in the list). In Figure 5, the edges between papers indicate that they have at least 3 common references. The edge width is proportional to the number of references.

The edge of the greatest width is the one between the papers by Coppersmith et al [76] and Coppersmith et al [77], which is normal—the 2 papers share the same first author, have been released within less than a year, and have 26 common references.

The second case, in descending order of edge width, is between Shiner et al [64] and Maguen et al [63]. This is also normal—the first author of the former is also the last author of the latter and the latter is presented as an extension of the former: “In this study, our goal was to extend Shiner and colleagues’ work by applying automated coding to a large national pool of mental health treatment notes in order to identify the use of cognitive processing therapy and prolonged exposure.” The 2 papers share 14 common references.

The size of nodes in the graph is proportional to the degree. Zhong et al [78] have the highest degree: this paper has more than three common references with as many as eight other papers, in fact, with 8 references. The color of the nodes and edges corresponds to the connected components. There are 19 singleton nodes that share ≤2 references with every other paper of the list.
Figure 4. Graph of cocitations.
Discussion

Strengths and Limitations of the Review

This study reviews ML and NLP models in the field of mental health, which has been a highly topical issue in recent years. The methodology was elaborated to screen a maximum number of specific medical studies by expanding the research to 4 medical databases (PubMed, Scopus, ScienceDirect, and PsycINFO). Furthermore, the characterization of the selected studies has been done very precisely in a qualitative manner to simultaneously depict the populations, methods, data sources, and technical aspects.

The primary limitation of this study is the lack of quantitative comparisons between the selected studies. It is indeed not feasible to compare highly heterogeneous studies that do not share common research patterns. In addition, the selected works were not scored on their risk of bias. Despite this shortcoming, their limitations and strengths are outlined in the individual tables in Multimedia Appendix 2.

Methodological and Technical Limitations of the Selected Studies

ML and NLP methods may be considered as a new paradigm in medical research in which it becomes practical to analyze every possible, even unexpected, and innovative parameter of a topic to discern new clinical patterns. This new paradigm involves reconsidering the standard methodology, which consists of formulating a sound hypothesis, defining objectives, and collecting results to either uphold or reject the hypothesis. However, in practice, the selected studies tend to confirm clinical hypotheses based on fundamental clinical intuitions, namely language abnormalities in adults with ASD [42].

Other methodological limitations and potential bias sources have been noted. As stated in the Results section, one of the 3 main population categories is social network or chat users [40,41,66,77,79], whose members are predominantly young. Owing to this, Coppersmith et al [76,77] cautioned that these results may not be generalizable to other populations [77,106]. In addition, when Chary et al [66] focused on Lycaeum users and Coppersmith et al [76] mentioned participants from a company, the lack of precise information on the participants of a cohort was obvious. An exception to this is the group of OurDataHelps.org users [77] who volunteered to participate in
scientific research and filled out a questionnaire to provide information about themselves. Even when participants volunteer to provide personal information, there is a high likelihood that personality bias plays a role, especially in studies on suicide and depression.

Similarly, studies rarely consider cultural or ethnic differences within a sample [80]. For example, in a study on violent behavior, researchers should acknowledge that spanking children for discipline purposes is considered inappropriate in some cultures but appropriate in others. In some cases, language-specific features can improve the performance of NLP methods. For example, in the case of Takano et al [62], the distribution of morphemes is used to distinguish between specific and nonspecific memories in the Autobiographical Memory Test. As shown in the paper, among the most important distinctive factors are grammatical particles that are specific to the Japanese language, such as た/た (past tense), ない (negation), は (topic marker), and で (place or method). In languages with different structures, the same method may be less efficient and other indicators may need to be investigated.

Is There an Advantage in Using ML and NLP for Mental Health Clinical Practice?

The hallmark ML principle is to simultaneously analyze large quantities of data; however, this sometimes leads researchers to the implicit assumption that the more data they input, the more accurate will be the results. ML and NLP allow the analysis of large amounts of data and the comparison of broad groups and patients. For example, Roysden et al [56] screened administrative data and EHRs from a population of 12,759 patients; Maguen et al [63] compared over 8,168,330 clinical notes collected over 15 years; and Yazdavar et al [79] analyzed posts authored by 4000 Twitter users. At the same time, even though thousands of papers have been published using medical data, very few have made meaningful contributions to clinical practices [111].

Twitter and other social networks, with almost 3 billion users globally, have become significant sources of information for medical use and research [112]. Moreover, the analysis of social media–based platforms can generate valuable details about people’s mental health and social or professional interactions. The alteration of daily habits is one of the core criteria for the diagnosis of a mental health disorder (in general, criterion B of DSM-5). A recent study by Fagherazzi and Ravaud [113] illustrates the idea that AI can be implemented in the so-called digitosome (data generated online and by digital technologies) that constitutes a powerful agent for detecting new digital markers and risk factors in medicine. By analyzing a global cohort of more than 85,000 tweets per week authored by people with diabetes, they were able to discuss different illness-related stress patterns of patients with type 1 or type 2 diabetes. By analyzing tweets, Mowery et al [106] found that there may be alternative ways in which people express depression. These findings indicate that there may be new ways for people to express mental illness.

From this perspective, different expressions of psychological distress (whether people are addressing health care professionals, relatives, or digital friend networks) could be accessible and useful to care providers. ML and NLP may be valuable in psychiatry for identifying people with clinical risks for depression, suicide attempts, anxiety, or even psychosis based on digital data or clinical notes.

Ethical Reflections

AI in psychiatry and more broadly in medicine raises ethical issues and requires prudence in its application. As mentioned earlier, ML and NLP techniques have valuable advantages in psychiatry for analyzing large amounts of data with high diagnostic and prognostic validity. These tools, which have been groundbreaking in medicine and psychiatry, should receive more attention for their promising results with regard to clinical practice and medical research. In addition, recent studies suggest that people are becoming more comfortable when speaking with a machine compared with a clinician: Lucas et al [51] state that in a clinical trial, people who (believed they) were interacting with a computer disclosed information more openly than people who thought that an individual was controlling the computer. Perhaps the machine is viewed as being more objective than a human and therefore reduces the fear of judgment from a practitioner. The introduction of a computer in medical practice as a new type of clinician leads to a profound change in the physician-patient relationship and promotes the idea of having a new clinical model involving a third party. The relationship is crucial to psychiatric clinical practice, and the use of data processing should be discussed. Sassolas [114] questioned this technological psychiatry as a practice that is likely to avoid what he called the “psychic privacy proximity.” Technological psychiatry could generate an operative encounter whose unique purpose is to normalize the patient’s symptoms and reduce the fear of disclosure.

In addition to improved relationships, the application of ML and NLP in psychiatry should be done with special precautions to avoid clinical abuse. This review includes 2 studies about the prediction of psychosis in patients at high risk of this disease. One even introduced a model of ML+NLP that had a 100% accuracy in predicting psychosis among the latter patient sample [39], which was better than a simple clinical evaluation. Nevertheless, these results should be treated with caution because of the small sample size and the lack of detail on the statistical techniques used. The risk of overfitting needs to be considered. Although further research should be continued to improve technical issues, ethics should be taken into account. Martinez-Martín et al [115] questioned whether it is ethical to use prognostic estimates from ML to treat psychosis, as it is not known whether variables are present in the local context (such as differences in psychiatric practice and social support) that would affect the model’s validity. Moreover, when programming an ML algorithm, investigators can choose to strengthen the criteria they esteem to be more relevant, such as clinical criteria instead of socioeconomic factors. This could result in loss of opportunity for some patients when the automated machine analysis gives the illusion of greater objectivity. These adjustments should be done to respect the principle of equity.

In the case of predicting psychosis, the study involved only patients who consented to both psychiatric care and the completion of interviews. This was not the case in studies on
suicide prevention, where researchers tracked information on patients by using social media. This could be considered a violation of confidentiality. Should information from social media be used to identify symptoms? Applying AI in this context raises significant ethical concerns, particularly in balancing beneficence and respecting confidentiality [53]. ML and NLP can help identify people at clinical risk for depression or suicidal ideation, who most likely do not have access to mental health providers and/or a primary care doctor [61]; however, this reduces confidentiality protection and can lead to increased vulnerability in certain populations [21]. To obtain informed consent from patients and protect their privacy, McKernan et al [53] proposed some recommendations: patients should be informed that (1) algorithms can be imperfect or wrong; (2) algorithm data should be considered highly sensitive or confidential; (3) algorithm data might recommend actions that are not immediately apparent; and (4) algorithms might prompt unnecessary intervention from the provider. Therefore, psychiatrists should be trained in ML and NLP techniques and be able to explain to patients their main characteristics and why they may require certain recommendations. This last point underlines the need for an explainable AI that goes further than black box methods.

Finally, ML and NLP should not lead to disempowerment of psychiatrists or replace the clinician-patient pair. On the contrary, the combination of ML with NLP should be considered as a tool to support clinical practice and medical research.

Conclusions

In the past decade, the use of ML and NLP has become increasingly widespread in medicine and more specifically in psychiatry. Hence, this review aimed to summarize and characterize studies that used ML and NLP techniques for mental health in methodological and technical terms. The secondary aim was to consider the potential use of these methods in mental health clinical practice (eg, contribution to diagnosis, prognosis, establishment of risk factors, impact of psychotherapy, treatment adherence, and side effects).

Although the selected studies were heterogeneous in terms of topics and mental disorders, common features were found in terms of population categories (patients included in medical databases, patients presenting to the emergency room, and social media network users) and objectives (ie, symptom extraction, severity classification, comparison of therapies, findings of psychopathological clues, and challenges to the current nosography). The type-of-data-used analysis identified 2 major corpora: data collected by care providers (EHR, clinical notes, or EMR) and data from social media. Finally, the method analysis indicates that the authors privileged certain techniques. The standard methods of NLP (such as lemmatization, POS tagging, or n-grams) are most frequently used for preprocessing, in addition to CUI extraction dedicated to medical texts. The classification analysis specifies that classifiers with good performance (SVM, LogIR, and RF) are preferred to those with transparent functioning. The use of the universal programming language platforms such as Python and R is verified; Python turned out to be the most frequently and recently used. The correspondence analysis of data, methods, classifiers, platforms, and publications reveals a cluster of publications associating clinical notes data with cTAKES methods and the R-Python platform.

ML and NLP methods may sometimes be impressive with their huge amount of data screening and the multiple perspectives they offer. This has led some authors to consider it to be a new paradigm in mental health research. However, these processes tend to confirm clinical hypotheses rather than developing new information, and some results should be treated with caution (eg, results from social media users’ cohorts or the impact of language-specific features on NLP methods performance). On the contrary, ML and NLP techniques provide information from unexplored data and on patients’ daily habits that are usually inaccessible to care providers. It may be considered as an additional tool in every step of mental health care: diagnosis, prognosis, treatment efficacy, and monitoring. In this regard, ethical issues, such as predicting psychiatric troubles or implications in the physician-patient relationship, remain and should be discussed in a timely manner. Therefore, ML and NLP methods may offer multiple perspectives in mental health research, but they should be considered as a tool to support clinical practice.
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Abstract

Background: Electronic visits (e-visits) involve asynchronous communication between clinicians and patients through a secure web-based platform, such as a patient portal, to elicit symptoms and determine a diagnosis and treatment plan. E-visits are now reimbursable through Medicare due to the COVID-19 pandemic. The state of evidence regarding e-visits, such as the impact on clinical outcomes and health care delivery, is unclear.

Objective: To address this gap, we examine how e-visits have impacted clinical outcomes and health care quality, access, utilization, and costs.

Methods: We conducted a systematic review; MEDLINE, Embase, and Web of Science were searched from January 2000 through October 2020 for peer-reviewed studies that assessed e-visits’ impacts on clinical and health care delivery outcomes.

Results: Out of 1859 papers, 19 met the inclusion criteria. E-visit usage was associated with improved or comparable clinical outcomes, especially for chronic disease management (eg, diabetes care, blood pressure management). The impact on quality of care varied across conditions. Quality of care was equivalent or better for chronic conditions, but variable quality was observed in infection management (eg, appropriate antibiotic prescribing). Similarly, the impact on health care utilization varied across conditions (eg, lower utilization for dermatology but mixed impact in primary care). Health care costs were lower for e-visits than those for in-person visits for a wide range of conditions (eg, dermatology and acute visits). No studies examined the impact of e-visits on health care access. It is difficult to draw firm conclusions about effectiveness or impact on care delivery from the studies that were included because many used observational designs.

Conclusions: Overall, the evidence suggests e-visits may provide clinical outcomes that are comparable to those provided by in-person care and reduce health care costs for certain health care conditions. At the same time, there is mixed evidence on health care quality, especially regarding infection management (eg, sinusitis, urinary tract infections, conjunctivitis). Further studies are needed to test implementation strategies that might improve delivery (eg, clinical decision support for antibiotic prescribing) and to assess which conditions can be managed via e-visits.

(J Med Internet Res 2021;23(5):e27531) doi:10.2196/27531
Introduction

Telemedicine—or the delivery of health care at a distance—can improve health care access and quality while reducing health care utilization and costs [1]. For instance, telemedicine can improve access to specialists for patients in rural areas or in underresourced care settings by increasing the convenience and availability of health care (eg, extended hours, decreased wait times) [2-4]. Studies have also demonstrated that telemedicine may achieve comparable clinical outcomes to in-person care across a variety of conditions, such as stroke care [5], heart failure [6,7], hepatitis C [8], and diabetes [8]. Telemedicine can also reduce the utilization of in-person care and reduce health care costs [3,4,9]. Furthermore, some telemedicine types have demonstrated cost-effectiveness [10,11]. Studies have shown that the impact of telemedicine on health care delivery and patient outcomes varies across telemedicine types. Some forms of telemedicine, such as telestroke [12-14], have a strong evidence base while other forms of telemedicine, such as electronic visits (e-visits), are understudied.

E-visits involve asynchronous communication between clinicians and patients through a secure web-based platform, such as a patient portal. Generally, patients answer questions about their medical history and symptoms through a structured questionnaire and upload photos (if relevant). The data are then reviewed by a clinician, who develops a diagnosis and treatment plan. Although e-visits often involve clinicians who the patient is familiar with, they can also involve a third-party clinician through direct-to-consumer telemedicine. E-visits offer notable benefits, such as allowing patients and clinicians to communicate at a convenient time (ie, eliminating scheduling barriers) and improving documentation of patient-clinician communication (eg, patients can review clinician’s instructions) [15,16]. However, e-visits have a number of implementation barriers, such as those regarding workflow integration (eg, having dedicated clinician time to respond to messages) [16-18], those regarding lack of reimbursement [15,16,19,20], and concerns about the quality of communication from patients (eg, failing to submit sufficient information for diagnosis) [21]. Health care organizations have also raised concerns about the quality of care provided through e-visits, such as the potential for inappropriate antibiotic prescribing and difficulties with providing care without being able to see the patient face-to-face [22-29]. Despite these challenges, studies have reported positive effects of e-visits on health care delivery, such as lower costs [24], comparable follow-up rates to those of in-person care (ie, a proxy for diagnostic accuracy) [30], and comparable or improved patient outcomes (eg, lower uric acid level for patients with gout) [31].

Because of COVID-19, e-visits are being implemented more frequently and are now reimbursable by Medicare and other payers in the United States [32,33]. As the nation moves forward in telemedicine implementation and health care systems decide whether to integrate telemedicine into future care delivery, it is critical to determine the costs and benefits of telemedicine models, such as e-visits. To date, a systematic review has not been conducted to assess the state of the evidence regarding e-visits. To address this gap, the objective of this review is to summarize the findings of studies examining the association of e-visits with clinical outcomes, quality of care, access to care, utilization, and costs.

Methods

We conducted a systematic review based on PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analysis) guidelines [34].

Data Sources and Searches

MEDLINE, Embase, and Web of Science were searched to locate peer-reviewed studies published from January 2000 through October 2020. The start date for the search was chosen because electronic visits were developed recently, and the authors did not anticipate any studies published prior to 2000 (when web-based, patient portal studies emerged). A preliminary search was done to confirm this. Studies were limited to those in the United States as systemic factors, such as reimbursement, may influence the results. All reference lists for included studies were cross-searched. Duplicate studies were removed. Multimedia Appendix 1 lists the search terms used for this search after consultation with a health sciences librarian at the University of Florida.

Study Selection

Two reviewers (KT, OTN) independently screened papers identified from the search strategy, and assessed each for inclusion eligibility using a spreadsheet (Excel 2013, Microsoft Inc). Any discrepancy encountered was discussed until a consensus was reached.

E-visits were defined as any asynchronous electronic visit where a clinician assesses a patient’s health status, makes a diagnosis, and develops a treatment plan via a secure messaging system (eg, patient portal) [24,35]. This definition was based on how recent studies have defined e-visits [24,35]. Studies that defined an e-visit differently were excluded (eg, defines e-visit as real-time, 2-way communication). Studies were included that reported on the impact of e-visits on clinical outcomes, health care quality, access, utilization or costs. Included studies also had to be written in English, empirical (ie, reporting original research), quantitative, and peer reviewed.

Data Extraction and Quality Assessment

For each included study, 2 investigators (KT, OTN) noted study design, outcome measurements, care setting, medical conditions studied, sample size, and major findings. Since most of the studies included were observational, the authors used the Risk of Bias Assessment Tool for Nonrandomized Studies to assess criteria specific to observational studies [36]. A P-value <.05 was considered significant.
Data Synthesis and Analysis
Due to the heterogeneity of outcome measures used in our included studies, it was infeasible to conduct a meta-analysis. Consequently, findings were qualitatively grouped by outcome type (eg, clinical outcomes, costs).

Results
After reviewing 1859 studies, a total of 19 studies met our inclusion criteria. Figure 1 shows our study selection process.

Figure 1. PRISMA [34] flowchart.

Study Characteristics
Most studies assessed clinical outcomes, quality of care, health care utilization, and costs. None reported access outcomes. Most studies were observational in design, with one study using a randomized experimental design, another study using a case study design, and another 2 studies employing quasi-experimental designs. Sixteen studies used cross-sectional or pooled cross-sectional data. Three studies used a panel design. Table 1 summarizes the study characteristics of included studies, and Table 2 summarizes findings with respect to clinical outcomes, quality of care, access to care, health care utilization, and costs.
<table>
<thead>
<tr>
<th>Citation</th>
<th>Types of health system measure</th>
<th>Entity provisioning e-visits</th>
<th>Care setting</th>
<th>Medical conditions treated</th>
<th>Sample size, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adamson et al [19]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Sinusitis, depression, back pain, cough, anxiety, hypertension, abdominal pain, headache, urinary tract infections, influenza, allergic rhinitis, dermatitis, attention-deficit/hyperactive disorder, gastroesophageal reflux disease, vaginitis, upper respiratory infection, insomnia, asthma, contraception, hyperlipidemia</td>
<td>2531</td>
</tr>
<tr>
<td>Rohrer et al [37]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic</td>
<td>Conjunctivitis, sore throat, viral illness, bronchitis, cough</td>
<td>390</td>
</tr>
<tr>
<td>Watson et al [38]</td>
<td>Clinical outcomes</td>
<td>Health care organization</td>
<td>Outpatient clinic</td>
<td>Acne</td>
<td>121</td>
</tr>
<tr>
<td>Albert et al [39]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Blood pressure management, fractures, diabetes management, skin conditions, prostatitis, pain, sleep issues, vomiting, mononucleosis, hemorrhoids, cold symptoms</td>
<td>121</td>
</tr>
<tr>
<td>Courneya et al [40]</td>
<td>Quality of care, costs, utilization</td>
<td>Insurer</td>
<td>N/A^2</td>
<td>Acute sinusitis, chronic sinusitis, urinary tract infections, conjunctivitis, viral upper respiratory infection, lower genitourinary system infection, yeast infection, otolaryngology diseases, acne, allergic rhinitis, acute bronchitis</td>
<td>Reported as more than 40,000</td>
</tr>
<tr>
<td>Mehrotra et al [24]</td>
<td>Quality of care, costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Sinusitis, urinary tract infections</td>
<td>574</td>
</tr>
<tr>
<td>North et al [41]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>No specific conditions studied, but e-visit content mentioning chest pain and respiratory complications were monitored</td>
<td>892</td>
</tr>
<tr>
<td>Heyworth et al [42]</td>
<td>Quality of care</td>
<td>Health care organization</td>
<td>Inpatient, Veterans Affairs</td>
<td>Diabetes, hypertension, hyperlipidemia, heart disease, prior history of myocardial infarction or stroke</td>
<td>51</td>
</tr>
<tr>
<td>Pathipati et al [43]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Rash, acne, other unspecified dermatological conditions</td>
<td>38</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Clinical outcomes, quality of care</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Diabetes, anticoagulation management</td>
<td>36</td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Clinical outcomes, costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Hypertension</td>
<td>1786</td>
</tr>
<tr>
<td>Penza et al [46]</td>
<td>Quality of care, costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Conjunctivitis</td>
<td>505</td>
</tr>
<tr>
<td>Penza et al [47]</td>
<td>Clinical outcomes, costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Allergies, upper respiratory infection, cold sores, influenza, lice, conjunctivitis, sinusitis, sore throat, sunburn, tick exposure, urinary tract infections, yeast infection</td>
<td>1009</td>
</tr>
<tr>
<td>Player et al [48]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Athlete’s foot, allergic skin reaction, eczema, cold sore, shingles rash, marine animal string, jock itch, nosebleed, poison ivy, rash, red eye, ringworm, scabies, hemorrhoids, sunburn, back pain, gout, heartburn, seasonal allergies, travel precaution, prescription refills, sexually transmitted infections, diarrhea, influenza, sinus problems, urinary problems, vaginal irritation or discharge</td>
<td>1565</td>
</tr>
<tr>
<td>Rajda et al [49]</td>
<td>Costs, utilization</td>
<td>Direct-to-consumer company</td>
<td>N/A</td>
<td>Acne vulgaris, atopic dermatitis, onychomycosis, psoriasis vulgaris, rosacea</td>
<td>395</td>
</tr>
<tr>
<td>Citation</td>
<td>Types of health system measure</td>
<td>Entity provisioning</td>
<td>Care setting</td>
<td>Medical conditions treated</td>
<td>Sample size, n</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------------------------</td>
<td>---------------------</td>
<td>--------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Hertzog et al [30]</td>
<td>Costs, utilization</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Yeast infection, acne, allergic rhinitis, urinary tract infections, upper respiratory infection, conjunctivitis, oral sores, irritable bowel syndrome, tobacco cessation</td>
<td>2691</td>
</tr>
<tr>
<td>Murray et al [50]</td>
<td>Clinical outcomes, quality of care</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Urinary tract infections</td>
<td>300</td>
</tr>
<tr>
<td>Penza et al [51]</td>
<td>Clinical outcomes, quality of care</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Acute sinusitis</td>
<td>300</td>
</tr>
<tr>
<td>Yokose et al [31]</td>
<td>Quality of care</td>
<td>Health care organization</td>
<td>Outpatient clinic, academic medical center</td>
<td>Gout</td>
<td>124</td>
</tr>
</tbody>
</table>

\(^a\text{N/A: not applicable.}\)
<table>
<thead>
<tr>
<th>Outcome type and citations</th>
<th>Specific measures</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Abnormal international normalized ratio</td>
<td>E-visits were associated with lower abnormal international normalized ratios than in-person visits ($P&lt;.05$).</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>$\text{HbA}_1^c$ (^a)</td>
<td>E-visits were associated with lower $\text{HbA}_1^c$ values than in-person visits ($P&lt;.001$).</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients with controlled blood pressure</td>
<td>Compared to the preimplementation period, more diabetic patients were observed with controlled blood pressure in the postimplementation period ($P&lt;.001$).</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients with $\text{HbA}_1^c$ levels of less than 8%</td>
<td>Compared to the preimplementation period, more diabetic patients with $\text{HbA}_1^c$ levels of less than 8% were observed in the postimplementation period ($P&lt;.0001$).</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients with $\text{HbA}_1^c$ levels of less than 7%</td>
<td>Compared to the preimplementation period, more diabetic patients with $\text{HbA}_1^c$ levels of less than 7% were observed in the postimplementation period ($P&lt;.001$).</td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Systolic blood pressure</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Watson et al [38]</td>
<td>Total inflammatory lesion counts</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Watson et al [38]</td>
<td>Frontal inflammatory lesion counts</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Watson et al [38]</td>
<td>Leeds score</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Penza et al [47,51]</td>
<td>Mortality rate</td>
<td>Penza et al reported only descriptive statistics in both studies, so it is unclear if there are differences in mortality rates between e-visits and in-person visits.</td>
</tr>
<tr>
<td>Murray et al [50]; Penza et al [51]</td>
<td>Hospitalizations</td>
<td>Murray et al [50] and Penza et al [51] reported only descriptive statistics, so it is unclear if there are differences in the number of related hospitalizations between e-visits and in-person visits.</td>
</tr>
<tr>
<td>Murray et al [50]</td>
<td>Antibiotic retreatment rate</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Yokose et al [31]</td>
<td>Proportion of patients serum urate levels of less than 6.0 mg/dL</td>
<td>E-visits had greater proportions of patients with optimal control of serum urate levels when compared to in-person visits ($P&lt;.01$).</td>
</tr>
<tr>
<td><strong>Quality of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients receiving aspirin, if clinically indicated</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients receiving moderate-intensity statins</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Hawes et al [44]</td>
<td>Amount of diabetic patients receiving high-intensity statins</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Heyworth et al [42]</td>
<td>Medication discrepancy discovery rate</td>
<td>It is unclear what the impact is on the rate of discovering medication discrepancies as no $P$ value was reported.</td>
</tr>
<tr>
<td>Mehrotra et al [24]</td>
<td>Order rate of diagnostic test</td>
<td>E-visits had a lower order rate of diagnostic tests when compared to in-person visits ($P&lt;.001$).</td>
</tr>
<tr>
<td>Mehrotra et al [24]</td>
<td>Order rate of preventive care services</td>
<td>E-visits had a lower order rate of preventive care services when compared to in-person visits ($P&lt;.01$).</td>
</tr>
<tr>
<td>Yokose et al [31]</td>
<td>Rate that serum urate levels were checked</td>
<td>E-visits had more frequent checks of serum urate levels when compared to in-person visits ($P&lt;.05$).</td>
</tr>
<tr>
<td>Murray et al [50]; Penza et al [46,51]; Mehrotra et al [24]; Courneya et al [40]</td>
<td>Antibiotic prescribing rate</td>
<td>Mehrotra et al [24] reported that the rate of prescribing antibiotics was higher during e-visits than in-person visits for sinusitis ($P&lt;.001$) but not for e-visits for urinary tract infections. However, Penza et al [46] and Murray et al [50] saw equivalent outcomes. Penza et al [51] reported e-visits had lower antibiotic prescribing rates than in-person visits ($P&lt;.001$). Courneya et al [40] also investigated the association but did not report a $P$ value, so the impact on antibiotic prescribing rate is unclear.</td>
</tr>
<tr>
<td><strong>Health care utilization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Overall primary care visit utilization</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Outcome type and citations</td>
<td>Specific measures</td>
<td>Impact</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Overall specialist visit utilization</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Overall emergency department utilization</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Levine et al [45]</td>
<td>Overall inpatient admissions</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Rajda et al [49]</td>
<td>Number of specialist procedures done 60- and 90-days after initial consultaion</td>
<td>E-visits were associated with a lower number of specialist procedures performed 60 and 90 days after an initial consultation when compared to in-person visits ($P&lt;.01$)</td>
</tr>
<tr>
<td>Murray et al [50]; Penza et al [51]</td>
<td>30-day follow-up rate (planned and unplanned)</td>
<td>Equivalent outcomes</td>
</tr>
<tr>
<td>Penza et al [46]; Pathipati et al [43]; Albert et al [39]; Player et al [48]; Adamson et al [19]</td>
<td>Rate of patients who need planned follow-up visits</td>
<td>Penza et al [46] reported that e-visits were associated with higher rates of planned follow-up visits than in-person visits ($P&lt;.001$). Pathipati et al [43], Albert et al [39], Player et al [48], and Adamson et al [19] reported only the proportion of e-visits that required follow-up visits, so it is unclear what the association of e-visit usage and rate of planned follow-up visits is.</td>
</tr>
<tr>
<td>Penza et al [47]; Mehrotra et al [24]; Cournyea et al [40]; North et al [41]; Hertzog et al [30]</td>
<td>Unexpected follow-up encounter rate after initial encounter</td>
<td>Hertzog et al [30] reported that e-visits were associated with higher unexpected follow-up rates when compared to in-person visits ($P&lt;.05$). However, Mehrotra et al [24], Cournyea et al [40], and North et al [41] found equivalent outcomes. Penza et al [47] reported only descriptive statistics, so it is unclear if there are differences in unexpected follow-up encounter rates between e-visits and in-person visits.</td>
</tr>
<tr>
<td>Rajda et al [49]; Cournyea et al [40]; Rohrer et al [37]</td>
<td>Treatment costs</td>
<td>Cournyea et al [40] and Rajda et al [49] reported e-visits were associated with lower treatment costs ($P&lt;.001$). Rohrer et al [37] reported a lower median of costs associated with e-visits than in-person visits ($P&lt;.01$).</td>
</tr>
</tbody>
</table>

---

**Study Quality Assessment Results**

Detailed results of the quality assessment are summarized in Multimedia Appendix 2. Each column describes the quality criterion we assessed. Briefly, most (12/19, 63.2%) studies reported a strategy for minimizing selection bias. Less than half of studies (9/19, 47.4%) reported methods to control for confounders. All studies measured outcomes for e-visits separately from other forms of telemedicine, making it possible to evaluate the unique impact of e-visits on the outcome of interest. Problems with low response rate (<50%) or attrition bias (>10% dropout) were less common (2/19, 10.5%).

**Clinical Outcomes**

Associations between e-visit usage and clinical outcomes were reported by 7 studies. A total of 13 different measures were used among the studies. Overall, the studies reported an association with improved outcomes or null findings across the medical conditions examined.

Among diabetic patients, one study (n=36 patients) found that e-visits were associated with significantly improved glucose over a 6-month period (~3.4 percentage points in HbA1c, $P<.001$) [44]. In the same study, e-visits for anticoagulant management were associated with less frequent instances of abnormal international normalized ratio values compared to in-person care (5/104, 5% vs 1/198, 0.5%, $P<.05$) [44]. An additional study (n=62) reported that patients with gout who received care through e-visits were more likely to have optimal serum rate levels (>6.0 mg/dL) (63.8% vs 33.9%, $P<.01$) and lower mean serum urate levels (5.5 mg/dL vs 6.7 mg/dL, $P<.01$) compared to historical controls [31]. In the context of acne and hypertension management, equivalent outcomes were reported between e-visits and in-person visits [38,45].

**Quality of Care**

Across the 8 studies that examined the association of e-visit usage on quality of care, 8 unique measures were observed. Overall, there were mixed effects on the association of e-visit usage on quality of care.

Mixed results were observed in some quality of care measures of several health care conditions between e-visits and in-person visits [44]. For example, one study (n=36) [44] reported comparable prescribing rates for statins among patients with diabetes across e-visits and in-person visits. One study [24] found that e-visit usage was associated with significantly lower rates of diagnostic procedures for sinusitis (0/475, 0% vs 40/4690, 1%, $P=.04$) and lower rates of diagnostic procedures for urinary tract infections (8/999, 8% vs 1501/2855, 53%, $P<.001$) than those for historical controls. The same study [24] also reported that preventive screenings were lower among sinusitis patients receiving an e-visit (1/475, 0.2% vs 155/4690, 3%; $P<.001$) and urinary tract infection patients’ receiving an e-visit (0/999, 0% vs 214/2855, 7%, $P=.005$) than in those receiving in-person visits.

When examining management of acute infections (eg, urinary tract infections), the definitive impact was less clear. One study [24] found that e-visits resulted in higher antibiotic prescribing rates for sinusitis (471/475, 99% vs 440/4690, 94%, $P<.001$).
but no association for urinary tract infections (98/99, 99% vs 1299/2855, 92%, \(P=.07\)), compared to those for historical control. Another study [46] reported that e-visits for conjunctivitis resulted in a significantly lower antibiotic prescribing rate than that of phone visits (26/101, 26% vs 84/202, 42%, \(P=.006\)), and a third study [51] found that e-visits for sinusitis resulted in a significantly lower antibiotic prescribing rate (84/150, 56% vs 108/150, 72%, \(P=.01\)) than that of in-person visits. Lastly, one study (n=450) [50] reported no difference in antibiotic prescribing rates for treatment of urinary tract infections across e-visits, phone encounters, and in-person visits.

Access to Care

No studies investigated the association between e-visits and access to care.

Health Care Utilization

Fourteen studies assessed health care utilization associated with e-visits. An overall mixed impact was observed across these studies.

Some studies evaluated the impact of e-visits on subsequent health care utilization, such as primary care, specialty care, and emergency care [45,49-51]. For example, one study [45] matched 893 e-visits and 893 in-person visits for hypertension and found that e-visits resulted in fewer primary care visits (–0.8 visits, 95% CI 0.3-1.2) compared to in-person visits. The same study [45] also found that usage of specialist visits, emergency department visits, and inpatient admissions were not significantly different across in-person and e-visits. Another study [49] evaluating a teledermatology program found that e-visits were associated with significantly fewer specialty visits at 60-day (15 vs 46, \(P=.005\)) and 90-day follow-up (26 vs 74, \(P=.001\)) compared to those associated with in-person visits. Another study [40] examining a direct-to-consumer telemedicine program found that the rate of visits that did not require a follow-up visit (ie, resolution rate) was similar for e-visits for sinusitis (90% vs 91%) and conjunctivitis (94% vs 95%) to those for in-person visits.

Some studies [24,40,41] reported no differences in health care utilization. For example, one study [24] found that e-visits for sinusitis and urinary tract infections had equivalent rates of follow-up visits, phone calls, and emails within 3-week follow-up. Some studies [30,46] reported a higher rate of health care utilization with e-visits. For example, one study [30] found that the rate of follow-up visits was higher for primary care e-visits (59/490, 12%) compared to that for in-person visits (198/2201, 9%; \(P=.04\)).

Health Care Costs

Three studies [37,40,49] found e-visit usage was associated with lower overall treatment costs than those for in-person visits. One study utilizing claims data found that e-visits for dermatology resulted in lower mean costs at the initial visit (US $59 vs $113, \(P<.001\)), at 30-day follow-up ($70 vs $202, \(P=.03\)), and at 60-day follow-up ($78 vs $221, \(P=.02\)) than those of in-person visits; however, at the 90-day follow-up, costs were comparable to those of an in-person visit ($86 vs $307, \(P=.08\)) [49]. One study [40] of a direct-to-consumer e-visit platform reported lower costs for a wide-range of conditions, including sinusitis, conjunctivitis, acne, and ear, nose, and throat infections. As an example, that study (n=9551 visits) used claims data to report that the cost per visit for e-visits was significantly lower for acne management ($178 vs $361, \(P<.001\)) compared to in-person care [40]. A third study [37] calculated total reimbursable costs and descriptively reported the median cost per visit was lower for e-visits ($161 vs $219) compared to in-person visits for acute conditions (eg, conjunctivitis, sore throat, bronchitis, viral illness, cough).

Discussion

This was a systematic review that assessed the impact of e-visits on clinical outcomes and health care delivery. To our knowledge, this is the first systematic review to assess the state of evidence for asynchronous e-visits. Most studies found that e-visits were associated with lower treatment costs and comparable clinical outcomes to in-person visits. Studies reported mixed effects on health care utilization, and no studies evaluated the impact of e-visits on health care access, suggesting future research is needed in this area. We provide implications for research and practice below.

Our review found that e-visits may be an adequate substitute for in-person care for chronic disease management. Studies showed that e-visits were effective for the treatment of diabetes, hypertension, and gout. Our findings are consistent with those of previous studies [52] that suggest that other forms of asynchronous communication with providers (eg, secure messaging without a formal e-visit) can improve chronic disease management. Further study, however, is needed to determine the ideal conditions for e-visit implementation. For example, many chronic conditions co-occur with other conditions (eg, diabetes and hypertension), and current studies were not designed to determine whether e-visits are effective for complex patients, such as patients with multiple chronic conditions and older adults who are frail. Additionally, it is important to note that not all types of medical issues may be appropriate for asynchronous management and health care systems may need to implement safeguards to ensure that the right patient is using an e-visit [53]. For example, if patients send a message about an urgent condition, e-visit technology could be harnessed to flag certain keywords (eg, chest pain, breathing difficulties) and display automated pop-up alerts to patients to instruct them to seek care in-person at the office or emergency department [54]. Some health care systems have also implemented guidelines, such as requiring at least one in-person visit prior to an e-visit to ensure that a patient has an established relationship with a clinician [55]. Additional research is needed to determine how e-visits should be implemented (eg, how to prevent inappropriate usage and for which patients does it work best).

Our review found mixed evidence for the effect of e-visits on quality of care. For example, prior studies [22,24-29] have raised concerns that telemedicine usage can increase inappropriate antibiotic prescribing, but this review found mixed evidence on whether comparable antibiotic prescribing rates were observed between e-visits and in-person visits. This inconsistency may
stem from differences in the acute infection that was studied (ie, acute sinusitis, urinary tract infections, ear infections, conjunctivitis). Further research is needed to better understand when e-visits can be used effectively for managing acute infections and what implementation strategies can be used to ensure appropriate antibiotic prescribing (eg, use of clinical decision support). Furthermore, additional research is needed to compare the receipt of low-value care (eg, overutilization of services for sinusitis and urinary tract infections across e-visits and in-person visits). Future studies should examine guidelines, such as the Choosing Wisely guidelines [56,57], to see whether e-visits reduce low-value care compared to in-person visits. One study [24] included in this review found that e-visits were associated with lower rates of diagnostic procedures for sinusitis and urinary tract infections and may offer an advantage in terms of reducing unnecessary health care utilization. Studies in this review did report other quality problems, such as lower use of preventive care services in e-visits compared to in-person visits. This may stem from a lack of practice guidance on how e-visits should be implemented (eg, should providers use e-visits as an opportunity to reinforce messages about preventive care?). Prior studies [16] have noted that lack of practice guidance or standard procedures as barriers to e-visit implementation. These differences in quality of care suggest additional implementation research is needed to test implementation strategies for ensuring quality of care delivered through e-visits is consistent across clinicians.

Our review found that e-visits had mixed effects on health care utilization compared to in-person visits. These findings are consistent with those of reviews on other forms of telemedicine [6,58-62]. Specifically, telemedicine can reduce health care utilization in certain instances (eg, reduce the need for in-person visits) or it can increase utilization (eg, meet an unmet demand for a patient that was not previously accessing in-person care). Variation in health care utilization may stem from other various factors that are unaccounted for. For example, if a patient did not submit sufficient information to be evaluated through an e-visit, this could lead to greater health care utilization compared to an initial in-person visit where information exchange is synchronous. Future research is needed to determine strategies for ensuring that complete information is elicited from the patient (eg, structured symptom questionnaires). Additional research should test strategies for optimizing patient data collection and patient-clinician communication through e-visit platforms.

The findings on favorable cost implications align with those of other works that evaluated the effects that synchronous alternatives for care (eg, telemedicine via teleconferencing software) had on cost outcomes for patients [63-70]. Notably, 2 [40,49] of 3 studies used claims data to estimate health care costs; however, insurers commonly include in their contracts with health care organizations contractual adjustments (ie, slightly lower reimbursement rates in exchange for including the health care organization in-network) [71], suggesting that using claims data may underestimate the true cost savings potential of e-visits. Furthermore, many of these studies did not evaluate cost comprehensively (eg, only examined costs of dermatology visits and not visits to providers outside of that delivery system, analyzing average costs per visit instead of average costs of an episode of illness). Additionally, we did not identify any studies that assessed cost-effectiveness, which considers costs relative to outcomes. Future cost-effectiveness studies may also help health care systems make decisions about whether e-visits are worth the investment.

Additional research is also needed on how e-visits impact health care access and the digital divide. There is growing evidence that patient-level disparities exist across adoption and usage patterns of patient portals [72-76]. Similarly, several studies in this review reported differences in usage based on sex [19,30,39,41,42,48], age [30,42,47], employment status [41,48], and ethnicity [19,41]. Since many patients access e-visits through the patient portal, which has known disparities in uptake [72-76], future studies are needed to test strategies for overcoming disparities in patient portal adoption. Since the Pew Research Center reports 81% of Americans in 2019 owned a smartphone [77], there have been studies that have recently tested whether smartphone access to a patient portal could improve access [78,79]. Future studies should test whether strategies, such as smartphone access, could improve uptake of e-visits.

Some of the included literature cited implementation barriers in their discussion that should be further explored in future studies (eg, lack of integration into workflow). Clinicians may need assistance with adjusting their workflows when being trained on e-visits [80]. Best practices should be researched and disseminated to help alleviate concerns on increased workload [81]. Furthermore, the adoption of payment models by insurers that reimburse for e-visits may be a crucial facilitator of e-visit uptake [20,82,83]. Since the COVID-19 pandemic has spurred the introduction of insurance coverage of e-visits among Medicare and some private payers, case studies have been published that suggest e-visits are being used more frequently during the COVID-19 pandemic. For example, one health care system reported that the use of e-visits increased by 4000% during the COVID-19 pandemic and that the majority of e-visits were used for remotely managing patients with COVID-19 [84-86]. Further work is needed to evaluate if the reimbursement policies have led to higher utilization of e-visits by patients and health care organizations.

This systematic review has several limitations. First, a majority of the studies used an observational design, limiting our ability to draw causal conclusions on the effect of using e-visits on quality of care, access to care, costs or clinical outcomes. Second, we found heterogeneity in how studies measured the impact of e-visits, making it impossible to quantitatively pool study estimates. Third, we excluded non-English studies, which may limit our ability to determine the effect of e-visits outside of English-speaking regions. Fourth, the follow-up periods among the studies varied (eg, 2 weeks vs 1 month), limiting our comparisons of findings between studies. Fifth, a majority of the studies examined e-visits that are hosted by the health care delivery organization rather than by a direct-to-consumer vendor or insurer, limiting the generalizability of our results to e-visit programs sponsored by entities external to the health care delivery organization. Lastly, most e-visits occurred in outpatient
ambulatory and academic medical center contexts, limiting our ability to comment on inpatient settings.

Overall, the evidence suggests that e-visits can provide equivalent outcomes to in-person care and reduce health care costs for certain health care conditions. There are still notable quality concerns (eg, inappropriate antibiotic prescribing, underutilization of preventive care) that warrant further study. It is also unknown how e-visits have affected access to care. Furthermore, many studies in the review lacked a rigorous design, making it difficult to draw firm conclusions about the state of evidence regarding e-visits. Future trials should be conducted to test the effectiveness of e-visits and determine what factors drive effective implementation.
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Abstract

Background: People who have migrated or with a language barrier may face significant hurdles in accessing health care. Some apps have been specifically developed to facilitate the dialogue between health care professionals and people who have migrated who have low-level language proficiency or to promote health among people who have migrated. Our objective was to conduct a systematic review to investigate development, acceptability, and effectiveness of these types of apps.

Methods: We conducted a search of PubMed, Scopus, and Embase databases. We included all study designs (qualitative, quantitative, mixed) reporting development, evaluation of efficacy, or acceptability of apps facilitating dialogue with a health professional or promoting health for people who have migrated, minorities, or tourists with a language barrier, using any outcome. Two researchers selected the studies independently. We collected general information about the app, information about health literacy and cultural adaptation, information about the development of the app, evidence on acceptability or efficacy, and information on app use. Data were collected by 2 researchers independently and results were reviewed to verify agreement and reported according to PRISMA (Preferred Reporting Items for Systematic Review and Meta-analysis).

Results: Positive results for translation apps included better communication, but with possible limitations, and reduced consultation time. Positive results for health promotion apps included improved quality of life and better management of chronic illnesses.

Conclusions: Overall, the apps had good levels of acceptability, though only half had their efficacy evaluated. In those evaluations, the endpoints were mostly related to reported behavior change and knowledge improvement, which is common for evaluations of health promotion programs. In the future, as more health apps are created, it is essential that apps that claim to have a public health objective undergo a rigorous evaluation of their acceptability, efficacy, and actual use. Indicators of outcomes beyond changes in behavior and knowledge should be reported; change in health status or access to care should also be reported. This systematic review has helped us note the characteristics associated with improved acceptability and efficacy, which can be useful for the development of future apps.

(J Med Internet Res 2021;23(5):e25131) doi:10.2196/25131
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Introduction

People who have migrated may face significant delays and barriers in accessing health care, especially those who do not fluently speak the language of the host country. Research has been conducted to investigate language barriers in accessing care and prevention among people who have migrated and its health consequences. Pregnant women who have migrated and with low proficiency in the language of their new country of residence have found it more difficult to access care [1], had less knowledge about the benefits of folic acid and had lower folic acid intake [2], and had a higher risk of obstetric trauma [3]. A study [4] showed that a language barrier is significantly associated with a higher occurrence of serious medical events in pediatrics. Cancer studies show less screening for colorectal cancer [5,6], cervical cancer [6], and breast cancer [6,7] among people who have migrated who had low English proficiency. Others have found that adding an interpreter to a consultation where the patient has a language barrier (any type of interpretation) results in the reduction of obstetric interventions [8], better clinical outcomes in people with diabetes [7,8], a higher rate of breast cancer and colorectal cancer screening [7], and a higher rate of influenza vaccination [7]. Overall, it has also been shown that patients with a low proficiency in the language of the country of residence receive more preventive advice and more prescriptions and have fewer emergency visits if they use interpretation services [9].

Health care professionals commonly use several solutions to communicate with people who have migrated with low language proficiency, including printed guides and brochures, informal interpreters, professional interpreters in person, professional interpreters on phone or video conference, and general translation apps. Some apps or electronic tools have been specifically developed to be used in medical consultations to facilitate dialogue between health care professionals and people who have migrated who have low language proficiency or to promote health among people who have migrated. In the last decade, there has been a sharp increase in the number of medical apps developed [10], but their impact on patients or public health should be established.

We conducted a systematic review to examine the evidence related to the development, adaptation, acceptability, and effectiveness of electronic tools designed to help health care providers communicate with or promote health among people who have migrated and who have low levels of proficiency in the language of their country or low levels of health literacy. The aim of this review was to describe the existing tools and gather evidence about features that increase the acceptability and efficacy of such tools. Our work is part of a larger project designed to develop and evaluate an app to facilitate communication between people who have migrated who face a language barrier and health professionals regarding testing for HIV and different forms of viral hepatitis [11]. Lessons learned and evidence from similar apps could help design an app that has a significant impact on public health.

Methods

Search Strategy, Databases, and Keywords

We wrote a protocol prior to starting the systematic review and reported the results according to the PRISMA reporting guideline [12] (Multimedia Appendix 1). We conducted a search of 3 databases of scientific publications: PubMed, Scopus, and Embase. The keywords varied according to the database used. To determine keywords, we undertook a broad preliminary search and selected some articles (between 5 and 10) identified as meeting inclusion criteria determined by the authors. After selecting these articles, we searched for their related keywords, MeSH terms (Medical Subject Headings), terms in titles or abstracts, and EmTree terms. Then the selection of keywords was tested and different combinations were tested so that the total number of results was manageable and yielded relevant articles. The final selection of keywords was critically reviewed by a university librarian. The keywords for each database are detailed in Multimedia Appendix 2.

Inclusion and Exclusion Criteria

We used the inclusion and exclusion criteria detailed in Table 1. Although the primary focus of this review was people who have migrated, the preliminary search yielded articles reporting apps that helped bridge the language barrier for other populations, such as tourists needing emergency care and not speaking the language of the country visited or indigenous people whose primary language is different from the official language. Since these apps help health care providers communicate with patients with a language barrier, we decided to include them because we found they were relevant.
## Table 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Criteria type</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td>Written in English or French</td>
<td>Other languages</td>
</tr>
<tr>
<td>Date range</td>
<td>Published after 1998</td>
<td>Published before 1998</td>
</tr>
<tr>
<td>Type</td>
<td>Original article, review, protocol, conference abstract, book chapter</td>
<td>Other types of publications: editorial, letter, notes, etc</td>
</tr>
<tr>
<td><strong>Study</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Studies reporting the development of an electronic tool, including qualitative or quantitative studies of people who have migrated or health providers, mixed methods, literature reviews</td>
<td>Articles lacking information about the development or evaluation of an electronic tool</td>
</tr>
<tr>
<td></td>
<td>Studies evaluating the acceptability of electronic tools, including qualitative or quantitative studies, usability studies, randomized or nonrandomized trials</td>
<td>Studies exploring only the perceptions of users (people who have migrated or health professionals) related to e-health or a health issue</td>
</tr>
<tr>
<td></td>
<td>Studies evaluating the efficacy of electronic tools, including randomized or nonrandomized trials, qualitative or quantitative studies, economic evaluations</td>
<td></td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td>International people who have migrated not fluent with the language of the country they reside</td>
<td>People with no language barrier (internal people who have migrated, ethnic minorities, people who have migrated with no language barrier)</td>
</tr>
<tr>
<td>Communication barriers</td>
<td>Cultural minorities having a language barrier (eg, indigenous people whose first language is different from the official language)</td>
<td>People with other type of communication barriers: deaf or hard-of-hearing people, people with a learning disability</td>
</tr>
<tr>
<td></td>
<td>Tourists</td>
<td></td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Website, mobile (smartphone or tablet) apps, other electronic technology that allows interaction with user text message or email-based services</td>
<td>Tools using only print material, audio, or video</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td>Technology designed to help communication between health care providers (eg, doctors, nurses, midwives) and people who have migrated in any health care setting (eg, hospital, primary care)</td>
<td>Technology that aims to facilitate communication or translation in general settings but not designed specifically for the medical setting (eg, Google Translate, apps for tourists)</td>
</tr>
<tr>
<td></td>
<td>Technology designed to promote healthy behavior among people who have migrated</td>
<td></td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of an electronic tool</td>
<td>Themes emerging from interviews or focus groups, results from participants consultations</td>
<td>None</td>
</tr>
<tr>
<td>Acceptability</td>
<td>Comments from participants, satisfaction surveys, data in app use or consultations</td>
<td>None</td>
</tr>
<tr>
<td>Efficacy</td>
<td>Changes in health outcomes (self-reported or measured with biomedical measures), changes in knowledge, attitudes, practices, and beliefs</td>
<td>None</td>
</tr>
</tbody>
</table>

## Study Selection

A list of articles retrieved from all 3 journal databases was compiled. After excluding duplicates, 2 researchers (FT and SP) independently reviewed the title and abstracts of all documents for preselection. Articles were then reviewed in full for inclusion or exclusion; if an article was excluded, the reason was documented. We managed the selection of articles with Rayyan [13]. Differences of opinion regarding the inclusion of an article were managed by a third researcher (ORT). We also
subsequently included relevant articles that were cited by articles that had been initially selected.

**Data Collection**

We used 2 data collection coding sheets (Google Forms): one for each article (type of publication, year of publication, and journal) and one for each app studied (general information about the app or electronic tool, information about health literacy and cultural adaptation, information about the development of the app or electronic tool, evidence about the acceptability or efficacy of the app or electronic tool, information about the use of the app or electronic tool). All articles were read by FT, and to improve the validity of results, we performed data triangulation by having a second author read articles independently.

When articles presented additional sources of information regarding an app, such as gray literature or a website, we retrieved data about the app from this source and noted the references of this additional source of information but did not use them in the article selection.

**Quality and Risk of Bias Assessment**

We evaluated the articles using ICROMS (Integrated Quality Criteria for Review of Multiple Study Designs) [14], which can be used for public health reviews that include several study designs, such as randomized controlled trials, controlled before-after, controlled interrupted times series, cluster randomized controlled trial, noncontrolled before-after, cohort studies and qualitative studies. This tool consists of 33 indicators grouped in 7 dimensions: (1) clear aims and justification; (2) managing bias in sampling or between groups, (3) managing bias in outcome measurement and blinding, (4) managing bias in follow-ups, (5) managing bias in other study aspects; (6) analytical rigor; and (7) managing bias in reporting or ethical considerations. Each indicator receives a score of 2 if the criteria for the indicator are met, 0 if this is not the case, or 1 if it is unknown whether the criteria were met. Where specified, we also found that it was necessary to use CHEERS (Consolidated Health Economic Evaluation Reporting Standards [15]), noting if the information required was available, incomplete, or not available using the same scoring system as ICROMS. It should be noted that this scoring system for protocols or medicoeconomic studies is not validated, nor is it part of the ICROMS tool.

Many articles related to eHealth are information technology usability studies. Usability studies are studies that aim to explore usability requirements, discover usability problems, and design solutions [16]. To our knowledge, there is no published article proposing a tool to evaluate the quality or bias of such studies. Usability studies mainly use either qualitative or quantitative methodologies [16], however, due to the usually small sample of participants [17] and approaches used, such as participants being asked to perform tasks and give oral feedback [18], they are closer to qualitative studies than they are to quantitative studies. Therefore, we assessed the quality and risk of bias of most of usability studies using the ICROMS tool adapted to qualitative studies, except usability studies using quantitative-only methodology, which were assessed as noncontrolled before-after. We also used the ICROMS tool to evaluate research protocols; we simply disregarded the questions that were not applicable.

**Results**

**Selection**

The database search was carried out in October 2019. We retrieved a total of 15,752 articles from 3 databases after removing duplicates, of which 15,618 were excluded on the basis of title or abstract content. We assessed the full texts of 134 articles and excluded 87, most because the electronic tool described did not meet the inclusion criteria. We subsequently added 14 articles, because they were found either in the original background search or cited by articles that had been initially selected. In total, we included 61 articles (Figure 1). The difference between the very high number of articles originally retrieved and the number of articles selected can be explained by the fact that the original search yielded a number of articles related to translational research. The 61 selected articles were all read and analyzed by FT, and 51 (84%) were read and analyzed by a second reviewer (35 by SP and 16 by AVY).
Figure 1. Flowchart of article selection.

### Characteristics

The majority of articles were original research articles (55/61, 90%); 4 were published research protocols, and 2 were proceedings of scientific conferences. Of the 61 articles, most articles (27/61, 44%) were published in journals that specialized in medical information technology, 14 (23%) were published in journals related to a disease or medical specialty, 11 (18%) were published in journals that specialized in health promotion, 6 (10%) were published in general health journals, and 3 (5%) were published in nonmedical journals that specialized in information technology. All articles were published in English. The countries of affiliation of the first authors were USA (n=40), Germany (n=5), Australia (n=5), New Zealand (n=2), United Kingdom (n=2), Italy (n=1), Nigeria (n=1), China (n=1), Switzerland (n=1), Japan (n=1), Norway (n=1), and Spain (n=1). Of the 61 articles, 21 articles reported qualitative studies (34%), 18 articles reported usability studies (30%), 9 articles reported...
nonrandomized interventional studies (15%), 7 articles reported randomized controlled trials (11%), 4 articles were protocols for either randomized controlled trials (n=3, 5%) or a mixed methods study (n=1, 2%), and 2 articles reported other types of studies (1 medicoeconomic study; 1 case study).

**Quality and Risk of Bias**

One article was a health economic study, for which CHEERS was used. We could not evaluate the quality of one article [19], as it was a description of the tool and a single case study of its use on a patient. This article was included in our review because of its practical description of the tool.

The full results are available in Multimedia Appendix 3. Among the 7 randomized controlled trial articles, the mean score was 22 and the median score was 24 (the score ranges from 0 to 30, and the minimum score required for a study to be considered of robust quality is 22); 1 article did not meet the criterion to be considered of robust quality. Among the 21 qualitative studies, the average and median score were 18 and 18, respectively (the score ranges from 0 to 26, and the minimum required for a study to be considered of robust quality is 16); 7 articles did not meet the minimum to be considered of robust quality. Among the 9 noncontrolled before-after studies, the mean score was 22 and the median score was 23 (the score ranges from 0 to 30 and the minimum required for a study to be considered of robust quality is 22); 4 studies did not meet the minimum to be considered of robust quality. Among the 18 usability studies, 6 did not meet the minimum required for either qualitative or noncontrolled before-after studies to be considered of robust quality.

For the randomized controlled trials, the lowest scores were found on questions regarding allocation blinding and measurement blinding, and to a lower extent, reliability of primary outcome measures (lack of objectivity of outcome variables). For the qualitative studies and usability studies, the lowest scores were found for items of critically assessing researcher bias and lack of agreement. For noncontrolled before-after studies, the lowest scores were found regarding justification for and attempts to mitigate the lack of control group and, to a lower extent, lack of objectivity of outcome measures.

**General Characteristics of Apps**

In the 61 articles, a total of 48 apps were presented (Table 2). Approximately two-thirds of the electronic tools (n=30, 63%) were developed in the USA. Other countries represented were Germany (4 apps), Australia (4 apps); New Zealand (2 apps) and Italy, United Kingdom, Nigeria, China, Switzerland, Japan, Norway, and Spain (1 app each).

Of the 48 apps, 20 apps (42%) were designed for health promotion or prevention, rather than for one specific health care setting; 11 were designed for hospital care, 8 were designed for primary care, 5 were designed for therapeutic or patient education, 3 were designed for both primary care and hospital care, and one was designed for both health promotion and primary care; 14 apps (29%) were health promotion apps that were not related to one specific medical specialty or condition, and the most represented medical specialties were cancer (9/48, 19%), mental health (6/48, 13%). Health promotion is defined as the process of enabling people to increase control over and to improve their health [20].

One-third of apps (16/48, 33%) were designed solely to facilitate interactions between people who have migrated and health care providers during a consultation, while the remaining two-thirds (32/48, 67%) were designed to promote health among people who have migrated who face a language barrier. Of those 32 apps designed to promote health, 9 were adaptations for people who have migrated of existing apps, while 23 were new apps developed specifically for people who have migrated.

Most electronic tools (38/48, 79%) were in the form of a mobile app, while other types (text messaging, website) were less common. It should be noted that 2 electronic tools (2/48, 4%) included both a mobile app and a text messaging service. Almost two-thirds of apps (31/48, 65%) were interactive, meaning that they allowed feedback from the user, either to another user or to the app.

More than three-quarters (38/48, 79%) were specifically targeted to a group of people who have migrated, and mostly for people who have migrated from specific nationalities (24/38, 63%). Over two-thirds (33/48; 69%) had 1 language in addition to the source language, nine apps had 3 to 9 languages, five had 10 to 19 languages, and one app had over 20 languages. Information about the funding of the app was available for 33 (69%) out of the 48 apps: 30 apps (63%) had received a funding from either a public source, charitable source or crowd-funding, while 2 apps (4%) had received a funding from a mix of private and public or charitable source, and 1 app (2%) had received a private or industry funding.
Table 2. Characteristics of apps included in the analysis.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Apps (n=48), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of development</strong></td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>30 (63)</td>
</tr>
<tr>
<td>Germany</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Australia</td>
<td>4 (8)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Italy</td>
<td>1 (2)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1 (2)</td>
</tr>
<tr>
<td>China</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Japan</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Norway</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Spain</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
</tr>
<tr>
<td>Health promotion/prevention</td>
<td>20 (42)</td>
</tr>
<tr>
<td>Hospital care</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Primary care</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Therapeutic or patient education</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Primary care and hospital care</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Health promotion/prevention and primary care</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Medical specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Health promotion without a focus on a medical specialty</td>
<td>14 (29)</td>
</tr>
<tr>
<td>Cancer</td>
<td>9 (19)</td>
</tr>
<tr>
<td>Mental health, psychiatry</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Cardiovascular diseases, endocrinology (diabetes)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Gynecology, pregnancy</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Emergency medicine, intensive care</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Addiction medicine</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Paramedical specialties (physiotherapy, occupational therapy, speech pathology, dietetic, podiatrists)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Pulmonology</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Aim</strong></td>
<td></td>
</tr>
<tr>
<td>Facilitating communication between migrant and health provider</td>
<td>16 (33)</td>
</tr>
<tr>
<td>Promoting healthy behavior among people who have migrated[a]</td>
<td>32 (67)</td>
</tr>
<tr>
<td>Including adaptation of existing apps</td>
<td>9</td>
</tr>
<tr>
<td><strong>Features</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile app</td>
<td>38 (79)</td>
</tr>
<tr>
<td>Text-messaging service</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Mobile app and text-messaging service</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Website for consultation</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Interactivity</strong></td>
<td></td>
</tr>
</tbody>
</table>

\[a\] Including adaptation of existing apps
### Health Literacy and Cultural Adaptation

There was information about how the translation was performed for only half of the apps (n=24); translation was performed by a professional translator (16/48, 33%); informally (4/48, 8%), usually by nonprofessional native speakers; or by a mix of professional and personal translation (4/48, 8%). Some form of quality control of the app was mentioned for 18 apps (38%), usually forward-backward translation or translation being checked by a native speaker. The translation included cultural adaptation on 23 apps (48%), half of the apps included pictures or pictograms (n=24). Two-thirds of apps had either an audio or video feature (32/48, 67%).

### Information About the Development of the App or Electronic Tool

Of the 48 apps, 33 (69%) reported using scientific methods to develop the content of the app: qualitative studies (interviews or focus groups) for 15 (45%), use of a theoretical framework such as behavioral theories for 8 (24%), use of existing guidelines of curriculums (n=5, 15%), a mix of qualitative and quantitative methods for 4 (12%), and a mix of survey and use of theoretical framework for 1 (3%).

Of the 48 apps, less than half (22/48, 46%) reported involving users (people who have migrated) in the development, 18 apps (38%) reported involving health professionals in the development, and 5 apps (10%) reported involving other stakeholders such as charities.

### Evidence About the Acceptability and Efficacy of the App or Electronic Tool

Many apps (32/48, 67%) had their acceptability evaluated (translation apps: 14/16, 88%; health promotion apps: 18/32, 56%). Of the 14 translation apps that had their acceptability evaluated, 3 were evaluated among people who had migrated only, 6 were evaluated among people who had migrated and health professionals, and 5 were evaluated among health professionals alone. Of the 18 apps designed to promote health among people who had migrated that have been evaluated for acceptability, 14 were evaluated among people who had migrated alone, 3 were evaluated among people who had migrated alone, and 1 was evaluated among people who had migrated and health professionals.
migrated and health professionals, and 1 was evaluated among health professionals alone. Acceptability studies used mixed methods (20/32, 63%), used quantitative methods only (8/32, 25%), used qualitative methods only (7/32, 22%), were pilots (5/32, 16%), and randomized controlled trials (2/32, 6%). The endpoints used to measure acceptability were comments from participants (12/32, 38%), results from satisfaction survey (9/32, 28%), length of time of a consultation and satisfaction survey (4/32, 13%), data on the use of the app (3/32, 9%), a mix of survey and qualitative comments (2/32, 6%), and other outcomes (2/32, 6%). The Systems Usability Scale was mentioned in 5 evaluations. Other evaluation systems mentioned were the Technology Acceptance Model and the Stanford Communication with Physicians Scale. Among the 32 apps that had their acceptability evaluated, 25 (78%) reported an overall good or very good acceptability; 1 (3%) reported an adequate acceptability; for 3 apps (9%), the study was ongoing; and for 3 others, the results cannot be reported as they consisted of comments from participants or choice of a design. Of the 25 apps that reported a good or very acceptability, 8 had been developed involving users in the process.

Half of the apps (n=24) had their efficacy evaluated (translation apps: 2/16, 13%; health promotion apps: 22/32, 69%). Study designs were randomized controlled trials (9/24, 38%), nonrandomized trials (7/24, 29%), survey (3/24, 13%), qualitative (2/24, 8%), mixed methods (2/24, 8%), and economic analysis (1/24, 4%). The endpoints or outcomes used for those evaluations were reported behavior change (10/24, 42%), knowledge improvement (7/24, 29%), self-reported health markers, such as improved quality of life, better sleep, less anxiety (4/24, 17%), biometric health markers (2/24, 8%), cost-effectiveness (2/24, 8%), and accuracy of medical information (n=2, 8%). The total exceeds 100% as 11 apps used several different endpoints. Among the 24 apps that had their efficacy evaluated, 12 (50%) had significant positive results; 5 (12%) had partially positive results, meaning that the app showed significant efficacy in some measured outcomes but not all, or was effective in some population and not all; and 2 apps had nonsignificant results (8%); 5 studies were ongoing (21%). Details of the efficacy and acceptability studies are in Multimedia Appendix 4.

Positive outcomes (Table 3) reported for translation apps includes reducing the need to call an interpreter, especially in emergency situations [21], reduced consultation time [22,23], and reduced patient anxiety [24]. Negatives that were reported included limitations in the dialogue between health professionals and patients [25-27] and concerns about hindering the therapeutic relationship [28]. Health promotion apps had positive results in terms of acceptability and efficacy. Positive outcomes included improved quality of life and better management of chronic illnesses such as diabetes [29-31], cancer [32-34], HIV [35], depression [19,36], and addiction [37,38].

### Table 3. Characteristics of health apps linked to better acceptability or efficacy.

<table>
<thead>
<tr>
<th>App type</th>
<th>Important points noted during the development</th>
<th>Characteristics linked to better acceptability or efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation</td>
<td>Many experts recommend that culturally tailored materials be created de novo or in tandem, rather than as variations on existing materials</td>
<td>Speech is generally preferred to text</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including a button, equivalent to the patient’s “I do not understand the question”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including a phrase for health care practitioners “I don’t understand your answer”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integrating an option to directly call an interpreter in the app</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integrating a list of nearby hospitals for follow-up care</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including the option for patients to respond with pictures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including the option for health care practitioners to save the conversation with a patient (with respect to data protection and confidentiality)</td>
</tr>
<tr>
<td>Health promotion</td>
<td>Addressing both motivation as well as linguistic and sociocultural barriers and reassuring participants of confidentiality</td>
<td>Apps that personalize the experience for users are preferred</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including a help function and a tutorial</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Include a tutorial provided by a virtual human rather than text</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Culturally appropriate, with photos of a multigenerational family</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Colorful and eye-catching, but also professional, with easy-to-access information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Easy to navigate with simple and easy-to-understand information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interactive with immediate feedback</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Audio, videos and pictures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Provision of links for further information about a health issue</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Use of humor considered very effective by target audiences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including a list of frequently asked questions for users</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Including the option for people who have migrated to learn medical terms in the language of the country they live in</td>
</tr>
</tbody>
</table>

### Discussion

#### Main Results

We synthesized evidence regarding the development, acceptability, and efficacy of health apps and electronic tools created to overcome the language barriers. Acceptability was evaluated in almost two-thirds of the apps and was generally high. Although health promotion or prevention programs specifically targeting people who have migrated might be complex to integrate into health system, they are generally well accepted [39] and are a way to elevate health for all individuals.

Efficacy evaluations were only conducted for half of the apps. In those evaluations, the endpoints were mostly related to...
reported behavior change and knowledge improvement. Knowledge improvement, however, does not systematically lead to behavior change and the reported behavior change may not be long lasting. Changes in health outcomes are rarely measured in health promotion programs or health promotion research; this should be included as a goal of health communication tools. Indeed, a survey of researchers in health promotion highlighted that the majority of assessment measures changes in awareness, knowledge, skills, policy changes, changes in behavior, changes in community capacity, changes in organizational capacity, but changes in health outcomes are not cited [40]. In addition, several systematic reviews [41-43] examining the literature related to health promotion programs have shown that programs are rarely evaluated in terms of health outcomes. It seems, therefore, that assessments of health promotion programs are in line with current practices for assessments of health promotion programs, which focus on knowledge and reported practices but rarely on final health outcomes. Given the difficulty of measuring the health outcomes of health promotion programs or apps, it is necessary to develop new methods.

Although we could only retrieve information about the funding of 69% of apps (33/48), we found that the majority had either public or charitable funding, while only 2 apps received industry funding. Additionally, only 5 apps reported charging users a fee. That seems to suggest that both health promotion and medical translation apps mostly have a noncommercial purpose and were designed with a public health goal.

Only half of the apps had their efficacy evaluated, of which half had a significant positive result. Efficacy was evaluated more often for health promotion apps than for medical translation apps. As we have mentioned, communication difficulties between health providers and individuals with language barriers can have several negative consequences, such as less satisfaction with care [7], longer consultation time [44], lower adherence to treatment protocols [45], less health education messages delivered [9], and worse clinical outcomes [8]; therefore, it is of tremendous importance that medical translation apps are rigorously assessed, not only for their acceptability but also for their efficacy.

Comparison With Literature

Several literature reviews [46-48] have been conducted of health apps and multimedia-based health promotion programs; however, none has specifically examined apps that are focused specifically on language barriers. Two reviewed the use of mobile health technology use and implications in historically underserved and minority populations in the United States [46] and mobile health interventions to promote physical activity for Black and Hispanic women [47] but scarcely addressed language barriers. We found one systematic review evaluating consumer health information technology interventions toward US Spanish-speaking populations [48]. The study [48] focused on one specific population in a specific country (USA), for a very wide scope of electronic interventions (eg, radio, videos, text messages services) that is different from the scope of our article. In that systematic review, the most commonly used evaluation metrics were behavior, attitude change, usability, and knowledge retention. The results of the study [48] and of our own were similar.

Strengths and Limitations

We conducted an extensive search of the literature using 3 different databases of publications. The selection of articles was conducted by two researchers working independently; results were compared and differences were settled by a third party. Most articles were read and their data extracted by two researchers independently, and results were compared when analyzing data. This enabled us to have a higher quality of data and a reduced risk of bias. We extended the scope of our systematic review to both electronic tools designed for translation and those designed to promote health among people who have migrated with a language barrier. Although the electronic tools have seemingly different objectives, it is likely that, in the future, there will be hybrid apps that will be developed to integrate both objectives. Indeed, many primary care consultations include health education and advice from a health provider, and hospitals have been advised to include health promotion activities into their activities [49]. Development of new hybrid apps that includes both objectives will be able to learn from the evidence from the both types of apps we examined.

In this systematic review, we only included apps that were referred to in a scientific journal. Our analysis did not include the plethora of apps designed to promote health or facilitate consultation for people who have migrated with a language barrier that were not the topic of published peer-reviewed articles. Since the objective of our review was to evaluate the evidence related to the development or evaluation of these types of apps, it was not relevant to include these other sources. In our review, we did not assess the technical characteristics of the apps studied. Indeed most articles included in this review did not give information about the technical characteristics of the apps. Many scales and evaluations systems have been created to that end [50-53]. Assessing the technical characteristics is time-consuming and not always possible as many of those apps are not available for public use. We suggest that when new apps are developed, they strive to achieve the technical qualities measured by such scales. Other systematic reviews [54] have examined an extensive range of apps designed to help communication between health care providers and people who have migrated beyond those published in peer-reviewed articles, which focus on technical characteristics, and which provide different types of information that are complementary to that provided herein.

Implication for Policy and Conclusion

As previously mentioned, people who do not speak the language of the country have poorer access to care, longer and less satisfactory consultations, and worse clinical outcomes. In this review, we found that translation apps showed good user satisfaction but had less data on changes in the process of care (consultation length, renouncing medical care) and no data on possible changes in clinical outcomes or medicoeconomic benefits. The evaluations of health promotion apps had positive results in terms of acceptability and efficacy; however the trials on efficacy mostly used self-reported outcomes, such as
self-reported behavior changes or quality of life, rather than clinical outcomes. Most trials lacked randomization or control groups, blinding, or objective measures. This lower quality makes it difficult to draw clear conclusions on efficacy.

Future apps that are developed should include evaluation of clinical and possibly medicoeconomic benefits to draw clear recommendations on their use. The apps that were the most acceptable were those that integrated features beyond simple translation, such as making appointments with health professionals on the platform or entering basic information to prepare a visit. We recommend that future translation apps are created for medical visits integrate such. In both translation and health promotion apps, including audio and video features was most appreciated by users. We recommend integrating such features in the development of new apps.

In the future, more and more health apps will be created. Given the high cost of development [55], it is essential that apps that claim to have a public health objective undergo a rigorous evaluation of their acceptability, and efficacy. Future studies should also use strong epidemiological indicators as outcomes, such as changes in health status or access to care, rather than only using reported changes in behavior and knowledge.

The aim of this systematic review was to examine the evidence related to the development, adaptation, acceptability, and effectiveness of electronic tools designed to help health care providers communicate with or promote health among people who have migrated having a low proficiency in the language of the country of origin or a low level of health literacy. Our results, especially development and characteristics associated with a better acceptability and efficacy, should be of help to public health professionals who develop new apps.

Acknowledgments

We sincerely thank Corinne H Miller, Clinical Informationist at Galter Health Sciences Library & Learning Center of Northwestern University, Chicago, USA, for her help in the developing the search strategy and keywords.

The study was funded by the Agence Nationale de Recherches sur le SIDA et les Hépatites virales (grant ECTZ109287) and by Office Français de l’Immigration et de l’Intégration (20191104122918510), whom we thank for their support. The funders had no role in study design, data collection or analysis, manuscript writing, or decision to publish. JWG was supported in part by the National Institutes of Health (R01MD010440).

Authors' Contributions

FT, ORT, MD, SP, JWG, and OC designed the study. FT and SP developed the search and selection strategy, developed the data extraction form, and collected data. AVY collected data. FT, ORT, MD, and OC performed critical evaluation and discussion of results. FT drafted the manuscript. All authors reviewed the manuscript.

Conflicts of Interest

None declared.

Multimedia Appendix 1
PRISMA reporting checklist completed.
[DOCX File, 20 KB - jmir_v23i5e25131_app1.docx ]

Multimedia Appendix 2
Keywords used for the database search.
[DOCX File, 15 KB - jmir_v23i5e25131_app2.docx ]

Multimedia Appendix 3
Studies quality and risk assessment.
[DOCX File, 64 KB - jmir_v23i5e25131_app3.docx ]

Multimedia Appendix 4
Summary of apps studied in this systematic review.
[DOCX File, 71 KB - jmir_v23i5e25131_app4.docx ]

References


Abbreviations

CHEERS: Consolidated Health Economic Evaluation Reporting Standards
ICROMS: Integrated Quality Criteria for Review of Multiple Study Designs
HIV: human immunodeficiency virus
PRISMA: Preferred Reporting Items for Systematic Review and Meta-analysis

©Frédérique Thonon, Swati Perrot, Abhijna Vithal Yergolkar, Olivia Rousseau-Torrente, James W Griffith, Olivier Chassany, Martin Duracinsky. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 06.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.
The Challenge of Integrating eHealth Into Health Care: Systematic Literature Review of the Donabedian Model of Structure, Process, and Outcome

Rosian Tossaint-Schoenmakers1,2,3, MSc; Anke Versluis2,3, MSc, PhD; Niels Chavannes2,3, MD, PhD; Esther Talboom-Kamp2,3,4, MD, MBA, PhD; Marise Kasteleyn2,3, MSc, PhD

1Saltro Diagnostic Centre, Utrecht, Netherlands
2National eHealth Living Lab, Leiden University Medical Centre, Leiden, Netherlands
3Public Health and Primary Care Department, Leiden University Medical Centre, Leiden, Netherlands
4Unilabs Group, Geneva, Switzerland

Corresponding Author:
Rosian Tossaint-Schoenmakers, MSc
Saltro Diagnostic Centre
Mississippi dreef 83
Utrecht, 3565 CE
Netherlands
Phone: 31 6 55895361
Email: rtossaint@saltro.nl

Abstract

Background: Health care organizations are increasingly working with eHealth. However, the integration of eHealth into regular health care is challenging. It requires organizations to change the way they work and their structure and care processes to be adapted to ensure that eHealth supports the attainment of the desired outcomes.

Objective: The aims of this study are to investigate whether there are identifiable indicators in the structure, process, and outcome categories that are related to the successful integration of eHealth in regular health care, as well as to investigate which indicators of structure and process are related to outcome indicators.

Methods: A systematic literature review was conducted using the Donabedian Structure-Process-Outcome (SPO) framework to identify indicators that are related to the integration of eHealth into health care organizations. Data extraction sheets were designed to provide an overview of the study characteristics, eHealth characteristics, and indicators. The extracted indicators were organized into themes and subthemes of the structure, process, and outcome categories.

Results: Eleven studies were included, covering a variety of study designs, diseases, and eHealth tools. All studies identified structure, process, and outcome indicators that were potentially related to the integration of eHealth. The number of indicators found in the structure, process, and outcome categories was 175, 84, and 88, respectively. The themes with the most-noted indicators and their mutual interaction were inner setting (51 indicators, 16 interactions), care receiver (40 indicators, 11 interactions), and technology (38 indicators, 12 interactions)—all within the structure category; health care actions (38 indicators, 15 interactions) within the process category; and efficiency (30 indicators, 15 interactions) within the outcome category. In-depth examination identified four most-reported indicators, namely “deployment of human resources” (n=11), in the inner setting theme within the structure category; “ease of use” (n=16) and “technical issue” (n=10), both in the technology theme within the structure category; and “health logistics” (n=26), in the efficiency theme within the outcome category.

Conclusions: Three principles are important for the successful integration of eHealth into health care. First, the role of the care receiver needs to be incorporated into the organizational structure and daily care process. Second, the technology must be well attuned to the organizational structure and daily care process. Third, the deployment of human resources to daily care processes needs to be aligned with the desired end results. Not adhering to these points could negatively affect the organization, daily process, or the end results.

(J Med Internet Res 2021;23(5):e27180) doi:10.2196/27180
Introduction

Health care is changing, whereby patient empowerment, democratization of the internet, and an increasing burden on health care professionals play influential roles [1-3]. In line with these trends, innovations such as eHealth are required to maintain high quality of care [4-6]. eHealth includes a wide range of web-based interventions, for example e-consults, telemonitoring, and web-based viewing of medical records [1,7,8]. However, eHealth is more than a technology; it is another way of working and thinking and requires a change in attitude, which goes beyond the boundaries of a local health care organization [9,10].

The most comprehensive definition of eHealth with reference to the organizational context is that provided by Eysenbach [11]:

*e-health is an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies. In a broader sense, the term characterizes not only a technical development, but also a state-of-mind, a way of thinking, an attitude, and a commitment for networked, global thinking, to improve health care locally, regionally, and worldwide by using information and communication technology.*

In other words, the integration of eHealth into traditional health care requires organizational and behavioral changes for both health care professionals and patients [9,10].

Organizations are increasingly working with eHealth; however, implementing eHealth into the regular health care system requires organizations to change the way they work [9-11]. eHealth enables patients to have a more active role in managing their health [7,12,13], which affects interactions between the patient and health care professional [14-17]. Furthermore, working with eHealth technology requires workflow adjustments for health care professionals [18,19]. The organization’s structure and care processes need to be adapted to ensure that eHealth supports the attainment of desired outcomes [20,21].

The challenge of optimally integrating eHealth into health care is thus a complex organizational issue. Several studies have identified elements to promote eHealth adoption, such as the degree of complexity, adaptability of the technology, costs, and stakeholder value [20,22], but uncertainty remains on how digital and traditional health care can blend successfully in the long term. With different definitions of eHealth available in the literature [10,11,23], and unclear barriers for facilitators in the application of eHealth [19], there is a need for further research on how eHealth can successfully be integrated into health care.

The aim of this study is to analyze how the integration of eHealth can be organized optimally by reviewing studies evaluating real-world eHealth interventions. The Donabedian framework of Structure-Process-Outcome (SPO) [24] was used, allowing the identification of relevant indicators that demonstrate how effective the integration of eHealth is in the organization.

According to the Donabedian model, the quality of health care can be assessed by three components that are relevant for organizations: structure (ie, requirements of the organization), process (ie, actions to be taken), and outcome (ie, end results), as shown in Figure 1 [24,25]. Structure is defined as the setting in which health care is provided (eg, facilities, equipment, numbers, and qualification of personnel); process, as what is actually done in giving and receiving care (eg, patient and doctor activities, doctor-patient communication and information); and outcome, as the consequence of the provided health care (eg, health status, satisfaction, and costs) [24-26]. Quality of health care is based on different aspects of these three categories and their relationships. As Donabedian eloquently puts it: “A good structure increases the likelihood of good process, and good process increases the likelihood of good outcomes” [24]. The interaction between the categories can be bidirectional, and it is not a simple separation between cause and effect [25]. The movement is an “unbroken chain of antecedents, followed by intermediate ends, which are themselves the means to still further ends” [25].
The aim of this systematic review is twofold: (1) to investigate whether there are identifiable indicators in the structure, process, and outcome categories related to the successful integration of eHealth in regular health care and (2) to investigate which indicators of structure and process are related to outcome indicators.

Methods

Theoretical Framework

The Donabedian SPO framework was used to identify the indicators of structure, process, and outcome that potentially affect the integration of eHealth into health care organizations. The Donabedian framework covers all relevant aspects of an organization’s structure, process, and outcome and their interrelations, and it combines these aspects with health and social factors. Therefore, it is a suitable model to evaluate the organization of eHealth within health care organizations. The SPO categories are thematically explained in Figure 2 [24,25].
The Donabedian SPO framework was designed in the 20th century before the introduction of eHealth. For this review, the SPO framework was adjusted to be compatible with the current time and incorporated the application of eHealth. The adjustments are described in the themes presented in Textbox 1.

The adjustments to the SPO framework are shown in Figure 3.

Textbox 1. Adjustment of the Structure-Process-Outcome framework into themes, to integrate the application of eHealth into the health care system.

- **Structure**: The setting of provided care can be internal and/or external. Therefore, a distinction was made between inner and outer settings. With regard to resources, technology was added as a separate theme to cover eHealth. This was done because the focus of this research was eHealth. The remaining parts of the resources are covered under inner setting. Human resources, besides health care professionals, included care receivers. Their mutual involvement is required and is therefore also considered a conditional human resource [1]. Organizational structure was split into inner setting and outer setting, in line with the reasons given above, and to take the external stakeholders into account [27].

- **Process**: Instead of technical actions, the term health care actions was used, to avoid confusion with the term technology in the structure. Interpersonal actions remained unchanged. Management of the actions was shortened to process management.

- **Outcome**: Health status was retained as health status. Satisfaction was broadened to include experience of the health care receiver and experience of the health care provider, as both are pivotal outcome parameters in the health care process [28,29]. Efficiency remained unchanged.
Search Strategy

This systematic review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines. The research question was as follows: “How are structure indicators and/or process indicators related to eHealth or blended health care outcome indicators?”

Two authors (RT and MK) searched PubMed, EMBASE, Web of Science, Cochrane, and Emcare databases for relevant studies published up to December 12, 2019. They searched for the following terms in the titles, abstracts, and keywords of the published papers: structure* indicators* or process* indicators* or outcomes* indicators* and [blended care or eHealth* or telehealth*]. Multimedia Appendix 1 contains the full search details. After the search, two authors (RT and AV) screened the titles and abstracts of the relevant articles. Studies were included if they mentioned (1) the use of eHealth or blended care for diagnostics or treatment and (2) structure, process, or outcome indicators. Quantitative, qualitative, and mixed method study designs were included. A study was excluded if (1) it was a protocol, review, meta-analysis, grey literature, book chapter, oral presentation, or poster presentation; (2) it was published in a language other than English or Dutch; (3) full-text of the article was not available; (4) the intervention was not implemented (eg, conducted research regarding the users’ expectations towards a prototype); or (5) the intervention used an analog application via plain-old-telephone lines. Of the remaining articles, RT reviewed the full texts. To ensure reliability, AV randomly selected about 10% of the fully reviewed articles for a blind review. Discrepancies were resolved by discussion. In case of uncertainty, a third author (MK) was consulted.

Data Extraction

Data extraction sheets were designed to provide an overview of the (1) study characteristics (eg, title, author, study aim, setting, disease, and quality appraisal); (2) characteristics of the eHealth intervention (eg, technology and function) and description of the intervention; (3) distribution of indicators into themes and categories related to the integration of eHealth into health care; and (4) interaction among the indicators, presented as themes.

RT designed the first concepts of the data extraction sheets. Authors RT, MK, NC, and ET discussed the design of the data extraction sheets to ensure their usability. Improved sheets were developed accordingly. The blind reviewer (AV) did not discuss the data extraction sheets. The included articles were reread by RT to check whether data clustering was complete and logical and for purposes of data pooling itself. AV selected a sample of 10% of the included articles for data extraction. Discrepancies were resolved by discussion.

Quality Appraisal

The Mixed Methods Appraisal Tool (MMAT) was used to appraise the quality of eligible studies in mixed methods systematic reviews—that is, reviews that included qualitative research, randomized controlled trials, nonrandomized studies, quantitative descriptive studies, and mixed methods studies [30]. The MMAT allows determination of the quality of different empirical study designs by using the same measure of five criteria in the chosen category. MMAT scores range on a scale of 1 to 5, with 1 indicating the lowest quality and 5 indicating the highest quality.
Classification of eHealth Interventions

EHealth interventions were ordered by type of technology and functionality. For technology, the classification proposed by Nictiz was used, distinguishing websites, apps, video communication, sensors, and wearables, domotics, robotics, and big data (ie, artificial intelligence) [31]. This classification is based on international studies [10,32]. For the present study, eHealth only concerns digital interventions and not analog ones such as analog applications via plain-old-telephone lines; this is in line with the classification proposed by Nictiz. For labelling the functionality, the second and third tiers of the National Institute for Health and Care Excellence (NICE) [33] were used, because these functionalities measure patient outcomes (Tier one consists of system services with no measurable patient outcomes). The functions were classified as communication, self-management, clinical calculation, active monitoring, diagnosis, and treatment [33].

Organization of Indicators and (Sub)themes of the SPO Framework

Indicators that had a potential impact on the integration of eHealth in health care were extracted and organized by the relevant theme according to the adjusted SPO framework (Textbox 1). In addition, the reported interactions between the indicators were extracted and organized by the relevant categories and themes. For a clear overview, the indicators within each theme were further divided into two subthemes by RT and ET (Table 1). The creation of subthemes was an iterative process. When reading the full texts, we found some definitions that sharpened some of the subthemes. The full definitions of the themes and subthemes are provided in Multimedia Appendix 2.

For each of the extracted indicators, the relevant impact on the integration of eHealth was noted. As there is no general standard for when eHealth is successful or effective [3,19], nor did the included studies specify such standards, these indicators were labeled as advantage, disadvantage, or neutral. An advantage in the structure and process categories indicates a positive effect on the integration and/or a positive effect on the outcome. A disadvantage in the structure and process categories indicates a negative effect on the integration and/or a negative effect on the outcome. An indicator that did not turn out to be an advantage nor a disadvantage was labeled neutral. The extracted indicators were noted as advantage, disadvantage, or neutral, in line with the evaluation performed in the corresponding study.

The following results are presented in this paper: (1) distribution of the indicators into (sub)themes and categories, and the impact on the integration of eHealth into health care; (2) most frequently reported indicators (ie, reported 10 times or more); and (3) interaction among indicators organized into themes and categories.
Table 1. Themes and subthemes in the structure, process, and outcome categories.

<table>
<thead>
<tr>
<th>Category and theme</th>
<th>Subtheme</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
<td></td>
</tr>
<tr>
<td>Inner setting</td>
<td>Support of primary process, Culture and leadership</td>
</tr>
<tr>
<td>Health care professional</td>
<td>Skills, Attitude</td>
</tr>
<tr>
<td>Care receiver</td>
<td>Daily life, Baseline characteristics</td>
</tr>
<tr>
<td>Technology</td>
<td>Usability and functionality, Interaction with electronic health record</td>
</tr>
<tr>
<td>Outer setting</td>
<td>Finance and legislation, Involvement of stakeholders</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td></td>
</tr>
<tr>
<td>Health care actions</td>
<td>Workflow, Patient-centered</td>
</tr>
<tr>
<td>Interpersonal actions</td>
<td>Personal, Shifting roles</td>
</tr>
<tr>
<td>Process management</td>
<td>Quality improvement, Mistake-proofing</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td>Clinical or functional, Intrapersonal</td>
</tr>
<tr>
<td>Experience of care recipient</td>
<td>Satisfaction, Convenience</td>
</tr>
<tr>
<td>Experience of health care professional</td>
<td>“What’s in it for me”, “What’s in it for them”</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Operations, Revenues</td>
</tr>
</tbody>
</table>

**Results**

**Study Selection**

The systematic search led to the identification of 11 eligible articles, selected from a total of 739 articles shortlisted initially (Figure 4).
Figure 4. Flowchart of the systematic review.

Data Results: Study and eHealth Characteristics

Study Characteristics

The included studies cover various study designs, diseases, and health care settings. Most studies were published after 2017 [27,34-41] and were of high quality [27,34,36,37,39,40,42]. Table 2 shows a detailed description of the characteristics of the included studies.
Table 2. Study characteristics.

<table>
<thead>
<tr>
<th>Title, author (year)</th>
<th>Aim of the study</th>
<th>Study design</th>
<th>Setting and country</th>
<th>Disease</th>
<th>Sample size (N) and participant type</th>
<th>Quality of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation of the blended care self-management program for caregivers of people with early-stage dementia, Boots et al (2017) [34]</td>
<td>To assess the internal and external validity of the trial and its implementation to inform effect analysis</td>
<td>Mixed methods, nested in an RCT</td>
<td>Elderly care, home setting, the Netherlands</td>
<td>Early-stage dementia</td>
<td>N=62; Informal caregivers, psychologists, nurses</td>
<td>4.5</td>
</tr>
<tr>
<td>Lack of adoption of a mobile app to support patient self-management of diabetes and hypertension in a Federally Qualified Health Centre, Thies et al (2017) [35]</td>
<td>To understand why the trial was unsuccessful</td>
<td>Qualitative (interview) analysis</td>
<td>Primary care, USA</td>
<td>Uncontrolled diabetes and hypertension</td>
<td>N=13; Patients, primary care provider, nurses, research assistants</td>
<td>3.0</td>
</tr>
<tr>
<td>“Sounds a bit crazy, but it was almost more personal:” A qualitative study of patient and clinician experiences of physical therapist-prescribed exercise for knee osteoarthritis via skype, Hinman et al (2017) [36]</td>
<td>To explore the experience of therapists and patients using Skype for exercise management of knee osteoarthritis</td>
<td>Qualitative study, nested in an RCT</td>
<td>Rehabilitation at home, Australia</td>
<td>Knee osteoarthritis</td>
<td>N=20; Patients, physical therapists</td>
<td>5.0</td>
</tr>
<tr>
<td>The challenge of real-world implementation of web-based share care software, Lycett et al (2014) [43]</td>
<td>To highlight the challenges of implementing software and reporting on the extent to which the software met its implementations and user aims</td>
<td>Mixed methods study, nested within an RCT</td>
<td>Children’s Hospital, General Practices, Australia</td>
<td>Obesity</td>
<td>N=27; General Practitioners</td>
<td>2.5</td>
</tr>
<tr>
<td>Implementation of a multicomponent telemonitoring intervention to improve nutritional status of community-dwelling older adults, Van Doorn-van Atten et al (2018) [37]</td>
<td>To study how PhysioDom Home Dietary Intake Monitoring was delivered and received by participants and nurses, and to study the intervention’s mechanism of impact</td>
<td>Mixed methods study</td>
<td>Home care and/or lived in a service flat in sheltered accommodation, the Netherlands</td>
<td>At risk of undernutrition</td>
<td>N=105; Patients, nurses</td>
<td>4.5</td>
</tr>
<tr>
<td>Implementation of internet-delivered cognitive behaviour therapy within community mental health clinics, Hadjistavropoulos et al (2017) [27]</td>
<td>To understand facilitators and barriers impacting the uptake and implementation of internet cognitive behavior therapy</td>
<td>Mixed methods study</td>
<td>Community Mental Health Clinic, Canada</td>
<td>Depression and anxiety</td>
<td>N=33; Therapists, managers</td>
<td>4.5</td>
</tr>
<tr>
<td>Implementation and evaluation of the safety net specialty care program in the Denver Metropolitan Area, Fort et al (2017) [38]</td>
<td>To describe the program, identify aspects that work well, areas for improvement, and offer lessons learned</td>
<td>Mixed methods study</td>
<td>Safety-net: a non-profit integrated health care system, USA</td>
<td>Uninsured patients</td>
<td>N=43; Patients, primary care clinicians, specialists</td>
<td>3.5</td>
</tr>
<tr>
<td>Perceived improvement in integrated management of childhood illness implementation through use of mobile technology, Mitchell et al (2012) [42]</td>
<td>To examine health care provider and carer perceptions of electronic Integrated Management of Childhood Illness (eIMCI) in diagnosing and treating childhood illnesses</td>
<td>Qualitative study (semi-structured interviews)</td>
<td>Health centers, Tanzania</td>
<td>Childhood illness in children 5 years or younger</td>
<td>N=31; Carers, health care providers</td>
<td>4.5</td>
</tr>
<tr>
<td>Title, author (year)</td>
<td>Aim of the study</td>
<td>Study design</td>
<td>Setting and country</td>
<td>Disease</td>
<td>Sample size (N) and participant type</td>
<td>Quality of study&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>-----------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>--------------------------------------</td>
<td>---------------------------------------------</td>
<td>------------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>High level of integration in integrated disease management leads to higher usage in the e-Vita Study, Talboom-Kamp et al (2017) [39]</td>
<td>To analyze the factors that successfully promote the use of a self-management platform for chronic obstructive pulmonary disease patients</td>
<td>Quantitative, nonrandomized, parallel cohort design</td>
<td>Primary care, the Netherlands</td>
<td>Chronic obstructive pulmonary disease</td>
<td>N=215; Patients</td>
<td>4.0</td>
</tr>
<tr>
<td>What drives adoption of a computerised, multifaceted quality improvement intervention for cardiovascular disease management in primary healthcare settings? Patel et al (2018) [40]</td>
<td>To identify and explain the underlying mechanisms by which the intervention did and did not have an impact</td>
<td>Mixed methods study</td>
<td>Primary care, Australia</td>
<td>Cardiovascular disease</td>
<td>N=19; Patients, general practitioners, nurses, aboriginal health workers</td>
<td>4.5</td>
</tr>
<tr>
<td>Exploring the challenges of implementing a web-based telemonitoring strategy for teenagers with inflammatory bowel disease, Dijkstra et al (2019) [41]</td>
<td>To evaluate whether the telemonitoring strategy could move from a demonstration project to one that is sustained within existing sites</td>
<td>Mixed methods study, nested within an RCT</td>
<td>Pediatric gastroenterology centers, the Netherlands</td>
<td>Inflammatory bowel disease</td>
<td>N=27; Researchers, clinicians, hospital decision makers, web designer</td>
<td>2.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Methodological quality of studies assessed with MMAT, ranging from 0 (lowest) to 5 (highest).

<sup>b</sup>RCT: randomized controlled trial.

**eHealth Intervention Characteristics, Descriptions, and Results**

The most frequently used digital technology was websites (n=7) [27,34,37-41], and the most frequently reported functions [33] of the technology were self-management (n=6) [34-37,39,41] and communication (n=6) [35,37,39-41,43]. Table 3 shows an overview of the eHealth intervention characteristics, descriptions, and the study results. A detailed description of indicators, sorted according to the structure, process, outcome categories and their respective (sub)themes, are highlighted in the next paragraph.
Table 3. eHealth intervention characteristics, descriptions of the intervention, and study results.

<table>
<thead>
<tr>
<th>First author</th>
<th>Technology; intervention name</th>
<th>eHealth function</th>
<th>Intervention</th>
<th>Study results (findings)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boots [34]</td>
<td>Website; Partner in Balance</td>
<td>Self-management</td>
<td>Face-to-face coaching with tailored web-based modules.</td>
<td>The participation rate of eligible caregivers was 51.9% (80/154). Recruitment barriers included lack of computer and need for support. Young age and employment were considered recruitment facilitators. All coaches attended training and supervision in blended care self-management. Deviations from the structured protocol were reported on intervention time, structure, and feedback. Coaches described an intensified relationship with the caregiver post-intervention. Caregivers appreciated the tailored content and positive feedback. The blended structure increased their openness. Overall, personal goals were attained after the program (&gt;50). Implementation barriers included lack of financing, time, and deviating target population.</td>
</tr>
<tr>
<td>Thies [35]</td>
<td>App; Undisclosed</td>
<td>Self-management, communication</td>
<td>Platform for active collaboration between patients and their primary care teams.</td>
<td>There was a poor fit between the app, end-users, and recruitment and treatment approaches in the setting. Usability testing might have revealed this prior to launch, but this was not an option. There was not sufficient time during routine care for clinical staff to familiarize patients with the app or to check clinical data and messages, which are unreimbursed activities. Some patients did not use the app appropriately. The lack of integration with the electronic health record was cited as a problem for both patients and staff who also said the app was just one more thing to attend to.</td>
</tr>
<tr>
<td>Hinman [36]</td>
<td>Video communication; Telehabilitation via Skype</td>
<td>Self-management, treatment</td>
<td>Individualized home-based training strengthening program via Skype delivered physiotherapy.</td>
<td>Six themes arose from both patients and therapists. The themes were Structure: technology (ease of use, variable quality, set-up assistance helpful) and patient convenience (time-efficient, flexible, increased access); Process: empowerment to self-manage (facilitated by home environment and therapists focusing on effective treatment) and positive therapeutic relationships (personal undivided attention from therapists, supportive friendly interactions); and Outcomes: satisfaction with care (satisfying, enjoyable, patients would recommend, therapists felt Skype more useful as adjunct to usual practice) and patient benefits (reduced pain, improved function, improved confidence and self-efficacy). A seventh theme arose from therapists regarding process: adjusting routine treatment (need to modify habits, discomfort without hands-on, supported by research environment).</td>
</tr>
<tr>
<td>Lycett [43]</td>
<td>Website, HIP; Shared-Care Obesity Trial in Children (HOP-SCOTCH)</td>
<td>Communicate</td>
<td>Children attended a tertiary appointment with a pediatrician and dietician specializing in childhood obesity, followed-up by general practitioner consultations over the following year, supported by shared-care web-based software.</td>
<td>Software implementation posed difficult and at times disabling technological barriers. The software’s speed and inability to seamlessly link with day-to-day software was a source of considerable frustration. Overall, general practitioners rated software usability as poor, although most (68%) felt that the structure and functionality of the software was useful.</td>
</tr>
<tr>
<td>Van Doorn-van Atten [37]</td>
<td>Website; PhysioDom HDIM</td>
<td>Self-management, communication</td>
<td>Nutritional telemonitoring, education, a follow-up of telemonitoring measurement by a nurse.</td>
<td>About 80% of participants completed the intervention. Drop-outs were significantly older, had worse cognitive and physical functioning, and were more care-dependent. The intervention was largely implemented as intended and was received well by participants, but less well by nurses. Participants adhered better to weight telemonitoring than to telemonitoring by means of questionnaires, for which half the participants needed help. Intention to use the intervention was predicted by performance expectancy and social influence. No association was found between process indicators and intervention outcomes.</td>
</tr>
<tr>
<td>First author</td>
<td>Technology; intervention name</td>
<td>eHealth function</td>
<td>Intervention</td>
<td>Study results (findings)*</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------------</td>
<td>-----------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------</td>
</tr>
</tbody>
</table>
| Hadjis-tavropoulos [27]    | Website; ICBT*
                | Treatment                  | Web-based lessons that provide psychoeducation and instructions and therapist support via email or telephone. | ICBT implementation was perceived to be most prominently facilitated by intervention characteristics (namely, the relative advantages of ICBT compared to face-to-face therapy, the quality of the ICBT program that was delivered, and evidence supporting ICBT) and implementation processes (namely the use of an external facilitation unit that aided with engaging patients, therapists, and managers and ICBT implementation). The inner setting was identified as the most significant barrier to implementation as a result of limited resources for ICBT combined with greater priority given to face-to-face care. |
| Fort [38]                  | Website; Safety Net Specialty Care Program | Diagnosis, treatment | E-consults between primary care clinicians and specialist, face-to-face visits to the patients from a specialist, and continuing medical education for the primary care clinicians. | In the first 20 months of the program, safety-net clinicians at 23 clinics made 602 e-consults to specialists, and 81 patients received face-to-face specialist visits. Of 204 primary care clinicians, 103 made e-consults; 65 specialists participated in the program. Aspects facilitating program use were referral case managers’ involvement and the use of clear, concise questions in e-consults. Key recommendations for process improvement were to promote an understanding of the different healthcare contexts, support provider-to-provider communication, facilitate hand-offs between settings, and clarify program scope. |
| Mitchell [42]              | App; Electronic Integrated Management of Childhood Illness (eIMCI) | Diagnosis, treatment | An electronic handheld device or personal digital assistant, to guide the health care provider through IMCI protocols. | Providers expressed positive opinions on eIMCI, noting that the personal digital assistants were faster and easier to use than were the paper forms and encouraged adherence to IMCI procedures. Carers also held a positive view of eIMCI noting improved service from providers, a more thorough examination of their child, and a perception that providers who used the personal digital assistants were more knowledgeable. |
| Talboom-Kamp [39]          | Website; e-Vita COPD*         | Self-management, communication | Insight into personal health data, self-monitoring of health values, education, and a coach for attaining personal goals. | Use of a self-management platform was higher when participants received adequate personal assistance about how to use the platform. Blended care, where digital health and usual care are integrated, will likely lead to increased use of the web-based program. |
| Patel [40]                 | HIE, website; HealthTracker  | Communication, monitoring | Real-time decision support integrated with electronic medical records; CVD² risk communication tool between provider and patient; clinical audit tool; web portal providing peer-ranked performance trends. | A complex interaction was found between implementation processes and several contextual factors affecting uptake of the intervention. There was no clear association between team climate, job satisfaction, and intervention outcomes. There were four spheres of influence that appeared to enhance or detract from normalization of the intervention: organizational mission and history, leadership, team environment, and technical integrity of the intervention. |
**Study results (findings)**

- **Intervention**
  - **Website, IBD-live**
  - **Monitoring, self-management, communication**
  - Flarometer, platform for direct communication with the IBD team, module with study questionnaires (Quality of life, absenteeism, health care utilization).

The technology and the linked program allowed selection and targeting of teenagers who were most likely to benefit from a face-to-face encounter with their specialist. The value proposition of the technology was clear, with a distinct benefit for patients and an affordable service model, but health providers had plausible personal reasons to resist (double data entry). The organization was not yet ready for the innovation, as it required a shift to new ways of working. Dutch health insurers agreed that screen-to-screen consultations will be reimburased at a rate equivalent to face-to-face consultations. The technology was considered easy to adapt and evolve over time to meet the needs of its users.

---

**Indicators Organized by (Sub)themes of the SPO Framework**

**Overview**

In total, an indicator was reported 347 times: 175 times in the structure category, 84 times in the process category, and 88 times in the outcome category. Of the 347 indicators, 111 were unique indicators (Multimedia Appendix 3). In the structure category, most indicators were labeled as neutral (65/175, 37.1%) or as a disadvantage (70/175, 40%). In the process category, most indicators were labeled as an advantage (30/84, 36%) or neutral (33/84, 39%). In the outcome category, the indicators were mostly classified as a realized advantage (49/88, 56%), as shown in Figure 5.

Table 4 shows the total distribution of the indicators organized by themes and subthemes of the structure, process, and outcome categories and the extent to which it was reported as an advantage, disadvantage, or neutral to the integration of eHealth and its outcome in regular health care. The themes and subthemes containing the most reported indicators are described below.

**Figure 5.** Number of indicators reported in the structure, process, and outcome categories. Advantage: in the structure and process categories, advantage indicates a positive effect on the integration. In the outcome category, it indicates a positive effect on the outcome. Disadvantage: in the structure and process categories, disadvantage indicates a negative effect on the integration. In the outcome category, it indicates a negative effect on the outcome. Neutral: Indicator was neither an advantage nor a disadvantage.
Table 4. Distribution of the indicators according to the themes and subthemes of the structure, process, and outcome categories.

<table>
<thead>
<tr>
<th>Category, theme, and subtheme</th>
<th>Advantage (n)</th>
<th>Disadvantage (n)</th>
<th>Neutral (n)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure (n=175)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Inner setting (n=51)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support of primary process (n=34)</td>
<td>7</td>
<td>13</td>
<td>14</td>
<td>[27,34,37-43]</td>
</tr>
<tr>
<td>Culture and leadership (n=17)</td>
<td>7</td>
<td>9</td>
<td>1</td>
<td>[27,34,37,40]</td>
</tr>
<tr>
<td><strong>Health care professional (n=28)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skills (n=8)</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>[27,36,38,40,41,43]</td>
</tr>
<tr>
<td>Attitude (n=20)</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>[27,34-41,43]</td>
</tr>
<tr>
<td><strong>Care receiver (n=40)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily life (n=18)</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>[27,34-39]</td>
</tr>
<tr>
<td>Baseline characteristics (n=22)</td>
<td>1</td>
<td>5</td>
<td>16</td>
<td>[34-39]</td>
</tr>
<tr>
<td><strong>Technology (n=38)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability and functionality (n=33)</td>
<td>8</td>
<td>17</td>
<td>8</td>
<td>[27,34-43]</td>
</tr>
<tr>
<td>Interaction with EHR(^a) (n=5)</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>[35,37,38,41,43]</td>
</tr>
<tr>
<td><strong>Outer setting (n=18)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finance and legislation (n=10)</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>[27,34,36,38-41]</td>
</tr>
<tr>
<td>Involvement of stakeholders (n=8)</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>[27,38,43]</td>
</tr>
<tr>
<td><strong>Total structure</strong></td>
<td>40</td>
<td>70</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td><strong>Process (n=84)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health care actions (n=38)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workflow (n=18)</td>
<td>5</td>
<td>11</td>
<td>2</td>
<td>[27,34-39,41-43]</td>
</tr>
<tr>
<td>Patient-centered (n=20)</td>
<td>7</td>
<td>0</td>
<td>13</td>
<td>[27,34-39,41,42]</td>
</tr>
<tr>
<td><strong>Interpersonal actions (n=24)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal (n=19)</td>
<td>11</td>
<td>3</td>
<td>5</td>
<td>[27,34-42]</td>
</tr>
<tr>
<td>Shifting roles (n=5)</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>[34,36,42]</td>
</tr>
<tr>
<td><strong>Process management (n=22)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality improvement (n=11)</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>[27,34,38,40]</td>
</tr>
<tr>
<td>Mistake-proofing (n=11)</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>[27,37-39,41-43]</td>
</tr>
<tr>
<td><strong>Total process</strong></td>
<td>30</td>
<td>21</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td><strong>Outcome (n=88)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health status (n=10)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical/functional (n=3)</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>[36,41,43]</td>
</tr>
<tr>
<td>Intrapersonal (n=7)</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>[34,36,37,41,42]</td>
</tr>
<tr>
<td><strong>Experience of care receiver (n=23)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction (n=16)</td>
<td>11</td>
<td>3</td>
<td>2</td>
<td>[34-38,42]</td>
</tr>
<tr>
<td>Convenience (n=7)</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>[36,38,42]</td>
</tr>
<tr>
<td><strong>Experience of health care professional (n=25)</strong></td>
<td></td>
<td></td>
<td></td>
<td>[27,34,36-38,40,42]</td>
</tr>
<tr>
<td>“What’s in it for me” (n=15)</td>
<td>9</td>
<td>2</td>
<td>4</td>
<td>[27,34,36-38,40,42]</td>
</tr>
<tr>
<td>“What’s in it for them” (n=10)</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>[27,34,36-38,41-43]</td>
</tr>
<tr>
<td><strong>Efficiency (n=30)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operations (n=27)</td>
<td>4</td>
<td>9</td>
<td>14</td>
<td>[34-43]</td>
</tr>
<tr>
<td>Revenues (n=3)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>[27,41,43]</td>
</tr>
<tr>
<td><strong>Total outcome</strong></td>
<td>49</td>
<td>15</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>
Distribution of Indicators Within the Themes and Subthemes of the Structure Category

In the structure category, most indicators were reported in the inner setting (51/175, 29.1%), care receiver (40/175, 22.9%), and technology (38/175, 21.7%) themes. The indicators in the inner setting (n=22) and technology (n=23) themes were mainly classified as a disadvantage to the integration, whereas those in the care receiver theme (n=23) were mainly classified as neutral. Regarding the subthemes, most indicators were reported in the support of the primary process subtheme within the inner setting theme (34/175, 19.4%), the baseline characteristics subtheme within the care receiver theme (22/175, 12.6%), and the usability and functionality subtheme within the technology theme (33/175, 18.9%), as shown in Table 4.

Distribution of Indicators Within the Themes and Subthemes of the Process Category

Almost half of the indicators were organized within the health care actions theme (38/84, 45%), which were diversely reported as an advantage (n=13), disadvantage (n=11), and neutral (n=15). The subthemes with the most reported indicators were workflow (18/84, 21%), patient-centered (20/84, 24%), both within the health care actions theme, and the personal subtheme (19/84, 23%) within the interpersonal actions theme (Table 4).

Distribution of Indicators Within the Themes and Subthemes of the Outcome Category

In the outcome category, the most frequently reported indicators were from the efficiency theme (30/88, 34%), with advantages (n=5) reported for very few indicators. The “experiences” themes of care receivers and health care professionals together accounted for 55% (48/88), both predominated by advantages (n=37). The highest number of indicators were reported in the operations subtheme (n=27/88, 31%; Table 4).

Most Reported Indicators

An in-depth examination of the distribution of the indicators showed that the following four indicators were the most reported (ie, reported 10 times or more) among the included studies: “deployment of human resources” (n=11) of the inner setting theme in the structure category; “ease of use” (n=16) and “technical issue” (n=10), both belonging to the technology theme in the structure category; and “health logistics” (n=26) of the efficiency theme in the outcome category. An overview of all indicators is presented in Multimedia Appendix 3.

Interactions Among Indicators Organized into Themes and Categories

Overview

Of the 11 included studies, 10 (91%) reported interactions among indicators organized by themes within the structure, process, and outcome categories. The most frequently reported interaction among indicators at the category level was between the structure and outcome categories (14 times). The most frequently reported interaction among indicators at the theme level was between the care receiver theme within the structure category and the efficiency theme within the outcome category (8 times), as shown in Figure 6.
Figure 6. Interactions among indicators within themes and categories. The numbers within the blue circles represent the number of noted interactions among indicators within the themes. The x-axis represents the antecedent, and the y-axis represents the (intermediate) result.

Interactions With Themes in the Structure Category
All themes in the structure category contained indicators as an antecedent to, or as an intermediate result of other indicators. The inner setting (n=16), technology (n=12), and care receiver (n=11) themes represented the highest number of interactions with other themes. Inner setting was noted 7 times as an antecedent and 9 times as an intermediate result. Technology was noted 11 times as an antecedent and once as an intermediate result. Care receiver was noted 10 times as an antecedent and once as an intermediate result. The health care professional (n=3) and outer setting (n=1) themes were noted less frequently (Figure 6).

Interactions With Themes in the Process Category
In all themes in the process category, the indicators displayed interactions with indicators of other themes; specifically, health care theme (n=15), noted 7 times as an antecedent and 8 times as an intermediate result; interpersonal actions theme (n=11), 5 times as an antecedent and 6 times as an intermediate result; process management theme (n=9), 8 times as antecedent and once as an intermediate result (Figure 6).

Interactions With Themes in the Outcome Category
In the outcome category, the efficiency theme (n=15) contained most of the interacting indicators, all as an intermediate result. The other themes, including health status (n=3), experience of health care receiver (n=1), and experience of health care provider (n=2), were noted less frequently as (intermediate) results (Figure 6).

Examples of interactions among the indicators and the associated themes are illustrated in Textbox 2.
Textbox 2. Illustrations of reported interactions among indicators and their themes. Indicator names are written in italics as reported in the published studies (followed by the corresponding themes and categories in parentheses).

- **Technical and usability issues** (technology theme, structure category) experienced by the health care professional negatively impacted the engagement and the internal collaboration (inner setting theme, structure category) [40] and the health care workflow by causing extra steps and workarounds (health care actions theme, process category) [37,41,43].

- **Technical and usability issues** (technology theme, structure category) experienced by the care receiver challenged the care receiver to fit the application of eHealth into their daily lives (care receiver theme, structure category) and caused increased dropouts (efficiency theme, outcome category) [34,39]. Conversely, one study [36] showed that technology that is easy to use (technology theme, structure category), can contribute positively to its application, and fit into the patient’s daily life (care receiver theme, structure category).

- **Insufficient attention to the patient’s burden** (care receiver theme, structure category), health literacy (care receiver theme, structure category), and whether the plan fits into their daily life (care receiver theme, structure category) caused dropouts (efficiency theme, outcome category) [36,37,39], and nonadherence to care plans (efficiency theme, outcome category) [34].

- **High workload** (inner setting theme, structure category) hindered the incorporation of the application into daily practice (inner setting theme, structure category) [40].

- **Lack of time** (inner setting theme, structure category) discouraged health care professionals from their intention to (re)use (experience health care professional theme, outcome category) [37] and health care professionals did not experience an added value for themselves (experience health care professional theme, outcome category) [37].

- **Communicated added value** (inner setting theme, structure category) on a corporate level positively influenced the collective engagement (inner setting theme, structure category) [40].

- **Guidelines on the work process** (process management, process category) made the work process easier and faster for health care professionals (health care actions theme, process category) but limited the adaptability of the technology for certain recipients (technology theme, structure category) [42].

- **Limited feedback about the quality of care** (process management theme, process category) made specialists feel uncertain about the suitability of the technology (health care professional theme, structure category) [38], whereas sharing information (process management theme, process category) to improve program efficiency allowed the program to be a part of the workflow (health care actions theme, process category) [38].

- **Face-to-face contact** (health care actions theme, process category) benefitted the personal connection between care receiver and professional (interpersonal actions theme, process category) and the engagement of the care receiver with the treatment (interpersonal actions theme, process category) [34].

- **Personal assistance** (health care actions theme, process category) and personalized therapy (health care actions theme, process category) increased the usage of the intervention by the care receiver (efficiency theme, outcome category) [39].

- **Personalized therapy** (health care actions theme) also increased the satisfaction of the care receiver (experience of care receiver theme, outcome category) [36].

- **Exceptions to the operational process** (health care actions theme, process category) were made too often, such as providing extra support to patients (health care actions theme, process category), or providing less care (health care actions theme, process category), creating new administrative workarounds (health care actions theme, process category) caused by technical issues (technology theme, structure category) [35,37,38,41,43] or high workloads (inner setting theme, structure category) [27].

- An increase in questioning by professionals (interpersonal actions theme, process category) made carers feel more engaged and knowledgeable (health status theme, outcome category) [42].

- **Recipients’ detailed input** (interpersonal actions theme, process category) on the assignments enabled professionals to empathize with their situation and focus on their feedback (interpersonal actions theme, process category) [34].

**Discussion**

**Principal Findings**

This literature review analyzed how eHealth can be organized optimally by using the Donabedian SPO framework. General organizational developments were identified, regardless of the type of illness, setting, or the eHealth application used. A review of the literature of selected cases highlighted three important findings. First, the role of the care recipient needs to be incorporated into the organizational structure and daily care process. Second, the technology must be well attuned to the structure of the organization and daily care process. Third, the deployment of the human resources to the daily processes needs to be aligned with the desired end results. Not adhering to these points could negatively affect the organization, daily process, or the end results. Findings from this research using the Donabedian framework corresponds to the conclusions of other studies using different research methodologies, which is explained below.

First, the SPO analysis showed that the care recipient plays a crucial role in the successful integration of eHealth. Patient-centered interaction and communication are important, to activate patients in managing their health care and to improve health outcomes in the application of eHealth [5,31,44–46]. Kuipers et al [44] and Rathert [45] demonstrated with systematic literature reviews that patient-centered care and co-creation are positively associated with the physical and social well-being of patients and with satisfaction of patients and health care professionals. These findings are in line with the review of Wildevuur and colleagues [46], demonstrating that organizations that are more patient centered with eHealth interventions achieve better outcomes with regard to patient health and quality of life.
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Although most health care professionals embrace more patient involvement and engagement, delegating power and responsibilities could be a challenge for health care professionals’ authority [47,48]. Another important issue is knowing who the customers are, what they want, and how the customer’s demand is answered [49]. A previous study reported that eHealth is not suitable for all care receivers [18,50]. Therefore, identifying who benefits most from which kind of therapy is an essential addition to the screening process, and it could lead to more effective targeting and resourcing [51]. Furthermore, insufficiently incorporating the patients’ family, work, and life goals into care plans will likely result in dropouts or nonadherence to care plans [50].

The second noteworthy finding is the essential role of excellent technology in the integration of eHealth. The way technology is set up has an influence on the working environment of health care professionals [32]. Inflexibility and complexity of the technology comes at the expense of effective daily processes and their quality [53,54]. Several studies demonstrated that the adaptability of eHealth technologies to fit to the local context, its ease of use, and its integration into clinical workflow benefit the users’ acceptance and meaningful use [22,55,56]. This was also reflected in the early phase of the COVID-19 pandemic, where rapid scalable technologies were the easiest to use and quickly implementable [53]. However, the health care system continued to face challenges in adopting digital technology after the first emergency phase of the COVID-19 pandemic, due to inadequate information and communication technology infrastructure and a bad fit of the technology into the clinical workflow that is primarily designed for face-to-face care [53]. Granja et al [54] demonstrated that the application of eHealth is often not fitted to the existing workflow due to time and space constraints and breaking of traditions. Although eHealth is seen as an innovative solution for alleviating the increasing burden for health care professionals [2], it could have a counterproductive effect on the working conditions for employees if the technology is not properly adapted to the structure and processes [57,58]. Third, integrating eHealth into a health care organization requires adjustments of the care processes and utilization of the human resources, with appropriate process monitoring. Working with eHealth also poses logistical challenges; for example, a clear understanding is needed of the expected achievements, processes, and staffing requirements in order to bring about changes and create new capabilities [59]. Vissers and De Vries [49] pointed out that it is necessary to know how the logistical capacities should be assigned to the process, how the processes are measured, and who is responsible for the management of the process. Changes in the workflow are inevitable and necessary for eHealth interventions to be successful [54]. However, integrating eHealth technology into daily care processes is complex, and it needs coordination and process communication [19]. For example, a living laboratory experiment conducted over 3 years with patients, health care professionals, enterprises, and researchers to accelerate the integration of eHealth in daily practice showed that workflow, responsibilities, and roles needed to change, but health care professionals did not know how to approach this and had difficulties in integrating eHealth into their daily care processes [18].

### Strength and Limitations

The strengths of this research are that international studies were included and represented a wide range of patient groups and settings. The findings were representative for the included studies, and they were not dependent of the study design, disease, target population, setting, or type or function of the eHealth application used. The wide range of settings of the included studies is supportive of a broader application of the present study’s findings. In the Methods, we stated that there is no clear consensus on what constitutes as good eHealth and how it is best organized [3,19]. Nevertheless, we believe that our findings make a significant contribution to improving the integration of eHealth in regular health care by identifying the most common indicators in the organization’s structure, processes, and outcomes. Thus, this research contributes to a new model for integrating organizational, health, and social factors.

A limitation of this study is that the health outcomes were rarely mentioned in this review. We hypothesized that this is because the main method used in the included studies was process evaluation. Therefore, although the health outcomes played a major role in earlier RCTs, this was not the case in process evaluation studies. The included studies did not define clear standards for the indicators to determine their quality. However, an indicator only becomes meaningful if a standard is specified [60,61]. There are also limitations in the selection procedure. The interrater reliability was not calculated. Due to this complex, broad topic, the predefined inclusion and exclusion criteria were sharpened at the time of selection. It was an iterative process, with a lot of consultation and coordination. In the process, full consensus was reached for all inclusion and exclusion criteria for selection at each step of the research. Another limitation is the classification of indicators into subthemes and themes at the discretion of the authors. It is conceivable that different classifications would reach different conclusions. Yet, the conclusions of each included study fit with the overall conclusion; therefore, the chance of this bias seems to be small. However, the findings of this literature review are dependent on the results of the included studies and may be subject to publication bias. Even though the included publications contain either positive or negative results (eg, a failed randomized trial [35] or interventions with no or less impact [40,43]), a chance of publication bias cannot be precluded automatically [62,63].

It is also noted that the Donabedian framework itself was designed before the introduction of eHealth and may not include the latest prevailing ideas on the organization of health care. For this reason, the model has been adapted in order to represent eHealth. By doing so, an attempt has been made to reduce the limitation as far as possible. Nevertheless, this literature review confirmed that it is still useful to analyze what contributes to the successful integration of eHealth into traditional health care. Additionally, there are other reputable models for evaluating eHealth interventions, such as the nonadoption, abandonment, scale-up, spread, sustainability (NASSS) framework [20]; Consolidated Framework for Implementation Research (CFIR) [64]; and the holistic framework to improve the uptake and impact of eHealth technologies [19]. These models describe the different phases from the design of the intervention to its...
adoption and implementation. This literature review focused on quality improvement of the way eHealth is organized, that has already passed the initial phase (of design and adoption). The Donabedian framework covers all relevant aspects for sustaining the integration of eHealth into health care and the interrelations of organization’s structure, processes, and outcomes, as well as integrating these aspects with human and social factors, after the adoption and uptake phase of eHealth.

Conclusions
For optimal integration of eHealth into health care, the following main principles should be considered and approached simultaneously. First, the role of the care recipient needs to be incorporated in the organizational structure and daily care process. Second, the technology must be well attuned to the structure of the organization and daily care process. Third, the deployment of human resources to the care process needs to be aligned with the desired end results.

Thus far, no study has presented a complete overview of the successful and effective organization of eHealth. Therefore, it is desirable to supplement this research with knowledge from other sources, such as in-depth research into the experiences from different perspectives, as this can help us to obtain a complete overview of how eHealth can be successfully integrated into health care organizations.
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Abstract

Background: Social media has been widely used for health-related purposes, especially during the COVID-19 pandemic. Previous reviews have summarized social media uses for a specific health purpose such as health interventions, health campaigns, medical education, and disease outbreak surveillance. The most recent comprehensive review of social media uses for health purposes, however, was conducted in 2013. A systematic review that covers various health purposes is needed to reveal the new usages and research gaps that emerge in recent years.

Objective: This study aimed to provide a systematic review of social media uses for health purposes that have been identified in previous studies.

Methods: The researchers searched for peer-reviewed journal articles published between 2006 and 2020 in 12 databases covering medicine, public health, and social science. After coding the articles in terms of publication year, journal area, country, method, social media platform, and social media use for health purposes, the researchers provided a review of social media use for health purposes identified in these articles.

Results: This study summarized 10 social media uses for various health purposes by health institutions, health researchers and practitioners, and the public.

Conclusions: Social media can be used for various health purposes. Several new usages have emerged since 2013 including advancing health research and practice, social mobilization, and facilitating offline health-related services and events. Research gaps exist regarding advancing strategic use of social media based on audience segmentation, evaluating the impact of social media in health interventions, understanding the impact of health identity development, and addressing privacy concerns.
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Introduction

Social media has been widely used in health contexts by various users. For individuals, social media is a primary source of COVID-19 information for patients [1]. Social media is used by 80% of cancer patients to connect with peers [2]. For health organizations, more than 80% of US state health departments have social media accounts [3]. Among health professionals, 65% of radiologists across the United States and Europe use social media for various health-related reasons [4]. A review of the state of the art can provide guidance for practitioners who intend to advance our understanding of social media use for health purposes.

Before reviewing social media use for health purposes, it is necessary to outline the scope of social media and health purposes. Social media has been defined in different ways. Some definitions focus on the technological features of social media that distinguish it from traditional technologies. For example, Kaplan and Haenlein [5] emphasized that social media is a type of application based on the internet and web 2.0 technology. Other definitions focus on the communication features of social media that distinguish it from traditional media. For example, McGowan et al [6] defined social media as an online...
environment where users can contribute to the content and consume content mostly generated by other users. They also emphasized that content being “created by users for users” is an important feature that distinguishes social media from traditional media [6]. From a communication perspective, this paper emphasizes the communication features of social media and considers social media as a web 2.0–based platform for individuals to get access to, share, and generate content. Health purposes include health-related goals such as health promotion, medical service and administration, health research, medical education and training, and health-related social movements. This review focuses on users purposively getting access to, sharing, and generating content on social media in order to achieve various health purposes.

Previous reviews about social media use for health mostly focused on using social media for a single health purpose. These reviews summarized social media as a tool for health interventions [7], health campaigns [8], medical education [9], disease outbreak surveillance [10], and health promotion and behavior change [11]. The most recent comprehensive review of social media use for various health-related purposes was conducted by Moorhead et al [12] and included studies published between 2002 and 2012. However, multiple new uses have emerged between 2013 and 2020 given the rapid development of social media and the need for effective communication and infodemiology practice in the face of emerging health risks. Following Moorhead et al [12], this study reviewed articles published between 2006 and 2020 and categorized social media uses for health purposes in terms of user types, namely, health institutions, health researchers and professionals, and the public.

Methods

Searching Strategy and Inclusion Criteria

This review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guideline [13] to search and screen articles as shown in Figure 1. In the first step, the researchers searched 12 databases through ProQuest and EBSCO, including important databases in public health, medical, and social science areas such as MEDLINE, Academic Search Complete, PsycINFO, CINAHL, Psychology and Behavioral Science Collection, and Coronavirus Research Database. The search string was “AB(health) AND AB(“social media” OR “social network” OR Facebook OR LinkedIn OR Twitter OR Instagram OR Pinterest OR WeChat OR Weibo).” Additional restrictions (ie, published between 2006 and 2020, peer-reviewed scholarly journal article, full text available, and written in English) were added to the search requirement. The time range was set from 2006 to the end of 2020 because most of the current popular social media platforms such as Twitter and Facebook have been created or open to the public since 2006. The initial search retrieved 6293 articles.

In the next step, the two researchers screened items retrieved from the databases. An article was included if the study identifies at least one social media use for health purposes (eg, a study that finds that parents use social media to seek information about breastfeeding), examines the impact of using social media for health purposes (eg, a study that examines the effectiveness of a social media–based health intervention), or explores how to use social media for health purposes (eg, a study that examines how to detect mental health risk through analyzing social media posts). After reviewing the titles, abstracts, and full text, the researchers included 544 articles in the final sample. Articles were excluded for reasons such as not being scholarly journal articles, focusing on the negative health impacts of using social media such as depression and obesity, describing social media networks or social media post characteristics without discussing how to intentionally use social media for health purposes, examining health promotion within an offline social network, or examining social media use in general context rather than health context.
Coding Process

The preliminary coding scheme was developed by one researcher based on an initial review of 20% of the articles included. The two researchers coded 20 articles using the preliminary coding scheme and met to discuss the applicability of the preliminary coding categories and possible additional coding categories. The coding scheme was finalized after the two researchers reached an agreement after the discussion. The finalized coding scheme included 8 dimensions: publication year, journal area (eg, public health and medical area, communication, psychology), the country where the study was conducted (eg, United States, United Kingdom, China), type of article (eg, empirical studies, review paper, protocol), methodology used in empirical studies (eg, experiment, survey, interview), type of social media users (ie, health institution, health researcher and professional, publics), and social media use for health purposes. Social media use for health purposes were grouped under social media users. There are 4 usages by health institutions (ie, infoveillance, disseminate health information and combat misinformation, health intervention, and social mobilization), 3 usages by health researchers and professionals (ie, health-related research, professional development, and facilitate doctor-patient communication and offline services), and 3 usages by the public (ie, seek and share health information, exchange social support in an online community, and track and share one’s health statuses or activities). The intercoder reliability indicated by Krippendorff alpha ranged from a low of 0.86 to a high of 1.00. The reliability is satisfactory compared with the 0.80 criterion [14].

Results

Characteristics of the Studies

All articles were published between 2016 and 2020. There were 25 articles published in 2016, 42 in 2017, 28 in 2018, 185 in 2019, and 264 in 2020. The number of publications continuously increased during the 5 years, showing that social media use for health purposes received growing attention from researchers.

Regarding methodology, most of the articles were empirical studies (n=399). Among the empirical studies, 294 used a quantitative method including experiment, survey, content analysis, and network analysis, and 74 studies used a qualitative method including interview, focus group, and discourse/thematic analysis. There were 15 studies using a mixed method and 16 studies used other methods such as data mining and describing social media metrics of campaign messages (eg, number of likes and views). The rest of the articles were review papers (n=78), commentaries (n=37), protocols (n=22), and theoretical and methodological papers (n=8).

Regarding fields of publication, most articles were published in journals in medical and public health (n=489) followed by journals in communication (n=26), psychology (n=7), sociology (n=6), information science (n=5), interdisciplinary journals (n=5), and journals of other fields (n=6) such as technology, computing, and behavior research method.

Most of the articles featured social media use in the United States (n=170) followed by China (n=64), United Kingdom (n=20), Australia (n=14), Canada (n=7), South Africa (n=6),
Iran (n=5), Malaysia (n=4), Ghana (n=4), and India (n=4). A total of 43 articles featured social media use in other countries such as Jordan, South Korea, Denmark, and Sweden. Some studies featured social media use in more than one country or internationally (n=27). There were 176 studies that did not specify the geographic scope of social media use. For example, there were studies that analyzed all the English written posts related to a disease on social media or reviewed all the relevant literature about social media–based health intervention.

Regarding the social media platforms used for health purposes, most studies (n=231) examined social media in general without specifying use on certain social media platforms. Other studies featured Twitter (n=79) followed by Facebook (n=76), WeChat (n=33), online forums (n=16), Sina Weibo (n=13), Reddit (n=8), YouTube (n=8), WhatsApp (n=6), Instagram (n=6), and other platforms such as Pinterest, Yelp, and Yahoo! Answer (n=10). There were also 58 studies that featured more than one social media platform.

**Social Media Use for Health Purposes**

This review summarized 10 uses of social media for health purposes. Uses were grouped into 3 categories according to the type of social media users, namely, health institution, health researcher and professional, and the public. The following sections summarize social media uses by each type of user and the benefits and challenges related to each use.

**Health Institution**

Health institutions include government health agencies and nongovernmental health organizations such as the World Health Organization. The review shows that health institutions mainly used social media for infoveillance (n=94), disseminating health information and combating misinformation (n=76), health intervention (n=168), and social mobilization (n=7).

**Infoveillance**

Infoveillance is the application of infodemiology with a primary aim of surveillance, which refers to surveilling and analyzing the unstructured information available on the internet in order to inform public health and public policy [15]. In this review, we focused on the surveillance of information available on social media in order to inform public health. Specifically, articles in this category analyzed social media data to (1) surveil potential public health risks including the onset of individual illnesses and disease outbreaks in a population (n=70) and (2) monitor public responses to health issues (n=25).

First, social media data have been analyzed to predict the future illness onset for individual users. For example, the language used in users’ posts such as life stress and anxiety can predict future occurrence of mental illness and distinguish different types of mental illness [16]. In addition, special characters used in social media posts such as emojis can also help identify illness syndromes such as asthma and difficulty breathing syndrome [17]. The use of social media to detect individual illness is especially beneficial for people who are at risk but less motivated to seek diagnosis and treatment; social media surveillance can supplement the traditional doctor-patient interaction method for illness detection [17] and can be combined with social media–based interventions to proactively provide health advice to those who are less likely to seek help [18].

Second, social media data can be analyzed to predict infectious disease outbreaks among a population such as in the COVID-19 outbreak [19]. The studies showed that social media data can provide an accurate prediction of disease outbreak case count [19]. In addition to outbreak prediction, demographic and geographic data obtained from social media can inform medical research and practice of the characteristics of people who are at risk of being infected [20]. Consistent with a recent systematic review of social media–based surveillance systems for health care [21], this study found that Twitter was the most used social media platform for individual illness and disease outbreak surveillance.

Third, user-generated social media posts can provide insights about the public’s cognitive and behavioral responses to health-related issues. Studies have analyzed social media posts to understand public concerns and sentiments about ongoing disease outbreaks such as Zika [22] and COVID-19 [23], investigated public attitudes toward and actual implementation of recommended disease prevention actions [20,24], monitored public discussion about controversial health topics such as vaccination [25] and e-cigarettes [26], and gauged public support of health-related policies [27]. Assessing social media data to understand public responses to health issues not only yields results comparable to national survey data but also provides insights for health-related theoretical models [25]. More importantly, traditional public surveys may take weeks and are expensive, while social media provides real-time and inexpensive data to evaluate the effectiveness of public health communication, which allows communication practitioners to adapt timely communication strategies to public needs [23].

**Disseminate Health Information and Combat Misinformation**

With the ability to disseminate information quickly and widely, social media can be used by health institutions to post health information and share information with the public. Health institutions can inform the public about common health topics such as healthy living, immunization, and smoking [7]; communicate the risk of disease outbreaks [28]; quickly provide instructions about prevention behaviors to a broad audience during disease outbreaks [29]; and share the latest news and inform the public of the government’s handling of disease outbreaks [28,30]. Research efforts have been devoted to exploring strategies for generating health content on social media and increasing retransmission [31,32].

Social media has several advantages over other media outlets when used for disseminating health information. First, social media is seen as the fastest among available channels to share alerts and updates about disease outbreaks [28]. Second, social media allows leveraging various media forms to engage the public. For example, by integrating hyperlinks, social media posts can direct the public to other online resources for additional health information [28,33]. Health institutions can also share podcast audios and YouTube videos on various social media platforms to deliver health information [34,35]. Third, social media can provide a communication platform for...
stakeholders during disease outbreaks. Government social media accounts may become official information sources that provide content about disease outbreaks for local agencies and journalists in a timely manner [28,33].

With the increased volume of misinformation during the COVID-19 pandemic, many studies focused on the concern of rapid misinformation transmission on social media and proposed approaches to combat misinformation through social media. For example, researchers suggested health institutions increase efforts to monitor and enforce fact-checking of dubious information on social media [36,37], promote strategic and timely refutation to misinformation on social media [38], share personal experiences on social media to refute rumors [39], and use search optimization strategies within the social media platforms to redirect users who ask health-related questions to reliable information sources [40]. In addition to combating misinformation through social media, health institutions may also encourage health professionals to establish interpersonal relationships with patients and invite patients to conversations about misinformation that they may encounter online [41]. Although the effectiveness of the approaches proposed by articles in this review have not been formally tested, there have been many studies testing the effectiveness of different message design features in correcting misinformation. For example, Gesser-Edelsburg and colleagues [42] found that a theory-based correction message posted on Facebook by health authorities was more effective in correcting vaccination misinformation than a common correction message. Practitioners may design and post misinformation-correcting messages on social media based on the strategies suggested by these message design studies.

Health Intervention
Social media has been widely integrated into health interventions and can perform multiple functions. First, social media was used to offer health resources including delivering health information to audiences [43], motivating participation in health-related events [44], and directing campaign audiences and intervention participants to other health resources [45,46]. Second, social media was used to support interaction with audience including engaging campaign audiences in 2-way communication with the institutions and health professionals [47,48] and providing platforms for peer support group discussion [49]. Third, social media was used to motivate health behavior change; intervention participants used social media to document and share their own progress of health behavior change such as uploading a picture of an everyday healthy meal [50] and sharing virtual awards of weekly achievement in physical activities [51], setting group challenges toward health goals [52], and engaging in health behavior competition with peers [53]. Last, at the preparing stage of an intervention, social media was also used to reach broader and more varied populations, including hard-to-reach populations [54,55].

Research effort has also focused on improving the design and evaluation of social media–based health interventions. Studies have examined approaches to evaluating campaign outcomes [56], proposed theoretical frameworks for effective health interventions design [57], explored social media user segments to inform intervention development [58], and examined user acceptance and suggestions of receiving social media–based interventions [59]. In general, empirical evidence shows that integrating social media in health interventions is accepted by target populations [59] and effective in increasing health knowledge, reducing risky behaviors, and adopting health behaviors [60]. Researchers have also discussed challenges and raises concerns regarding social media–based health intervention; for example, researchers must rigorously evaluate social media–based interventions throughout the stages of development and implementation, involve populations experiencing health disparities in the studies, and address privacy concerns [61].

Social Mobilization
Since social media can reach varied stakeholders and a wide audience in society, nongovernmental health organizations can use social media to mobilize social resources. Studies found that these organizations leveraged social media to advocate for change in public policies related to health issues such as HIV/AIDS [62] and mental health [63], raise funds for individual medical care and health-related research [64,65], and raise awareness and promote actions to address health problems such as medical equipment shortages [66]. Although a formal test of the effectiveness of using social media for social mobilization is lacking, the successful cases described in the articles show that social media provides a platform for nongovernmental health organizations to effectively mobilize resources and advocate for collective actions to achieve their goals [62].

Health Researchers and Practitioners
Social media use by health researchers includes facilitating health-related research (n=45), professional development (n=34), and doctor-patient communication and offline services (n=36).

Facilitate Health-Related Research
Social media can facilitate health-related research in two ways: provide additional data to learn about patients’ disease experience and recruit research participants. First, by analyzing patients’ conversations on social media, researchers can gauge patients’ understanding of the disease and their coping strategies [67], identify their concerns about the disease [68], understand their barriers to health behavior change [69], identify symptoms related to the disease [70], and assess patients’ experience after recovery [71]. Because patient self-reported illness experience is not routinely reported to and recorded by physicians, analyzing patient discussions on social media may enhance health researchers’ and professionals’ understanding of patient experiences beyond what can be learned from traditional sources of health data [72].

Second, social media can help researchers recruit participants for health-related research. Studies found that social media performs as well as or even better than traditional recruiting methods in terms of cost and number of participants enrolled [73]. Social media is also useful in recruiting hard-to-reach populations such as immigrants [74]. Social media recruitment can generate a representative sample; a study comparing a social media–recruited sample with the underlying population found...
that the sample was representative in 8 of the 13 characteristics studied including demographics and health-related factors [75].

Professional Development

Health professionals and researchers may use social media for their own professional development such as learning, collaboration, and career advancement. Social media can be used to collaborate on research projects and practices [76], access and share trending research findings and medical knowledge [77,78], broaden their exposure to funders and publishers [79], conduct a job search [80], follow medical conferences remotely [81], market their team and services, and discuss interesting or difficult cases with colleagues [4]. Studies found that different social media platforms serve different roles in the professional development of health professionals and researchers; Pinterest was mostly used for health care–quality education [82], Twitter for gathering news and information on conferences, and LinkedIn for career advancement [81]. Nearly 85% of health professionals agreed that social media can be an effective tool for educational purposes [82], and 71% of health professionals, researchers, and businesspeople in the urology discipline agreed that social media is useful for career development [83].

Facilitate Doctor-Patient Communication and Offline Health Services

Health professionals use social media for doctor-patient communication including responding to questions posted by patients [84], offering online consultation [85], and proactively providing advice and health information to social media followers [86]. In addition, social media can be used to support offline health services. Health professionals can use social media to inform patients of the results of their examination [4], encourage compliance with medication [87], receive feedback from patients about their health services [4], and collect information from patients after discharge to inform future practices [88]. Encouraging interactions between health practitioners and patients on social media may benefit both patients’ well-being and patient-physician relationships [89]. In addition, social media can also be used to provide medical services such as appointments, medical inquiries, personal information management, and medical charge payment, which can increase the accessibility of medical care and improve patient experiences [90].

However, increasing use of social media by health professionals and researchers is accompanied by concerns and challenges. Many studies raised concerns about risks to patients’ privacy and confidentiality [80] and health professionals lacking knowledge about social media [4]. Studies also discussed challenges such as protecting content generators’ intellectual property [91] and managing negative comments from patients [4]. Most of these articles called for developing a guideline or a regulation regarding ethical, legal, and technological issues [4,80] and providing training for health professionals and researchers on the proper use of social media [91,92].

Public

The public includes healthy people and those with health concerns, including patients with known diagnoses and populations at risk of certain health problems, such as men who have sex with men, first-time pregnant mothers, and LGBTQIA+ (lesbian, gay, bisexual, transgender, queer, intersex, asexual) youth. The reviews show that the public uses social media to seek and share health-related information (n=108), exchange social support in online communities (n=95), and track and share health statuses or activities (n=10).

Seek and Share Health-Related Information

Seeking and sharing health information is the most common use by the public. The public uses social media to follow and share news about trending health issues such as flu [93] and COVID-19 [1], find information on daily health behaviors such as fitness and healthy food choices [94-96], search for health advice for their own health concern such as pregnancy-related information [97], request a crowd diagnosis or second opinion after seeing a health care professional about their illness [98], access health care law [70], follow social media accounts of health organizations and professionals [99,100], and learn about physicians and hospitals to inform their choices [101]. Social media has become a primary information source for the public with varying information needs [1,102].

However, many studies raised concerns of social media information quality and its impact on individual health outcomes [103]. Indeed, empirical studies provided grounds for the concern. Sallam et al [104] found that people who relied on social media for health information had a lower COVID-19 knowledge score compared with those who relied on doctors and scientific journals for information. In addition, people who sought information on social media did not confirm its accuracy with health professionals, and health professionals disagreed with the information found on social media on 36.7% of occasions when people checked the information accuracy with health professionals [105]. This evidence calls for efforts to reduce misinformation on social media and improve the ability of the public to find reliable information sources on social media.

Exchange Social Support in Online Communities

Social support includes informational support, emotional support, esteem support, network support, and tangible support [106]. Except for tangible support, other types of social support were widely found in interactions in the online health community.

People with certain health concerns can receive and provide informational support content. They may read the experience of others diagnosed with the same illness, share details of their own medication and diagnosis [107,108], share and access medical knowledge such as treatment options and self-care activities [109], learn about health laws [110], and solicit recommendations of doctors and hospitals [99]. They may also proactively request health information and advice [111] and validate health information with others [112].

Emotional and esteem support, expressions that convey love and caring (emotional support) and respect and confidence in ability (esteem support), were considered as one category [106]. People with health concerns may express their disease feelings to mitigate their stress and appeal for sympathy [113], offer
Network support refers to expressions that communicate belonging to a group of people who share the same concerns or interest [106]: individuals use social media to build community with people who have similar health concerns or health goals [116], foster a group identity [116], enhance a sense of belonging [117], achieve shared health goals together [118], get connected with peer patients [119], and get involved in social events such as swimming lessons with peers [120]. Network support also empowered people with health concerns to influence health awareness at the societal level such as raising awareness of queer and trans issues [121].

People with health concerns may benefit from participating in online communities in several ways. First, they do not have to reveal personal identity and thus are free from the risk of being stigmatized when participating in online communities [107]. Second, online communities as an information channel supplement offline communication channels in terms of content and time. Peers may provide more information on treatment options not raised by health professionals because of time constraints [109]. Also, people can get answers and emotional support from online communities 24/7, while other social networks may not be able to provide such timely support [122]. Third, people have a sense of control over the help-seeking process when participating in online communities, which may fulfill patients’ need of autonomy and reduce treatment avoidance [123]. Last, engaging in online communities may benefit health outcomes; studies found that perceived social support predicted subjective well-being [124].

**Track and Share Health Statuses or Activities**

Social media enables users to track and share their health statuses or activities and view those of others in the community. The public can document and share their illness experiences such as a breast cancer journey [125] or experience with chronic disease [126], achievements in health behavior change [127], and fitness activities [128] such as cycling and walking [129]. By self-tracking and sharing their physical activities, users can build networks with other users and discuss their activity performances [129]. Writing about and sharing their illness experiences may help patients cope with illness [125] and achieve health goals [126]. Other users may also benefit from such sharing as they can easily find peers who have similar experience to get advice on lifestyle changes and discuss treatment options [130].

**Discussion**

We reviewed articles published between 2006 and 2020 and identified 10 uses of social media for health purposes. The review found new social media uses for health purposes that emerged after 2013 as well as research gaps that need future research. The following sections will discuss the new uses and gaps.

**New Social Media Uses for Health Purposes**

Several new usages have emerged since 2013 compared with the usages summarized by Moorhead et al [12]. First, recent studies have begun to explore social media use for health purposes beyond the scope of patients, the general public, and health professionals. Studies have paid attention to social media use by health institutions including government agencies such as US federal, state, and local health departments [3,28,131] and nongovernmental health organizations [62]. Social media use identified in Moorhead et al [12] mostly benefits individuals who are experiencing illness or with the need for health information, while the use of social media by government agencies may benefit the whole society, especially during disease outbreaks. These articles also mentioned the limitations of government agencies using social media for health purposes such as lack of conversation with the public [131] and a disconnect between the health-related content generated by government agencies on social media and the actual health conditions that affect the population [2].

Second, studies in recent years have started to pay attention to social media use by health professionals and researchers to advance their practices and research. Social media is not only a communication channel that facilitates their conversation with patients [85] but also a tool for professional development [132] and health-related research [75]. Social media can provide opportunities for professional development from job searches to learning about trending research findings [77,80]. In addition, although studies have long been using social media for recruitment as a research tool, research efforts have been made to investigate the effectiveness of using social media for recruitment in recent years (ie, 2019-2020) and found social media promising as a recruitment tool [75].

Third, studies in recent years have found that social media can be used for social mobilization. Social media provides new opportunities for nongovernmental organizations to build community, mobilize resources, and extend discourse about sensitive issues beyond mainstream media coverage [47]. Although social mobilization was often initiated by nonprofit health organizations, people with health concerns can form a community and collectively use social media to raise awareness of a disease or minority population. For example, patients with brain injuries can use social media to increase awareness of brain injury in society [133]. Social media was also used by LGBTQIA+ youth in the United States to increase the visibility of that population’s voice and promote civic engagement on public issues related to the population [121].

Last, as social media incorporates more functions such as sending reminders, registering for events, and linking payment methods, social media becomes useful in facilitating offline health-related services and events such as making appointments and providing visiting guides [90]. In this sense, social media not only serves as a communication tool but also a tool for medical service and administration. However, this emerging usage may not be applicable to all social media platforms, as different platforms may incorporate functions not suitable for administrative uses. Moreover, this usage poses challenges to health organizations as they need to concern about the privacy issue and the need of additional workforces to manage their social media accounts [90].
Research Gaps in Social Media Uses for Health Purposes

There are several gaps existing in this research on using social media for health purposes. First, future studies should explore and test strategies to motivate engagement based on evidence of audience segmentation. There have been research efforts devoted to examining the audience segments on social media based on network characteristics in a health campaign [58], the extent to which users produce and consume health-related user-generated content [134], and users’ motivation for participating in an online community [135]. Although these studies on audience segmentation provide implications on strategies to engage different types of audiences, we need more studies to formally test the effectiveness of strategies derived from audience segmentation research.

In addition, future research should develop a dynamic audience segment–detecting tool that can monitor audience characteristics and integrate these characteristics to predict audience segments on social media. Multiple factors may collaboratively determine audience types such as offline support [134], sentiment about the health issue [58], illness stage, need for support [135], and availability of spare time [136]. Some of these factors may change over time resulting in a transitioning of audience types [135]. As a result, changes in social media users’ health status and social environments may lead to changes in their engagement pattern on social media. By predicting the change in user engagement patterns, practitioners can develop tailored engagement strategies for different types of social media users and adapt the strategies according to individual changes as an intervention goes on.

Second, more studies are needed exploring the relative impact of different applications of social media in health interventions on health outcomes, a research gap identified by Moorhead et al [12] that remains unresolved. Although the general impact of integrating social media in health interventions on promoting health knowledge and behavior is promising, it is unclear if different uses of social media in health interventions have different impacts. Social media can be integrated into an intervention in multiple ways and used for peer discussion with or without discussion leaders [137], conversations between participants and health professionals [138], delivering real-time and adaptive intervention messages [139] or regular intervention messages [45], delivering information in texts or more attractive formats such as video and infographics [138], intervention monitors to acknowledge achievements in participant health behavior changes [51], or participants to share their achievements with each other [127], etc. Using social media in these different manners may result in different effects on participant health behaviors and outcomes. For example, Garrett et al [140] found that participants in the intervention group (ie, a Facebook group with peer leaders) acquired more knowledge about sexual health services and felt more comfortable with connecting with peers than those in the control group (ie, a Facebook group without peer leaders). Experimental studies and meta-analyses may be helpful to examine if and how using social media in an intervention in different ways affect health behavior change differently.

Third, social media enables users with similar health issues to develop health-related identities in a community. However, under which conditions identity building leads to positive or negative health behaviors and health outcomes is unclear [141]. Although developing identities may foster mutual support and decrease a sense of isolation [116], building an identity with a certain patient group can reinforce negative health behaviors such as disordered eating behaviors [142], and being part of a healthy community may pose pressures for users to consistently present an optimal identity as a healthy role model under persistent self- and community surveillance [128]. Researchers should explore approaches to using the identity-building function of social media to improve health outcomes and avoid negative impacts.

Last, privacy concerns were raised in articles on using social media for various health purposes including disease surveillance [21], health interventions [60], participation in online communities [143], and professionals communicating with colleagues and patients [76]. Researchers have consistently called for efforts to address privacy concerns related to using social media for health purposes [12, 61, 144]. Indeed, research effort has been made such as developing models to filter patients and caregivers and match them with trusted peer patients and caregivers in a privacy-preserving way [85] and developing social media privacy guide for health professionals [145]. However, gaps still exist in research and practice such as lacking an official guideline about privacy issues related to using social media in health research recruitment [73, 146], lacking an approach to guarantee online informed consent [140], and researchers and potential participants lacking the awareness of the privacy risks of social media research recruitment [146]. Future studies should explore research methods and form practice guidelines that can address privacy issues associated with using social media for health research, intervention, and patient–doctor interaction.

Limitations

The review has several limitations. First, the review does not include conference papers, dissertations, and grey literature. However, given the large number of peer-reviewed journal articles included in the review and overlaps on social media uses identified in the articles, we expect that there will not be many other social media uses left unidentified by the review.

Second, we only searched keywords in abstracts instead of full texts. This may render the review missing articles that mentioned social media uses for health purposes only in the main text and not in the abstract. Indeed, some articles were not included in this review but were included in previous reviews; all articles included in this study were published between 2016 and 2020, while the previous review conducted by Moorhead and colleagues [12] included articles published before 2013. However, although the scope of this review may be limited due to the restrictive search strategy, the uses identified in the review cover most social media uses found by Moorhead and colleagues [12], meaning this study provides a comprehensive overview of the social media uses identified in existing literature. In addition, this review contributes to the literature by identifying social media uses for health purposes emerging after 2013.
Conclusions
This review summarized 10 social media uses for health purposes identified in previous literature and categorized the social media uses in terms of user types. Public health practitioners and organizations may use the summary as a starting point to explore applying social media in their daily practice. In addition, the review contributes to the literature by identifying research gaps in social media use for health purposes, providing guidance for future research in this area.
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Abstract

Background: Digital health interventions are increasingly being used as a supplement or replacement for face-to-face services as a part of predictive prevention. They may be offered to those who are at high risk of cardiovascular disease and need to improve their diet, increase physical activity, stop smoking, or reduce alcohol consumption. Despite the popularity of these interventions, there is no overall summary and comparison of the effectiveness of different modes of delivery of a digital intervention to inform policy.

Objective: This review aims to summarize the effectiveness of digital interventions in improving behavioral and health outcomes related to physical activity, smoking, alcohol consumption, or diet in nonclinical adult populations and to identify the effectiveness of different modes of delivery of digital interventions.

Methods: We reviewed articles published in the English language between January 1, 2009, and February 25, 2019, that presented a systematic review with a narrative synthesis or meta-analysis of any study design examining digital intervention effectiveness; data related to adults (≥18 years) in high-income countries; and data on behavioral or health outcomes related to diet, physical activity, smoking, or alcohol, alone or in any combination. Any time frame or comparator was considered eligible. We searched MEDLINE, Embase, PsycINFO, Cochrane Reviews, and gray literature. The AMSTAR-2 tool was used to assess review confidence ratings.

Results: We found 92 reviews from the academic literature (47 with meta-analyses) and 2 gray literature items (1 with a meta-analysis). Digital interventions were typically more effective than no intervention, but the effect sizes were small. Evidence on the effectiveness of digital interventions compared with face-to-face interventions was mixed. Most trials reported that intent-to-treat analysis and attrition rates were often high. Studies with long follow-up periods were scarce. However, we found that digital interventions may be effective for up to 6 months after the end of the intervention but that the effects dissipated by 12 months. There were small positive effects of digital interventions on smoking cessation and alcohol reduction; possible effectiveness in combined diet and physical activity interventions; no effectiveness for interventions targeting physical activity alone, except for when interventions were delivered by mobile phone, which had medium-sized effects; and no effectiveness observed for interventions targeting diet alone. Mobile interventions were particularly effective. Internet-based interventions were generally effective.
Conclusions: Digital interventions have small positive effects on smoking, alcohol consumption, and in interventions that target a combination of diet and physical activity. Small effects may have been due to the low efficacy of treatment or due to nonadherence. In addition, our ability to make inferences from the literature we reviewed was limited as those interventions were heterogeneous, many reviews had critically low AMSTAR-2 ratings, analysis was typically intent-to-treat, and follow-up times were relatively short.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019126074; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=126074.

(J Med Int Netw Res 2021;23(5):e19688) doi:10.2196/19688
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Introduction

Background

The National Health Service (NHS) Long Term Plan sets out the UK government’s vision for preventing health problems and supporting the self-management of conditions [1]. A major target is cardiovascular disease (CVD), which causes 28% of all deaths in the United Kingdom and is the largest cause of premature death in deprived areas [2,3]. England’s primary large-scale intervention for CVD prevention is the NHS Health Check program [1,2], which was introduced in 2009 [4]. It is one of the largest public health prevention programs in the world, with over 6 million people in England having a check between 2013 and 2018 [5]. The NHS Health Check is a CVD risk assessment, which should be offered every 5 years to all adults aged between 40 and 74 years with no pre-existing vascular condition. As a result, people with previously undiagnosed conditions can be put on a clinical pathway and those who are at risk of developing a condition can be offered lifestyle support and advice to manage their risk. In particular, cardiovascular risk can be reduced by modifying 4 types of behavior: diet [6], physical activity [7], smoking [8], and alcohol consumption [9].

A key pillar of the Long Term Plan is predictive prevention—the use of technology and digital tools to identify health risks, make early diagnoses, and support positive health behaviors of those most at need through targeted treatments [3]. Predictive prevention, including the NHS Health Check, involves risk communication and behavior change. Evidence shows that risk communication alone does not lead to behavior change [10-13]. Therefore, we need to support behavior change. Digital tools are an increasingly important part of that landscape, and digital behavior change interventions may be offered to people after their NHS Health Check to manage their risk by helping them modify their diet, physical activity, smoking, or alcohol consumption.

Digital tools may be used either to supplement face-to-face services or to replace them. Replacement is particularly germane, since there is anecdotal evidence that face-to-face services are increasingly being defunded. In addition, services may need to shift from face-to-face to digital in response to the COVID-19 pandemic, which occurred after we had completed the review. Providers may hope that digital tools will offer a low-cost solution, with the potential to reach more people than traditional face-to-face services; however, the research base needs to be evaluated to see if there is sufficient evidence [14].

Aims and Objectives

The first step is to establish whether digital interventions are effective. We also need to know which modes of delivery are most effective in order to allocate resources to develop the most promising digital tools or to know where research is needed, if the evidence base is lacking. In this systematic review of reviews, we aim to summarize the evidence on the effectiveness of digital interventions in improving dietary, physical activity, smoking, and alcohol consumption behaviors in nonpatient adult populations in high-income countries.

Methods

Overview

The study protocol was registered with PROSPERO (registration number: CRD42019126074). All deviations from the protocol are explained in the Methods section. We followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines for reporting (see Multimedia Appendix 1 for the checklist) [15].

Data Sources

Relevant reviews were obtained through an internet-based search and a manual search. First, 4 internet-based databases (MEDLINE, Embase, PsycINFO, and Cochrane Reviews) were searched for peer-reviewed review articles published in English between January 1, 2009, and February 25, 2019. We limited our search dates, only starting in January 2009, to make our study manageable and also because we expected reviews published in the last decade to capture earlier papers. Publications were restricted to English due to the absence of translation expertise. Gray literature searches were conducted in OpenGrey, ProQuest Dissertations and Theses, Google, and targeted websites (see Multimedia Appendix 2 for search terms and the gray literature search strategy). More articles were identified by manual searches of the reference lists from excluded reviews of reviews. We did not search in study registries, as we were looking for systematic reviews. We did not conduct full hand searches or consult experts to ascertain the literature for pragmatic and logistical reasons.
Review Selection
The reviews were screened using a three-stage process. A total of 2 reviewers (NG and AY) examined titles and discarded reviews that did not meet the inclusion criteria (Textbox 1). Each reviewer then independently screened the abstracts of 10% of the remaining reviews to identify studies that potentially met the inclusion criteria. Interreviewer agreement on inclusion was also assessed. Reviewers disagreed on 11 of 41 decisions. All disagreements were resolved through discussion. AY screened all the remaining abstracts. The relevant review articles were then obtained in full and screened independently for eligibility by NG and AY. Any disagreement over eligibility was resolved through discussion with a third reviewer (TC or BR).

Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Study type: systematic reviews (whose reporting of the evidence could be either by narrative synthesis or by meta-analysis) that reported on the effectiveness of digital interventions in changing health-related behavior and/or health outcomes. We did not restrict by study design of the included studies within the systematic reviews.</td>
</tr>
<tr>
<td>2. Population: this included adult nonclinical populations. We aimed to assess the effectiveness of digital interventions in relation to CVD prevention relevant to the NHS Health Check program, which is offered to adults aged between 40 and 74 years (England, United Kingdom). Where populations were mixed, we included the review if the population of interest could be isolated. Where impossible to isolate the population of interest, reviews were included if ≥50% of the studies were of relevant populations.</td>
</tr>
<tr>
<td>3. Intervention: we included digital interventions targeting behaviors related to diet, physical activity, smoking, and/or alcohol consumption. Digital interventions include interventions delivered over the internet (web-based or websites), mobile telephone interventions (including texts and mobile apps), social media, computer-delivered interventions, and wearable technology. Interventions incorporating both digital and face-to-face components were also included.</td>
</tr>
<tr>
<td>4. Comparator: there were no restrictions. We extracted information about the comparators where available, allowing us to review effectiveness compared with both nondigital interventions and nonintervention controls.</td>
</tr>
<tr>
<td>5. Outcome: this included behavioral or health outcomes related to diet, physical activity, alcohol consumption, and smoking. Reviews that considered these areas of behavior, either individually or in combination, were included.</td>
</tr>
<tr>
<td>6. Time frame for follow-up: any time frame.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Study type: reviews of reviews, conference abstracts, protocols, opinion pieces, and commentaries. We excluded reviews of reviews because we expected that most of the reviews gathered in a review of reviews would already be included in our study. Therefore, including reviews of reviews would have led to double counting of some information.</td>
</tr>
<tr>
<td>2. Population: reviews that only considered any of the following in ≥50% of included studies: children and adolescents, students, adults aged &lt;40 years, pregnant women, management of existing CVD or other health conditions, and low- to middle-income countries. These criteria were selected to protect the ecological validity of this review, as relevant to the NHS Health Check.</td>
</tr>
<tr>
<td>3. Intervention: reviews of nondigital interventions. We did not consider television, radio, or telephone calls to be digital, as they are not often used in digital interventions for public health.</td>
</tr>
<tr>
<td>4. Comparator: no exclusion criteria.</td>
</tr>
<tr>
<td>5. Outcome: feasibility, acceptability, participation, and engagement only.</td>
</tr>
<tr>
<td>6. Superseded: this included reviews updated by subsequent reviews that included all the same studies as the original.</td>
</tr>
</tbody>
</table>

Study Quality Assessment
Review confidence was critically appraised independently by 2 reviewers (NG and AY) for a 10% subsample of the included publications, using the AMSTAR-2 tool [16]. The findings were discussed to check for consistency. The remaining articles were divided and assessed by NG or AY. Any uncertainty was resolved through discussion with a third reviewer (BR).

Data Extraction
Data were extracted using a standardized form (Multimedia Appendix 3). We extracted data on the following predefined review components: objective, population, inclusion and exclusion criteria, search date, included studies (number, type, and countries), follow-up, method of synthesis, results and findings, and comparator. A total of 2 reviewers (NG and AY) extracted the data independently for 10% of the publications. Discrepancies were resolved through discussion. The remaining publications were divided among both reviewers. During data extraction, we also noted information about the control condition and any information on a comparison of effectiveness of no-intervention versus active controls. Data on adherence and attrition were also recorded, where available. The data extraction form has been presented in Multimedia Appendix 3.

Analysis
We conducted a systematic narrative synthesis using extracted data from included articles. No statistical analyses were conducted and meta-analysis was not possible with the included articles. We have presented results in the following categories: diet, physical activity, diet and physical activity combined, smoking, alcohol consumption, and multiple areas of behavior (all combinations other than diet and physical activity). Where there were enough reviews, we grouped by mode of delivery,
especially internet (including email and interventions that require accessing a website) and mobile phone (including apps and SMS text messaging interventions); social media was categorized separately from internet, mainly because there are enough papers to make the subdivision worthwhile but also because the social aspect may differentiate social media interventions from other forms of internet interventions, so that it is appropriately considered a subclass [17]. When reporting effect sizes, for Cohen $d$, Hedges $g$, and other measures of standardized mean difference (SMD), we followed the convention that 0.2 is a small effect size, 0.5 is a medium effect size, and 0.8 is a large effect size [18]. For risk ratios (RRs), we classified 1.22 as small, 1.86 as medium, and 3.00 as large; for odds ratios (ORs), these were 1.32, 2.38, and 4.70, respectively [19].

**Results**

**Overview**

Searches identified 1739 potentially relevant records. After screening the titles and abstracts, 154 articles were retrieved in full. An additional 36 articles were identified through hand searches and gray literature searches. In total, 94 reviews met the inclusion criteria (Figure 1). A list of reviews excluded after full-text screening is provided in Multimedia Appendix 4. We were unable to retrieve one gray literature item by May 13, 2019, and it was therefore excluded.

**Review Characteristics**

The included reviews examined the effectiveness of digital interventions on diet only [20-23], physical activity only [24-46], diet and physical activity combined [47-76] (for some it was possible to extract separate results about diet and physical activity behaviors, whereas some reported more general results on weight loss outcomes), alcohol consumption [77-82], and smoking cessation [83-98]. A further 15 reviews examined the effectiveness of digital interventions on a combination of our 4 target areas of behavior (not diet and physical activity; again, sometimes it was possible to extract separate information for each target area but other times, the results were only reported in combination) [99-113]. Some reviews covered a number of areas of behavior because their research questions focused on a health outcome (eg, CVD) or a mode of intervention delivery (eg, internet interventions) rather than a behavior. Where extracting information on an area of behavior from a combination review was possible, we included the relevant data in the results for that area. For a breakdown of the reviews, with the number found in each area, for each mode of intervention and type of control see Multimedia Appendix 5.

The populations reviewed were general (nonclinical) adult populations. However, the diet and physical activity reviews were often restricted to populations of individuals with overweight or obesity. The alcohol reviews were often restricted to problem drinkers, defined with reference to local guidelines [77,79,80], questionnaire scores [81], or reduced productivity at work [78]. There was a range of modes of delivery, including mobile app, SMS text messaging, social media, pedometer, wearable, and interactive computer program. The reviews included both active and nonactive or minimal intervention controls, many pooling both types, but where possible, we tried to extract separate information about effectiveness of active compared with nonactive controls. We regarded the provision of educational materials as a nonactive or minimal control. More reviews included behavioral outcomes (such as fat consumption, fruit and vegetable consumption, physical activity, alcohol consumption, smoking cessation, and smoking abstinence) than health outcomes (such as weight loss, BMI, and waist.

---

Figure 1. PRISMA flowchart. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.
circumference). Multimedia Appendix 6 provides the key characteristics of all included studies.

**Review Confidence Ratings**

The confidence rating of each review is presented in the study characteristics table in Multimedia Appendix 6, and a summary of confidence ratings is provided in Table 1; 84% (79/93) of reviews were rated as critically low. During the completion of the AMSTAR-2 tool, reviewers noted that most reviews failed to satisfy items 4 (including and justifying a publication language inclusion criterion) and 7 (providing a list of excluded reviews and justifications). Both items are considered critical for systematic reviews but not for meta-analyses. A modified rating was produced alongside the original AMSTAR-2 rating, which did not classify either of these flaws as critical, to see whether a variation among reviews would be revealed. However, little change was observed, with only 5 reviews moving from a rating of critically low to low.

**Table 1.** Risk of bias: a summary of AMSTAR-2 confidence ratings.

<table>
<thead>
<tr>
<th>Category</th>
<th>Confidence rating (modified rating)</th>
<th>High</th>
<th>Moderate</th>
<th>Low</th>
<th>Critically low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>3 (3)</td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>0 (1)</td>
<td>20 (19)</td>
<td></td>
</tr>
<tr>
<td>Diet and physical activity</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>1 (3)</td>
<td>28 (26)</td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>4 (4)</td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>4 (4)</td>
<td>10 (10)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>2 (4)</td>
<td>14 (12)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0 (0)</td>
<td>5 (5)</td>
<td>9 (14)</td>
<td>79 (74)</td>
<td></td>
</tr>
</tbody>
</table>

**Effectiveness of Interventions**

Table 2 summarizes the effectiveness of the different types of interventions.
Table 2. Summary of the effectiveness of different types of interventions.

<table>
<thead>
<tr>
<th>Behavioral categories</th>
<th>Findings</th>
<th>Diet</th>
<th>Physical activity</th>
<th>Diet and physical Activity</th>
<th>Smoking</th>
<th>Alcohol</th>
<th>Other combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of reviews</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>20 reviews, of which 4 were diet-only</td>
<td>45 reviews, of which 22 were physical activity-only</td>
<td>35 reviews, of which 29 were on weight loss, specifically combining diet and physical activity, and 3 where results on weight loss were extractable from other combinations</td>
<td>28 reviews, of which 16 were smoking-only</td>
<td>13 reviews, of which 6 were alcohol-only</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other combinations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effectiveness compared with mixed (active and non-active) controls</td>
<td>Small effect of internet interventions on pooled behaviors but heterogeneous outcome measures and effect sizes</td>
<td>Mixed evidence for the effect of internet interventions on physical activity; where there were effects, they were small and there was heterogeneity between studies</td>
<td>Positive effects of internet interventions for weight loss and BMI, especially when part of blended interventions</td>
<td>Small positive effects for internet, mobile, and computer-delivered interventions. Mixed evidence about interventions from reviews that covered multiple types of digital technologies</td>
<td>Small and medium positive effects</td>
<td>Small positive effects on behavior and on health outcomes for internet, computer-delivered, SMS text messaging, and prompts delivered by all methods; however, results were not favorable for apps</td>
<td></td>
</tr>
<tr>
<td>Small effects of mobile phone interventions on behavior, but no effects on weight loss</td>
<td>Mixed effects of social media, with meta-analyses not finding significant effects</td>
<td>Better evidence for effects of mobile phone interventions, with most studies in narrative reviews showing effectiveness, with effect sizes for SMS text messaging interventions ranging from small to medium</td>
<td>Mixed evidence for the effect of exergaming</td>
<td>Mixed evidence for the effect of exergaming</td>
<td>Mixed evidence on computer-delivered interventions (2 reviews); the meta-analysis found small effects</td>
<td>There was favorable evidence from reviews assessing a variety or a combination of interventions</td>
<td></td>
</tr>
<tr>
<td>Mixed effects of social media but no effects on weight loss</td>
<td>Mixed evidence for effects of mobile phone interventions, with most studies in narrative reviews showing effectiveness, with effect sizes for SMS text messaging interventions ranging from small to medium</td>
<td>Better evidence for effects of mobile phone interventions, with most studies in narrative reviews showing effectiveness, with effect sizes for SMS text messaging interventions ranging from small to medium</td>
<td>Mixed evidence for the effect of exergaming</td>
<td>Mixed evidence for the effect of exergaming</td>
<td>Mixed evidence on computer-delivered interventions (2 reviews); the meta-analysis found small effects</td>
<td>There was favorable evidence from reviews assessing a variety or a combination of interventions</td>
<td></td>
</tr>
</tbody>
</table>
### Findings

<table>
<thead>
<tr>
<th>Behavioral categories</th>
<th>Diet</th>
<th>Physical activity</th>
<th>Diet and physical Activity</th>
<th>Smoking</th>
<th>Alcohol</th>
<th>Other combinations</th>
</tr>
</thead>
</table>
| **Comparison to no or minimal intervention** | Little evidence available and it was mixed:  
- One meta-analysis of voice-response interventions found no effect  
- One meta-analysis of computer-tailored interventions found a small effect | Mixed results:  
- Mixed results for internet and mobile interventions  
- One review of social media interventions, finding increased in steps taken but not energy expenditure, total physical activity, or moderate-to-vigorous physical activity  
- Small positive effect of interactive voice response and computer-delivered interventions | More effective than minimal controls for internet and computer-based interventions, but effect sizes were small | Small positive effects for internet-based interventions and for digital interventions not broken down by mode of delivery), mobile interventions more effective than completely passive controls and as effective as minimal controls | Effective compared with no-intervention controls | Effective compared with no-intervention controls, with small effects for internet and medium effects for SMS text messaging interventions |
| **Comparison with active controls** | Mixed; in narrative syntheses (of internet, mobile, and combinations of interventions), less than 50% of studies in each review found significant improvements | Increase in physical activity for internet-based interventions  
- Mixed results for mobile interventions  
- Promising results about wearables | Internet-based interventions not more effective than active controls, unless as a part of blended interventions  
- Computer-delivered interventions led to less weight loss than in-person treatment | No evidence that digital interventions are any more effective than active controls; mixed evidence about whether active controls are more effective than digital | No evidence that digital interventions are any more effective than active controls | Very small effects for internet and small effects for computer-delivered and SMS text messaging interventions |
| **Sustainability** | Relatively few studies with follow-ups  
- Digital interventions were largely effective over a 3- to 6-month period  
- Evidence was more mixed in the long term (>12 months) | Relatively few studies with follow-ups  
- Some evidence for sustainability of internet and combinations of digital interventions at 6-month follow-up  
- Some evidence that the effect of mobile interventions is short lived | Few studies, but those found that effectiveness declined over time | Mixed results about whether the effect was sustained. No follow-ups exceeded 12 months. Evidence suggests effects have diminished by this point | | Mixed evidence on when the effect size peaks (short or medium term); effects decrease but still exist at 12 months |
## Diet

### Review Characteristics

A total of 20 reviews reported findings on diet behaviors or a weight loss outcome that resulted from an intervention that only targeted diet. The breakdown of their characteristics is shown in Table S1.

<table>
<thead>
<tr>
<th>Findings</th>
<th>Behavioral categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet</td>
<td>Physical activity</td>
</tr>
<tr>
<td></td>
<td>Diet and physical Activity</td>
</tr>
<tr>
<td>Smoking</td>
<td>Alcohol</td>
</tr>
<tr>
<td>Other combinations</td>
<td></td>
</tr>
</tbody>
</table>

Mixed evidence:

- Effects of internet-based interventions sustained up to 6 months, but there is disagreement about whether effects are maintained at the 12-month follow-up
- Mixed evidence on the sustainability of mobile interventions
- No evidence of sustainability of computer-delivered interventions
- Reviews that surveyed a range of digital interventions without differentiating by mode of delivery found sustained effects, even at the 18-month follow-up

### Effectiveness of Digital Interventions on Diet Compared With Mixed (Active and Nonactive) Controls for Diet Behaviors

The effectiveness of digital interventions in improving results related to diet was at best mixed, for both behavioral and health outcomes (Table 3); where improvements were reported, the effect sizes were typically small. This was the case across all modes of delivery.

https://www.jmir.org/2021/5/e19688
Table 3. Results of reviews on diet, ordered by type of control and mode of delivery of intervention.

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Dietary outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afshin et al (2016) [99]</td>
<td>20 (224)</td>
<td>Narrative synthesis of RCTs and quasiexperimental studies</td>
<td>Internet and mobile</td>
<td>Various dietary behaviors, fruit and veg intake</td>
<td>1 week-2 years</td>
<td>70% (14/20) studies found significant dietary improvements. Effect sizes varied due to heterogeneity in dietary targets. The intake of fruit increased by approximately 1 serving/day. Two RCTs assessed mobile-based interventions and fruit or vegetable intake; each found significant improvement (by 2 and 4 servings/day)</td>
<td>Critically low</td>
</tr>
<tr>
<td>Aneni et al (2014) [100]</td>
<td>9 (29)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Dietary intake</td>
<td>6-24 months</td>
<td>44% (4/9) high-quality studies demonstrated improvements in diet</td>
<td>Critically low</td>
</tr>
<tr>
<td>Hou et al (2013) [108]</td>
<td>7 (38)</td>
<td>Narrative synthesis of studies with comparison or control groups</td>
<td>Internet</td>
<td>Dietary intake and fruit and vegetable intake</td>
<td>Not reported</td>
<td>All the studies examining nutrition alone and nutrition and other factors in addition to PA reported increases in healthy dietary behaviors in the intervention groups. Interventions showed promising effects at 12 months for reductions in body fat, weight, and dietary fat intake</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lustria et al (2013) [110]</td>
<td>10 (40)</td>
<td>Meta-analysis of experimental and quasiexperimental studies</td>
<td>Internet-tailored interventions</td>
<td>Fruit and vegetable intake and saturated fat intake</td>
<td>6 weeks-6 months</td>
<td>Small effect sizes, Cohen $d=0.223$ (k=4; 95% CI 0.11 to 0.33; $P&lt;.001$)</td>
<td>Critically low</td>
</tr>
<tr>
<td>Maon et al (2012) [63]</td>
<td>8 (26)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Fruit and vegetable consumption</td>
<td>6 weeks-2 years</td>
<td>50% (4/8) studies investigating healthy eating habits reported positive changes such as increased fruit or vegetable consumption</td>
<td>Critically low</td>
</tr>
<tr>
<td>Webb et al (2010) [113]</td>
<td>10 (85)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Dietary behavior</td>
<td>Not reported</td>
<td>Small effect sizes on behavior were observed for interventions that targeted only dietary behavior (Cohen $d_a=0.20$; k=10; 95% CI 0.02 to 0.37)</td>
<td>Critically low</td>
</tr>
<tr>
<td>DiFillipo et al (2015) [21]</td>
<td>3 (3)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>Weight loss</td>
<td>8 weeks-6 months</td>
<td>100% (3/3) of studies found a numerical tendency to weight loss compared with the control; only 33% (1/3) of studies was statistically significant; this study showed an increase in self-monitoring</td>
<td>Critically low</td>
</tr>
<tr>
<td>McCarroll et al (2017) [23]</td>
<td>21 (23)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>Healthy eating and weight loss (diet only)</td>
<td>1-24 months</td>
<td>Small positive effects of interventions on healthy eating (5/8, 63% of trials) and weight loss (5/13, 38% of trials), but studies were judged to be of poor quality</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Dietary outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Lyzwinski et al (2014) [60]</td>
<td>5 (14)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Fruit and veg intake, energy density</td>
<td>8 weeks-12 months</td>
<td>100% (3/3) of studies found an improvement in fruit and vegetable intake; 100% (2/2) studies found an improvement in energy density and eating behavior</td>
<td>Critically low</td>
</tr>
<tr>
<td>Palmer et al (2018) [111]</td>
<td>3 (71)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Saturated fat intake, BMI, salt intake, weight from diet-only interventions</td>
<td>Not reported</td>
<td>2 (100%) studies showed no effect of interventions on weight or dietary intake</td>
<td>Moderate</td>
</tr>
<tr>
<td>Elaheebocus et al (2018) [56]</td>
<td>20 (134)</td>
<td>Narrative synthesis of RCTs</td>
<td>Social media</td>
<td>Body weight</td>
<td>6-48 months</td>
<td>75% (15/20) of studies using web-based social networks had positive results for dietary outcomes</td>
<td>Critically low</td>
</tr>
<tr>
<td>Mita et al (2016) [65]</td>
<td>12 (16)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>Body weight and fruit and vegetable intake</td>
<td>Not reported</td>
<td>No significant differences (SMD$^c$ −0.14; 95% CI −0.28 to 0.01), with similar findings for body weight (SMD 0.07; 95% CI −0.17 to 0.20) and fruit and vegetable intake (SMD 0.39; 95% CI −0.11 to 0.89)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Williams et al (2012) [75]</td>
<td>5 (22)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>Body weight and dietary fat</td>
<td>3-24 months</td>
<td>No significant differences in changes in weight (SMD 0; 95% CI −0.19 to 0.19; 10 studies) however, pooled results from 5 studies showed a significant decrease in dietary fat consumption with social media (SMD −0.35; 95% CI −0.68 to −0.02)</td>
<td>Critically low</td>
</tr>
<tr>
<td>Wieland et al (2012) [74]</td>
<td>18 (18)</td>
<td>Meta-analysis of RCTs, quasi-RCTs, cluster RCTs, and quasi-experimental studies</td>
<td>Interactive, computer-based</td>
<td>Fat intake, calorie intake, total fiber, fruit and vegetable intake; weight, BMI, and waist circumference</td>
<td>4 weeks-30 months</td>
<td>Computer-based interventions led to greater weight loss than minimal interventions (MD$^d$ −1.5 kg; 95% CI −2.1 to −0.9) but less weight loss than in-person treatment (MD 2.1 kg; 95% CI 0.8 to 3.4; one trial); in the 3- to 6-month follow-up, there was a significant decrease in percentage calories from fat (MD −1.1%), and improved fiber intake (dietary fiber score MD 1.3); there was no significant effect on energy intake at 30 months</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Dietary outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>----------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Harris et al (2011) [22] (diet only)</td>
<td>25 (43)</td>
<td>Meta-analysis of RCTs</td>
<td>Interactive, computer based</td>
<td>Fat intake, fruit and vegetable consumption, fiber intake, and energy intake</td>
<td>0-12 months</td>
<td>Interventions did not produce clinically significant changes in dietary behavior: fruit and vegetable intake had a weighted MD of 0.24 servings per day (95% CI 0.04 to 0.44 servings; ( P=0.02 )), total energy consumed from fat had a weighted MD of (-1.4%) (95% CI (-2.5%) to (-0.3%); ( P=0.01 )); there were no significant weighted MDs in intake of total fat, saturated fat, daily dietary fiber, or daily energy; there were no significant effects on fruit and vegetable consumption and BMI at 12 months</td>
<td>Low</td>
</tr>
<tr>
<td>Carvalho de Menzes et al (2016) [53]</td>
<td>15 (18)</td>
<td>Narrative synthesis of all designs</td>
<td>Various</td>
<td>Fat consumption and fruit and vegetable consumption</td>
<td>1-36 months</td>
<td>Among the changes in eating habits, statistically significant reductions were observed in the consumption of fat (total fat, saturated fat, and transfat), and there was an increase in the ingestion of fruit and vegetables</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

### Nonactive controls

| Krebs et al (2010) [109]                      | 51 (76)                             | Meta-analysis of RCTs | Computer-tailored                      | Dietary intake of fat, vegetables, and fruits                                   | 1-24 months | The mean effect size for dietary fat reduction was \( g=0.22 \) (95% CI 0.18 to 0.26); mean effect size for fruit and vegetable intake was \( g=0.16 \) (95% CI 0.10 to 0.21). |
| Tsoli et al (2018) [73]                      | 2 (15)                              | Meta-analysis of RCTs | Interactive voice response             | Diet                                                                             | 6 weeks-12 months | No statistically significant effect on behaviors related to diet (Hedges \( g=0.130; 95\% CI =0.088 to 0.347; k=2; P=.24) |

### Active controls

| Burke et al (2011) [20] (diet only)          | 5 (24)                              | Narrative synthesis of RCTs and descriptive studies | Personal digital assistants          | Weight loss (diet only)                                                         | 3-24 months | In all studies, self-monitoring was significantly associated with weight loss, but there was minimal evidence to support the use of personal digital assistants over other methods of self-monitoring; they may result in long-term reduced risk of weight regain after 18 months | Critically low   |
Of the 6 reviews covering internet interventions, 2 meta-analyses found small, favorable effects of internet interventions on dietary behavior, Cohen $d=0.223$ [110] and Cohen $d+=0.20$ [113]. A total of 4 narrative syntheses found mixed results with heterogeneous target outcomes [63,99,100,108]. The most common dietary target across the studies was fruit intake, which increased by approximately 1 serving per day [99].

Across 6 reviews of mobile interventions, there was some evidence of positive effects on dietary behaviors, especially fruit and vegetable intake, but no statistically significant effects on weight loss [21,23,60,99,104,111]. One of these reviews [99] reported a previous systematic review (not covered in this paper) that found no significant change in calorie intake or the consumption of sugar-sweetened beverages in 4 trials evaluating diet.

A total of 3 social media reviews had mixed findings on dietary outcomes, such as fruit and vegetable intake and fat intake, but the 2 reviews with meta-analyses found no differences in weight [65,75].

The effects of interactive computer interventions were equivocal and not clinically significant [22,74].

**Effect of Digital Interventions on Diet Compared With Nonactive Controls**

There was little evidence about the effectiveness of digital interventions on diet compared with no intervention or minimal intervention controls, and the available evidence was mixed (Table 3). One meta-analysis found small effects on fruit and vegetable intake ($g=0.16$) and dietary fat reduction ($g=0.22$) [109], but another meta-analysis found no statistically significant effects on dietary behaviors [73].

**Effect of Digital Interventions on Diet Compared With Active Controls**

The relative effectiveness of digital interventions on diet compared with active comparators was mixed, with approximately half of the studies or less in narrative syntheses, showing that digital interventions were effective compared with active controls (Table 3). This was true across all modes of delivery: internet [99], mobile [99,104], and combined interventions [99].

### Sustainability of Effects on Diet at Follow-Up

Reviews included studies that ranged from single-contact interventions to 5-year follow-ups (Table 3). Relatively few reviews reported on follow-ups; of those that did, about half reported follow-ups in the medium term (3-6 months) and half in the long term ($\geq 12$ months).

Where reported, digital interventions were generally found to be effective for over 3 to 6 months. Several reviews have found positive results at 6 months [20,21,74]. However, this finding is not universal [111].

Long-term findings were more mixed in the 5 reviews that investigated them. Two reviews suggested promising effects at 12 months [108] and 18 months [20]. However, 3 reviews found no significant effects at 12 months [22], 24 months [111], and 30 months [74].

### Physical Activity

#### Review Characteristics

We included the findings on physical activity–related outcomes from 45 systematic reviews. The breakdown of their characteristics is shown in Multimedia Appendix 6.

**Effectiveness of Digital Interventions on Physical Activity Compared With Mixed (Active and Nonactive) Controls**

The effectiveness of digital interventions was mixed across all modes of delivery, apart from mobiles, for which the evidence was consistently positive (Table 4).
### Table 4. Results of reviews on physical activity, ordered by type of control and further ordered by mode of delivery of intervention.

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed controls (active and nonactive)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aalbers et al (2011) [47]</td>
<td>2 (10)</td>
<td>Narrative synthesis of randomized and nonrandomized pre-post controlled trials</td>
<td>Internet</td>
<td>Total PA and MV-PA</td>
<td>1.5-6.5 months</td>
<td>2 studies reported the effects of digital interventions, one was less effective on MVPA than a 1.5-6.5 months control and the other demonstrated a small positive effect on total PA (P=.001).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Aneni et al (2014) [100]</td>
<td>9 (29)</td>
<td>Narrative synthesis of RCTs³</td>
<td>Internet</td>
<td>PA measures</td>
<td>6-24 months</td>
<td>No improvement was seen in virtually all the studies with PA outcome, only 11% (1/9) of studies demonstrated a significant intervention effect on PA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Bottorf et al (2014) [26] (PA only)</td>
<td>8 (35)</td>
<td>Narrative synthesis of all study types</td>
<td>Internet</td>
<td>Changes in PA; step count; self-reported walking; BMI; waist circumference; weight</td>
<td>3-12 months</td>
<td>63% (5/8) of studies demonstrated that PA significantly increased in the internet-based interventions, 2 studies showed a nonsignificant difference, and one showed that the effects were indeterminable.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Davies et al (2012) [29] (PA only)</td>
<td>34 (34)</td>
<td>Meta-analysis of experimental design studies</td>
<td>Internet</td>
<td>PA</td>
<td>2-52 weeks</td>
<td>The estimated overall mean effect of internet-delivered interventions on PA was Cohen d=0.14 (&lt;.001). Homogeneity tests from the fixed-effect analysis revealed significant heterogeneity across studies (Q=73.75; P&lt;.001). The overall mean effect for sustained PA at least 6 months postintervention (n=11) resulted in a small but significant effect size Cohen d=0.11 (&lt;.01).</td>
<td>Critically low</td>
</tr>
<tr>
<td>George et al (2012) [33] (PA only)</td>
<td>2 (14)</td>
<td>Narrative synthesis of all study types</td>
<td>Internet</td>
<td>Step count; health status; BMI; weekly PA</td>
<td>2-8 months</td>
<td>Increase in PA in 100% (2/2) of online interventions where participants were in competitive teams, including one that showed an increase in step count. Poor quality evidence.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Hou et al (2013) [108]</td>
<td>7 (38)</td>
<td>Narrative synthesis of trials with comparison or control group</td>
<td>Internet</td>
<td>Level of physical activity</td>
<td>0-12 months</td>
<td>86% (67) of interventions were successful in the studies focusing primarily on PA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Jahangiry et al (2017) [35] (PA only)</td>
<td>21 (22)</td>
<td>Meta-analysis of controlled trials</td>
<td>Internet</td>
<td>MVPA; walking; step count (pedometer)</td>
<td>1-20 weeks</td>
<td>36% (5/14) of trials reporting MVPA, 50% (3/6) of trials reporting step count, and 29% (4/14) of studies reporting minutes walking showed significant increases. The interventions were influenced by the age of participants and trial length.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lustria et al (2013) [110]</td>
<td>12 (40)</td>
<td>Meta-analysis of experimental and quasieperimental studies</td>
<td>Internet</td>
<td>Levels of PA</td>
<td>4 weeks-24 months</td>
<td>The sample size–weighted mean effect size for studies on PA was not significant Cohen d=0.059 (k=12; 95% CI –0.02 to 0.14).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Maon et al (2012) [63]</td>
<td>13 (26)</td>
<td>Meta-analysis and narrative synthesis of RCTs</td>
<td>Internet</td>
<td>PA levels, sedentary behavior, and MV-PA</td>
<td>6 weeks-2 years</td>
<td>54% (7/13) of studies showed statistically significant effects on PA levels, such as increased walking or decreased sedentary behavior. However, a meta-analysis on 4 studies with extractable data for the outcome of moderate-to-vigorous weekly PA found a not statistically significant improvement: SMD $d = 0.15$ (95% CI 20.06 to 0.35; $P = .16$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Webb et al (2010) [113]</td>
<td>20 (85)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Level of PA</td>
<td>3-12 months</td>
<td>Small effects on behavior were observed for interventions that targeted only PA (Cohen $d = 0.24$; $k = 20$; 95% CI 0.09 to 0.38).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Buchholz et al (2013) [27] (PA only)</td>
<td>10 (10)</td>
<td>Narrative synthesis of RCTs, quasi-experimental and, single groups</td>
<td>Mobile (SMS text messaging)</td>
<td>Self-reported frequency or pedometer-reported steps and level of PA</td>
<td>3-52 weeks</td>
<td>Effect sizes across all studies were positive; the median effect size was 0.5 (medium) but heterogeneous. Sample sizes were small.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Elavsky (2018) [31] (PA only)</td>
<td>50 (52)</td>
<td>Narrative synthesis of RCTs and pre-post studies</td>
<td>Mobile</td>
<td>PA and sedentary behavior</td>
<td>&lt;3 months</td>
<td>59% (17/29) of RCTs and 62% (13/21) of pre-post studies supported the effectiveness of mobile interventions to improve PA, and 9 (5 of 10 RCTs and all 4 pre-post) of 14 (64%) studies reduced sedentary behavior.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lyzwinksi et al (2014) [60]</td>
<td>9 (14)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Levels of PA</td>
<td>8 weeks-12 months</td>
<td>Trials mostly found that PA levels increased in the intervention groups relative to the control groups.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Maher et al (2014) [61]</td>
<td>4 (10)</td>
<td>Narrative synthesis of studies with comparator group (control or within-subject)</td>
<td>Mobile</td>
<td>Levels of PA</td>
<td>8 weeks-24 months</td>
<td>25% (1/4) of studies demonstrated a significant change in PA Cohen $d = 0.84$ (95% CI $-0.49$ to 1.19).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Muntaner et al (2015) [41] (PA only)</td>
<td>11 (11)</td>
<td>Narrative synthesis of all study types</td>
<td>Mobile</td>
<td>PA; exercise</td>
<td>2-24 weeks</td>
<td>55% (6/11) of articles included in this review reported significant increases in PA levels.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>-----------------------------------------------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>O'Reilly et al (2013) [42]</td>
<td>12 (22)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>PA; sedentary behavior; BMI; blood lipids; blood pressure; QoL; adverse effects</td>
<td>Not reported</td>
<td>75% (9/12) of studies reported significant changes in PA or sedentary behavior.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Schoeppe et al (2016) [68]</td>
<td>10 (27)</td>
<td>Narrative synthesis of RCTs, randomized trials, controlled trials, and pre- and poststudies</td>
<td>Mobile</td>
<td>PA; sedentary behavior</td>
<td>1-24 weeks</td>
<td>59% (13/22) of studies reported significant improvements in levels of PA; 20% (1/5) of studies reported a significant change in sedentary behavior.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Elaheebocus et al (2018) [56]</td>
<td>25 (134)</td>
<td>Narrative synthesis of RCTs</td>
<td>Social media</td>
<td>Body weight</td>
<td>6-48 months</td>
<td>76% (19/25) of studies using online social networks had positive results.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Mita et al (2016) [65]</td>
<td>11 (16)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>PA; weight change</td>
<td>1-12 months</td>
<td>For PA, significant mean difference 0.07; 95% CI -0.25 to 0.38; k=11.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Williams et al (2012) [75]</td>
<td>12 (22)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>PA</td>
<td>3-24 months</td>
<td>Meta-analysis showed no significant differences in changes in PA (SMD 0.13; 95% CI -0.04 to 0.30; k=12).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Willis et al (2017) [76]</td>
<td>3 (5)</td>
<td>Narrative synthesis of all study types</td>
<td>Social media</td>
<td>Total PA</td>
<td>8 weeks-6 months</td>
<td>Only one study reported significant changes in levels of PA, when the web-based social network intervention included an online support group.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Johnson (2017) [37]</td>
<td>10 (19)</td>
<td>Narrative synthesis of RCTs</td>
<td>Active gaming</td>
<td>Behavioral and cognitive outcomes</td>
<td>Not reported</td>
<td>Findings were largely positive for behavioral impacts, specifically the impact of gamification for PA: 80% (8/10) positive and 20% (2/10) mixed.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Peng et al (2012) [43]</td>
<td>4 (12)</td>
<td>Narrative synthesis of all study designs</td>
<td>Active gaming</td>
<td>Heart rate; energy expenditure; and oxygen uptake</td>
<td>6-12 weeks</td>
<td>Evidence does not support active video games as an effective tool to significantly increase PA or exercise attendance.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Street et al (2017) [46] (PA only)</td>
<td>9 (9)</td>
<td>Narrative synthesis of studies with comparison or control groups</td>
<td>Active gaming</td>
<td>PA; maximum oxygen uptake; power; blood pressure; body mass; body weight; body fat; BMI; balance; speed; and strength</td>
<td>6-12 weeks</td>
<td>Moderate-to-high exergaming participation was associated with statistically significant improvements in anthropometric outcomes but low participation was not associated with anthropometric changes. 38% (3/8) studies that investigated anthropometric outcomes, including BMI and body fat, found a statistically significant improvement; all 3 studies showed positive health outcomes associated with moderate-to-high participation in exergaming; 100% (3/3) of studies that reported on PA frequency reported higher frequency in the exergaming condition; however, a different 100% (3/3) of studies that reported on overall PA found no statistically significant increases.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Wieland et al (2012) [74]</td>
<td>4 (18)</td>
<td>Meta-analysis of RCTs, quasi-RCTs, cluster RCTs, and quasiexperimental studies</td>
<td>Computer-delivered</td>
<td>Steps per day and minutes walked continuously</td>
<td>4 weeks-30 months</td>
<td>No studies demonstrated statistically significant effects on PA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Afshin et al (2016) [99]</td>
<td>33 (224)</td>
<td>Narrative synthesis of RCTs and quasi-experimental studies</td>
<td>Various: internet and mobile</td>
<td>Level of PA</td>
<td>1 week-5 years</td>
<td>88% (29/33) of studies reported significant improvement in PA; 83% (5/6) of phone interventions were effective, including 66% (2/3) of SMS text messaging interventions, 100% (2/2) of apps, and 100% (1/1) of automated voice response.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Carvalho de Menzes et al (2016) [53]</td>
<td>13 (18)</td>
<td>Narrative synthesis of all study designs</td>
<td>Various: email, telephone, websites</td>
<td>Level of PA</td>
<td>1-36 months</td>
<td>Most studies demonstrated statistically significant improvements in the level of PA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Hakala et al (2017) [34] (PA only)</td>
<td>13 (23)</td>
<td>Meta-analysis of RCTs</td>
<td>Various: mobile, text messages, pedometers, wearables, email</td>
<td>PA: self-reported or using an accelerometer or pedometer</td>
<td>3 weeks-24 months</td>
<td>No differences were observed between the experimental and control groups (risk ratio 1.03; 95% CI 0.92 to 1.15; ( P = .57 )).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Muellmann et al (2018) [39] (PA only)</td>
<td>13 (20)</td>
<td>Narrative synthesis of experimental designs and quasi-experimental studies</td>
<td>SMS text messaging and internet</td>
<td>PA and number of steps per day</td>
<td>4 weeks-24 months</td>
<td>75% (3/4) of studies using mobile phones demonstrated significant differences in the level of PA or steps per day (mixed controls). In 100% (9/9) of studies, internet interventions significantly increased PA compared with nonactive controls.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Muller and Khoo (2014) [40] (PA only)</td>
<td>4 (16)</td>
<td>Narrative synthesis of RCTs and quasi-experimental studies</td>
<td>Various: internet and mobile</td>
<td>PA</td>
<td>1 week-18 months</td>
<td>75% (3/4) of studies reported significant improvements in PA; 25% (1/4) of studies reported nonsignificant decrease in PA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Stephenson et al (2017) [45] (PA only)</td>
<td>15 (17)</td>
<td>Meta-analysis of RCTs</td>
<td>Various: mobile messaging, mobile apps, website, wearable technology</td>
<td>Sedentary behavior</td>
<td>5 days-24 months</td>
<td>Interventions using computer and mobile and wearable technologies can be effective in reducing sedentary behavior. Effectiveness appeared most prominent in the short-term and lessened over time. Meta-analysis of 88% (15/17) of RCTs suggested that computer, mobile, and wearable technology tools resulted in a mean reduction of −41.28 min/day of sitting time (95% CI −60.99 to −21.58; $I^2=77%$). The pooled effects showed mean reductions at short (≤3 months), medium (&gt;3 to 6 months), and long-term (&gt;6 months) follow-up of −42.42 min/day, −37.23 min/day, and −1.65 min/day, respectively.</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

**Nonactive controls**

<p>| Jenkins et al (2009) [36] (PA only) | 5 (22) | Narrative synthesis of RCTs | Internet | PA | 0-24 months | Results were mixed; internet interventions can be effective, compared with control conditions, although poor compliance was an issue. 50% (2/4) studies reported an increase in PA compared with nonactive controls while 2 studies found no difference. | Critically low |
| Bock et al (2014) [24] (PA only) | 4 (50) | Narrative synthesis of RCTs and quasi-experimental studies | Internet or computer | Weekly PA, proportion of sufficiently active persons; step counts | 0 weeks-3 years | Interventions had a non-significant, positive effect on PA ($P=.88$). | Critically low |
| Krebs et al (2010) [109] | 25 (76) | Meta-analysis of RCTs | Computer-delivered | Minutes of PA | 1-18 months | The mean effect size was $g=0.16$ (95% CI 0.10 to 0.21). 80% (4/5) of studies assessing PA intervention effects reported PA increases, with mean PA increases ranging from 800 to 1104 steps/day. Studies were small with differences in baseline characteristics. | Low |
| Bort-Roig et al (2014) [25] (PA only) | 5 (26) | Narrative synthesis of comparative and pre-postdesign | Mobile | PA (steps); energy expenditure; body weight and body fat; blood pressure and cholesterol; QoL | 2 weeks-6 months | Not effective for MVPA outcomes, based only on adult studies SMD 0.14 (95% CI −0.10 to 0.37). For sedentary behavior outcomes, SMD −0.21 (95% CI −0.59 to 0.18). | Critically low |
| Direito et al (2017) [30] (PA only) | 17 (21) | Meta-analysis of RCTs | Mobile | PA, MVPA, walking and sedentary behavior | 1-52 weeks | Overall, there was insufficient evidence to assess the effectiveness of pedometer interventions in the workplace. 75% (3/4) of studies compared with a minimal control group, 33% (1/3) of studies observed an increase in PA under a pedometer program, but the other two did not find a significant difference. | Critically low |
| Freak-Poli et al (2013) [32] (PA only) | 4 (4) | Narrative synthesis of RCTs and cluster RCTs | Wearable technology | PA; sedentary behavior; BMI; blood lipids; blood pressure; QoL; adverse effects | 3-8 months | | Moderate |</p>
<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>An et al (2017) [49]</td>
<td>21 (22)</td>
<td>Meta-analysis of RCTs, pre-post studies, and cohort studies</td>
<td>Social media</td>
<td>PA, sedentary behavior</td>
<td>3-102 weeks</td>
<td>Interventions increased daily number of steps taken by 1530 (95% CI 82 to 2979). However, they were not associated with energy expenditure, total PA, or MVPA.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Tsoni et al (2018) [73]</td>
<td>3 (15)</td>
<td>Meta-analysis of RCTs</td>
<td>Interactive voice responses</td>
<td>PA</td>
<td>6 weeks-12 months</td>
<td>Interventions led to a small but statistically significant increase in PA (g=0.254; 95% CI 0.068 to 0.439; k=3; P=.007).</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

**Active controls**

| Beishuizen et al (2016) [102] | 5 (57)                             | Meta-analysis of RCTs                        | Internet                            | Level of PA                   | 4 weeks-3 months | Interventions led to an increase in PA (SMD 0.25; 95% CI 0.10 to 0.39). | Low             |
| Covolo et al (2017) [104]     | 23 (40)                            | Narrative synthesis of RCTs                  | Mobile apps                         | Daily steps, frequency, and intensity of PA | 6 months-2 years | 30% (7/23) of RCTs showed a significant increase in PA in the intervention group (measured in daily steps, frequency of PA, or level of intensity), 48% (11/23) of studies did not show a significant increase, and in 21% (5/23) studies, outcome measures were inconsistent in whether there was a significant difference between intervention and control. | Critically low  |
| Mateo et al (2015) [38] (PA only) | 10 (11)                           | Meta-analysis of controlled trials           | Mobile apps                         | PA, MVPA, and steps           | 6 weeks-9 months | Compared with the control group, use of a mobile phone app was associated with significant changes in body weight and BMI of −1.04 kg (95% CI −1.75 to −0.34; I²=41%) and −0.43 kg/m² (95% CI −0.74 to −0.13; I²=50%), respectively (k=9); however, a nonsignificant difference in PA was observed between the intervention and comparison groups (SMD 0.40; 95% CI −0.07 to 0.87; I²=93%). | Critically low  |
| Song et al (2018) [44] (PA only) | 6 (8)                             | Narrative synthesis of all study types       | Mobile                              | PA (frequency and step count); BMI; blood glucose | 4 weeks-6 months | Significant effects on frequency of PA in 80% (4/5) of studies (though the effect was reported to have disappeared after the 12-week follow-up), step count in 66% (2/3) of studies, BMI in 50% (2/4) of studies, and reduction in glucose in 100% (2/2) studies. | Critically low  |
Evidence for the effectiveness of internet interventions on physical activity has been mixed. In total, 5 out of 10 reviews were positive [26,29,33,108,113], including 2 meta-analyses that found small but significant effects of internet interventions: Cohen $d=0.14$ [29] and Cohen $d=0.24$ [113]. However, there was significant heterogeneity across studies [29]. In contrast, 5 studies were not positive [35,47,63,100,111], one of which was very unfavorable, with only 1 of 9 (11%) studies demonstrating an effect of the intervention [100]. Two meta-analyses found that the effect of internet interventions on physical activity was not significant [63,110].

A total of 4 reviews of social media interventions were mixed. In total, 2 meta-analyses of social media interventions found no significant difference in changes in physical activity [65,75], and a narrative synthesis reported mixed results [76]. However, one narrative synthesis found that 76% of studies using web-based social networks had positive results for physical activity [56].

The results of the mobile interventions to improve health were more positive. In total, 8 of 10 (80%) narrative syntheses reported a majority of positive results [25,27,31,39,41,42,60,99], with one reporting an increase of 800 to 1104 steps per day [25]. One review noted that effective interventions used SMS text messaging communication or self-monitoring [42]. A review that was specifically on SMS text messaging reported that effect sizes were all greater than 0.20, and the median was 0.50, a medium effect size [27]. In contrast, 2 narrative syntheses reported that most mobile trials did not show any benefits [61,111].

There was mixed evidence of active gaming across 3 reviews. One review found that gamification has a positive impact on physical activity and found evidence that gamification can increase motivation to exercise [37]. However, another review found a positive effect on attendance but not on physical activity or BMI [46]. A third review found that active gaming did not support increases in either physical activity or attendance [43].

Computer-delivered interventions in physical activity behaviors did not have consistent results in either weight loss or weight maintenance trials [74]. In total, 4 of the 5 reviews assessing a variety of interventions found favorable results [40,45,53,99]. One of the narrative syntheses reported a wide range of values for improvement, from 1.5 to 153 extra minutes of physical activity a week and 1000 to 2600 steps per day [99]. A meta-analysis found that computer, mobile, and wearable technology led to a mean change of −41.28 minutes per day of sitting time (a reduction in sitting time) [45]. However, one meta-analysis found no difference between the experimental and control groups [34].

**Effectiveness of Digital Interventions on Physical Activity Compared With Nonactive Controls**

Compared with minimal controls, evidence for the effectiveness of digital interventions has been mixed. For internet interventions, one review found favorable evidence [39], another found unfavorable evidence [24], and a third found mixed evidence [36].

The 3 reviews of mobile interventions have also provided mixed evidence. One narrative synthesis found that interventions were effective, with 4 studies (3 pre-post and 1 comparative) reporting increases of 800 to 1104 steps per day [25]. However, another study found that mobile interventions were not effective in increasing physical activity of moderate-to-vigorous intensity or in decreasing sedentary behavior [30]. Wearables were also not very effective, with only 1 of 3 (33%) studies comparing a pedometer with a minimal control showing increased physical activity [32].

Social media–based interventions increased the daily number of steps taken by 1530 steps per day [49]. However, they were not associated with energy expenditure, total physical activity, or moderate-to-vigorous physical activity.

There were small effect sizes for both computer-delivered interventions ($g=0.16$) [109] and interactive voice response–based interventions ($g=0.254$) [73].
Effectiveness of Digital Interventions on Physical Activity Compared With Active Controls

There were mixed results compared with active controls.

A meta-analysis of internet interventions found an increase in physical activity with an SMD of 0.25 compared with active controls [102].

In total, 3 reviews of mobile phones had active controls, and there were mixed results. A meta-analysis found that the use of a mobile phone app was associated with significant changes in body weight (−1.04 kg) and BMI (−0.43 kg/m²); however, there was no significant difference in physical activity between the 2 groups [38]. A narrative synthesis app was also not favorable for assessing changes in physical activity, with less than half of the studies showing a significant increase in physical activity in the intervention group [104]. However, another narrative synthesis of general mobile interventions found that most studies had interventions that led to changes in body weight, increases in step count, and increases in frequency of physical activity [44].

There were also promising results from a review on wearables: when an activity tracker is combined with a comprehensive weight loss program, it may provide superior short-term (≤6 months) results than a standard weight loss program in middle-aged or older adults (>30 years) [28].

Sustainability of Effects on Physical Activity at Follow-Up

There was little evidence on sustainability, as many physical activity studies did not have follow-up assessment postintervention or only had follow-ups relatively soon after the intervention end point.

There is some evidence that digital interventions can have sustained effects. A meta-analysis assessing combinations of digital technologies found that the pooled effects showed mean changes (reductions) at short (≤3 months), medium (3 to 6 months), and long-term follow-up (>6 months) of −42.42 minutes per day, −37.23 minutes per day, and −1.65 minutes per day, respectively [45]. A meta-analysis of internet interventions also found a small but significant effect on physical activity for follow-ups at least six months postintervention (Cohen d=0.11) [29]. The sustainability of internet interventions was also supported by a narrative synthesis that found that only 12 of 35 (34%) studies had follow-up assessments, which ranged from 7 weeks to 15 months postprogram; 10 out of 12 (83%) studies demonstrated successful maintenance of physical activity and/or secondary measures indicative of positive changes in physical activity; however, follow-up durations were primarily shorter: in 9 studies, follow-up was conducted at less than 12 months [26]. However, for mobile interventions, 2 reviews found evidence that effects tended to decrease in the long term [31], with effects disappearing after as little as 12 weeks [44].

Diet and Physical Activity (Weight Management)

Review Characteristics

A total of 35 reviews reported on both diet and physical activity. The breakdown of their characteristics is shown in Multimedia Appendix 6.

Effectiveness of Digital Interventions on Diet and Physical Activity (Weight Loss) Compared With Mixed (Active and Nonactive) Controls

Overall, digital interventions were generally found to be effective, with mobile phone interventions in particular having consistently positive results (Table 5).
<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AM-STAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed (active and nonactive) controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aalbers et al (2011) [47]</td>
<td>5 (10)</td>
<td>Narrative synthesis of RCTs(^a) and non-randomized pre-post controlled trials</td>
<td>Internet</td>
<td>Body weight and body weight regain</td>
<td>1.5-6.5 months</td>
<td>40% (2/5) of studies reported effect sizes on body weight with small-to-medium significant effects; 1 study reported weight regain but did not reach significance.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Aneni et al (2014) [100]</td>
<td>20 (29)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Weight, BMI, waist circumference, and body fat</td>
<td>6-24 months</td>
<td>Modest improvements were observed in more than half of the studies with weight-related outcomes; 20 studies reported on body weight: 75% (15/20) of high quality and 5 of 20 (25%) low quality; 47% (7/15) high-quality studies reported significant improvement.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Beishuizen et al (2016) [102]</td>
<td>7 (57)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Systolic blood pressure, diastolic blood pressure, HbA(_1c) level, cholesterol level, weight, and level of physical activity</td>
<td>3-60 months</td>
<td>There was a significant reduction in systolic blood pressure (MD(^c) -2.66 mm Hg; 95% CI -3.81 to -1.52), diastolic blood pressure (MD -1.26 mm Hg; 95% CI -1.92 to -0.60), HbA(_1c) level (MD -0.13%; 95% CI -0.22 to -0.05), LDL(^d) cholesterol level (MD -2.18 mg/dL; 95% CI -3.96 to -0.41), weight (MD -1.34 kg; 95% CI -1.91 to -0.77), and an increase in physical activity (SMD(^e) 0.25; 95% CI 0.10 to 0.39).</td>
<td>Low</td>
</tr>
<tr>
<td>Fry et al (2009) [57]</td>
<td>8 (19)</td>
<td>Narrative synthesis of all study types</td>
<td>Internet</td>
<td>Diet and physical activity</td>
<td>8 weeks-30 months</td>
<td>There were generally positive effects of prompts; there was not enough evidence to know whether the medium in which prompts were sent through affected their effectiveness but personal contact with a counsellor did enhance effectiveness.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Hou et al (2013) [108]</td>
<td>7 (38)</td>
<td>Narrative synthesis</td>
<td>Internet</td>
<td>Body fat, weight, and dietary fat intake</td>
<td>0-12 months</td>
<td>In 71% (5/7) of studies, intervention groups lost more body fat, body weight, and dietary fat intake and maintained higher weight loss at 12 months.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Manzoni et al (2011) [62]</td>
<td>26 (26)</td>
<td>Narrative synthesis of all study types</td>
<td>Internet</td>
<td>Weight loss and weight loss maintenance</td>
<td>3-24 months</td>
<td>Internet-based weight loss interventions enhanced by professional feedback provided through the internet are more effective for weight loss than website-only programs but less effective than telephone counselling. 93% (13/14) of studies showed a further improvement in mean weight loss (weight maintenance) after the end of the trials.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Seo et al (2015) [69]</td>
<td>31 (31)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Waist circumference</td>
<td>4 weeks-2 years</td>
<td>Internet-based interventions showed a significant reduction in waist circumference (mean change −2.99 cm; 95% CI −3.68 to −2.30; I²=93.3%) and significantly better effects on waist circumference loss (mean loss 2.38 cm; 95% CI 1.61 to 3.25; I²=97.2%) than minimal interventions such as information-only groups; no differences with respect to waist circumference change between internet-based interventions and paper-, phone-, or person-based interventions (mean change −0.61 cm; 95% CI −2.05 to 0.83; P=.42; k=31).</td>
<td></td>
</tr>
<tr>
<td>Sherrington et al (2016) [70]</td>
<td>12 (12)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Weight loss</td>
<td>3-24 months</td>
<td>The internet-delivered weight loss interventions providing personalized feedback resulted in an MD of 2.13 kg (P&lt;.001) greater weight loss in comparison with control groups receiving no personalized feedback. Heterogeneity levels showed considerable and significant heterogeneity (I²=99%; P&lt;.001) between control groups not receiving personalized feedback and the internet-delivered weight loss interventions providing personalized feedback.</td>
<td></td>
</tr>
<tr>
<td>Elaheebocus et al (2018) [56]</td>
<td>11 (134)</td>
<td>Narrative synthesis of RCTs</td>
<td>Social media</td>
<td>Body weight</td>
<td>6-48 months</td>
<td>82% (9/11) of studies using web-based social networks had positive results for weight loss.</td>
<td></td>
</tr>
<tr>
<td>Maher et al (2014) [61]</td>
<td>5 (10)</td>
<td>Narrative synthesis</td>
<td>Social media</td>
<td>Weight</td>
<td>8 weeks-24 months</td>
<td>Findings were mixed, from negligible to large effect sizes for weight loss.</td>
<td></td>
</tr>
<tr>
<td>Mita et al (2016) [65]</td>
<td>10 (16)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>Weight change</td>
<td>1-12 months</td>
<td>Meta-analysis of all trials showed no significant differences for body weight (significant mean difference 0.07; 95% CI −0.17 to 0.20).</td>
<td></td>
</tr>
<tr>
<td>Williams et al (2012) [75]</td>
<td>10 (22)</td>
<td>Meta-analysis of RCTs</td>
<td>Social media</td>
<td>BMI; body weight; diet</td>
<td>3 months-24 months</td>
<td>Meta-analysis showed no significant differences in changes in weight (SMD 0; 95% CI −0.19 to 0.19; 10 studies); however, pooled results from 5 studies showed a significant decrease in dietary fat consumption with social media (SMD −0.35; 95% CI −0.68 to −0.02).</td>
<td></td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AM-STAR-2 rating</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Willis et al (2017) [76]</td>
<td>5 (5)</td>
<td>Narrative synthesis of all study types</td>
<td>Social media</td>
<td>Body weight; body composition; blood pressure; and blood markers</td>
<td>8 weeks-6 months</td>
<td>100% (5/5) of studies reported a reduction in baseline weight. 60% (3/5) of studies reported significant decreases in body weight when online social networks was paired with health educator support. Only one study reported a clinically significant weight loss of 55%.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Covolo et al (2017) [104]</td>
<td>21 (40)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>BMI and waist circumference</td>
<td>6-12 months</td>
<td>62% (13/21) of studies did not find a statistical difference in changes in weight. 24% (5/21) of studies found that a mobile app was more effective compared with controls ($P&lt;.05$). In 3 studies, this did not differ significantly between the 2 groups.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Head et al (2013) [107]</td>
<td>3 (19)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile (SMS text messaging)</td>
<td>Weight</td>
<td>Mean 81.26 days</td>
<td>The weighted mean effect size for weight loss was Cohen $d=0.255$ (95% CI .056 to .455; $P=.01$; k=3).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Liu et al (2015) [59]</td>
<td>9 (14)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Weight and BMI</td>
<td>3-30 months</td>
<td>Compared with the control group, mobile phone intervention was associated with significant changes in body weight and body mass index (weight [kg]/height $^2$ [m$^2$] of $-1.44$ kg (95% CI $-2.12$ to $-0.76$) and $-0.24$ units (95% CI $-0.40$ to $-0.08$), respectively; no differences between shorter and longer trials ($&lt; or =6$ months; $k=22$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lyzwinksi et al (2014) [60]</td>
<td>8 (17)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Body weight and BMI</td>
<td>8 weeks-12 months</td>
<td>75% (68) of studies of mobile phone interventions found significant changes in weight favoring the mobile phone intervention groups over the controls; the meta-analysis generated a medium, significant effect size of 0.430 (95% CI 0.252 to 0.609; $P&lt;.01$), favoring mobile interventions.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>-----------------------------------------------</td>
<td>-----------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Palmer et al (2018) [111]</td>
<td>3 (71)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Body weight and triglyceride levels</td>
<td>24 hours-6 months</td>
<td>There were, at best, modest benefits of diet and physical activity interventions. The effect of SMS text messaging–based diet and physical activity interventions on incidence of diabetes was pooled (risk ratio 0.67; 95% CI 0.49 to 0.90; I² = 0.0%); end point weight was pooled (MD −0.99 kg; 95% CI −3.63 to 1.64; I² = 29.4%); percentage change in weight was pooled (MD −3.1; 95% CI −4.86 to −1.3; I² = 0.3%); and triglyceride levels was pooled (MD −0.19 mmol/L; 95% CI −0.29 to −0.08; I² = 0%). Moderate</td>
<td></td>
</tr>
<tr>
<td>Schoeppe et al (2016) [68]</td>
<td>10 (27)</td>
<td>Narrative synthesis of RCTs, randomized trials, controlled trials, and pre- and poststudies</td>
<td>Mobile</td>
<td>Physical activity; diet; weight status; BMI; blood pressure; sedentary behavior; and fitness</td>
<td>1-24 weeks</td>
<td>40% (4/10) of studies that measured weight reported significant improvement in weight status; apps were more successful when used alongside other intervention components than when used alone. Critically low</td>
<td></td>
</tr>
<tr>
<td>Siopis et al (2015) [71]</td>
<td>6 (14)</td>
<td>Meta-analysis of RCTs, quasi-RCTs, and pre-post studies</td>
<td>Mobile</td>
<td>Body weight and BMI</td>
<td>8 weeks-12 months</td>
<td>The weighted mean change in body weight in intervention participants was −2.56 kg (95% CI −3.46 to −1.65) and in controls, −0.37 kg (95% CI −1.22 to 0.48). Critically low</td>
<td></td>
</tr>
<tr>
<td>Wieland et al (2012) [74]</td>
<td>18 (18)</td>
<td>Meta-analysis of RCTs, quasi-RCTs, and quasi-experimental studies</td>
<td>Computer based</td>
<td>Weight</td>
<td>4 weeks-30 months</td>
<td>At 6 months, computer-based interventions led to greater weight loss than minimal interventions (MD −1.5 kg; 95% CI −2.1 to −0.9; 2 trials) but less weight loss than in-person treatment (MD 2.1 kg; 95% CI 0.8 to 3.4; 1 trial). At 6 months, computer-based interventions were superior to a minimal control intervention in limiting weight regain (MD −0.7 kg; 95% CI −1.2 to −0.2; 2 trials) but not superior to infrequent in-person treatment (MD 0.5 kg; 95% −0.5 to 1.6; 2 trials). Critically low</td>
<td></td>
</tr>
<tr>
<td>Afshin et al (2016) [99]</td>
<td>35 (224)</td>
<td>Narrative synthesis and meta-synthesis for RCTs and quasi-experimental studies</td>
<td>Various: internet and mobile</td>
<td>Weight</td>
<td>3-30 months</td>
<td>69% (24/35) of studies reported significant improvements in adiposity following the intervention. 81% (13/16) of RCTs reported significant reductions in adiposity; using the internet in the weight loss program resulted in 0.68 kg (95% CI 0.08 to 1.29 kg) additional weight reduction over a period of 3 to 30 months; in studies finding significant weight reduction, the magnitude of weight change ranged from 1 to 6 kg after 6 months of follow-up. Critically low</td>
<td></td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AM-STAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Allen et al (2014) [48]</td>
<td>38 (39)</td>
<td>Narrative synthesis of randomized trials</td>
<td>Various: internet, messaging, chat rooms, and mobile</td>
<td>Weight loss</td>
<td>5 weeks-24 months</td>
<td>53% (21/39) of RCTs reported statistically significant weight loss in the intervention group as compared with the control group; the proportion varied by mode of delivery, the highest proportion of successful trials involving SMS text messaging or email (67%), followed by online chat rooms (50%), web-based (48%), and self-monitoring with technology (43%).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Bassi et al (2014) [51]</td>
<td>8 (28)</td>
<td>Narrative analysis of RCTs</td>
<td>Various: internet and mobile</td>
<td>BMI and weight</td>
<td>12 months</td>
<td>Results were mixed; 2 studies reported significant improvements with weight loss; however, effects were typically short lived, and more weight is regained in a primarily technology-based approach, as compared with personal contact.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Carvalho de Menzes et al (2016) [53]</td>
<td>18 (18)</td>
<td>Narrative synthesis of all study types</td>
<td>Various: email, telephone, face-to-face, and websites</td>
<td>Fat consumption, fruit and vegetable consumption, and physical activity</td>
<td>1-36 months</td>
<td>Approximately half the studies showed weight loss in the intervention group.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Coons et al (2012) [54]</td>
<td>13 (13)</td>
<td>Narrative synthesis of RCTs</td>
<td>Various: PDA, web-based, and wearables</td>
<td>Body mass; BMI; BP; waist circumference; RHR; physical activity; body fat percentage; energy intake; and EE</td>
<td>12 weeks-24 months</td>
<td>50% (6/12) of weight loss trials reported significantly greater weight loss among individuals randomized to technology interventions compared with controls; insufficient evidence to determine the effectiveness of interventions for weight maintenance.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Dutton et al (2014) [55]</td>
<td>18 (22)</td>
<td>Narrative synthesis of all study types</td>
<td>Various: mobile, internet, and podcasts</td>
<td>Weight</td>
<td>3 weeks-24 months</td>
<td>67% (12/18) of trials found significant differences in weight loss at one or more assessments.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Maxwell (2015) [64]</td>
<td>Not reported</td>
<td>Narrative synthesis of all study types</td>
<td>Technology interventions, including web-based and mobile</td>
<td>Healthy eating and active living</td>
<td>Not reported</td>
<td>Men participate in technology-based healthy lifestyle interventions less than women; maintenance of behavior is challenging.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Podina and Fodor (2018) [66]</td>
<td>43 (47)</td>
<td>Meta-analysis of RCTs</td>
<td>Various: mobile messaging, mobile app, and website</td>
<td>Weight, BMI, waist circumference, and percentage of body fat</td>
<td>3-24 months</td>
<td>Standard active treatment was more effective than eHealth interventions with regard to weight ($g=-0.31$; 95% CI $-0.43$ to $-0.20$). There was a statistically significant, albeit small effect size favoring eHealth interventions relative to passive control groups for weight ($g=0.34$; 95% CI $0.24$ to $0.44$) and behavioral outcomes ($g=0.17$; 95% CI $0.07$ to $0.27$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AM-STAR-2 rating</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------</td>
<td>--------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------</td>
<td>-----------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Ryan et al (2019) [67]</td>
<td>6 (6)</td>
<td>Narrative synthesis of randomized trials</td>
<td>Various; mobile or internet</td>
<td>Weight loss</td>
<td>5 weeks-24 months</td>
<td>Tailored interventions were found to be more effective in supporting weight loss than generic or waitlist controls in 66% (4/6) of articles. Effect sizes were very small to moderate, with evidence of fluctuations in effect sizes and differences of effect between tailored and non-tailored interventions, and between tailoring types, over time.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Nonactive controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An et al (2017) [49]</td>
<td>21 (22)</td>
<td>Meta-analysis of RCTs, pre-post studies, and cohort studies</td>
<td>Social media, Physical activity; sedentary behavior; diet; BMI; hip-waist ratio; body fat; and waist circumference</td>
<td>2-102 weeks</td>
<td>Social media–based interventions were found to reduce body weight by 1.01 kg (95% CI 0.45 to 1.57), BMI by 0.92 kg/m² (95% CI 0.29 to 1.54), and waist circumference by 2.65 cm (95% CI 0.86 to 4.43).</td>
<td>Critically low</td>
<td></td>
</tr>
<tr>
<td>Tang et al (2016) [72]</td>
<td>18 (27)</td>
<td>Meta-analysis of RCTs</td>
<td>Various</td>
<td>1-24 months</td>
<td>Participants receiving internet-based, self-directed interventions lost significantly more weight than those receiving minimal intervention or no treatment (MD −1.72 kg; 95% CI −2.60 to −0.84; significant mean difference −0.45; 95% CI −0.67 to −0.23; I²=80%; P&lt;.001) and a significantly greater reduction in BMI levels than those receiving no treatment or minimal intervention (MD −0.47 kg/m²; 95% CI −0.81 to −0.14; significant mean difference −0.32; 95% CI −0.61 to −0.03; I²=90%; P&lt;.03; 13 evaluations). There was a greater reduction in BMI (MD 0.54 kg/m²) and waist circumference (2.81 cm) at 0-4 months follow-up than at later times (k=27).</td>
<td>Critically low</td>
<td></td>
</tr>
<tr>
<td>Active controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beleigoli et al (2019) [52]</td>
<td>11 (11)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Weight and BMI</td>
<td>3-12 months</td>
<td>Compared with offline interventions, digital interventions led to a greater short-term (&lt;6 months follow-up) weight loss (MD −2.13 kg; 95% CI −2.71 to −1.55; 393 participants; high-certainty evidence) but not in the long-term (MD −0.17 kg; 95% CI −2.10 to 1.76; 1104 participants; moderate-certainty evidence).</td>
<td>Critically low</td>
</tr>
</tbody>
</table>
Internet interventions were found to be somewhat effective. A total of 5 narrative syntheses found them to be effective in approximately half of the studies [47,62,99,100,108]. In total, 3 meta-analyses quantified weight loss and other health effects. A total of 3 reviews found a significant reduction in weight: mean difference −1.34 kg [102], SMD 2.13 kg [70], and a 0.68-kg additional weight reduction over a period of 3 to 30 months [99]. A fourth review found that internet interventions significantly reduced waist circumference (mean change −2.99 cm) [69]. However, stratified analysis suggested that internet interventions were effective when used in combination with in-person counseling (−1.93 kg), rather than as a substitute [98]. This finding was supported by a narrative synthesis, which reported that internet interventions were more effective when they were enhanced to offer more than just educational resources (several studies found medium effect sizes) [62].

There were mixed results regarding the effectiveness of social media interventions. A total of 2 reviews were favorable [49,56], including a meta-analysis that found that social media–based interventions reduced body weight by 1.01 kg, BMI by 0.92 kg/m², and waist circumference by 2.65 cm but did not find significant changes in body fat or body fat percentage [49]. A total of 2 narrative syntheses found effects that were small and not meaningful [61,76]. Two meta-analyses found no significant effects on the diverse primary outcomes of the studies or on body weight [65,75].

Most reviews of mobile phone interventions found that they were effective in achieving weight loss via diet and physical activity. One meta-analysis found a statistically significant medium effect size (Cohen $d=0.430$) in favor of mobile phone interventions [60]. Two others quantified the change in terms of body weight: mobile phone interventions were associated with significant changes in body weight of −1.44 kg and in BMI of −0.24 kg/m² compared with controls [59]; the weighted mean body weight change in intervention participants was −2.56 kg compared with −0.37 kg in controls [71]. These results were supported by 3 narrative syntheses, which found evidence that

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AM-STAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kodama et al (2012) [58]</td>
<td>23 (23)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Weight loss</td>
<td>3-30 months</td>
<td>Using the internet had a modest but significant additional weight loss effect compared with non-web user control groups (−0.68 kg; $P=.03$). Internet-based interventions were effective for weight loss (−1.00 kg; $P&lt;.001$) but not a substitute for face-to-face support (+1.27 kg; $P=.01$). An additional effect on weight control was observed when the aim of using the internet was initial weight loss (−1.01 kg; $P=.03$) but was not observed when the aim was weight maintenance (+0.68 kg; $P=.26$); furthermore, it was effective to use the internet as an adjunct to face-to-face care (−1.00 kg; $P&lt;.001$) but adverse effects on weight loss were found when it was used as a substitute (+1.27 kg; $P=.01$). The weight loss effect was insignificant (−0.20 kg; $P=.75$) in studies with educational periods ≥12 months and was significant in studies with an educational period &lt;6 months (−1.55 kg; $P=.001$).</td>
<td></td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bHbA$_1c$: glycated hemoglobin.
cLDL: low-density lipoprotein.
dMD: mean difference.
eSMD: standardized mean difference.
fPDA: personal digital assistant.
gBP: blood pressure.
hRHR: resting heart rate.
iEE: energy expenditure.
mobile interventions led to weight loss [50,68,99]. However, one review of apps to promote healthy lifestyles found that most trials did not show significant differences [104], and one of the reviews that looked at the use of apps for diet, physical activity, and sedentary behavior, which concluded that apps led to weight loss, also concluded that the apps were more successful when used alongside other intervention components than when used alone [68].

In total, 4 of 5 narrative syntheses that ranged over a variety of digital interventions found that around half of the interventions were effective compared with controls [48,51,53,54], with only one finding that a large majority (81%) reported a significant reduction in adiposity [99]. One of these studies found that most trials reported within-group weight loss, even when there was no difference between digital interventions and controls [54]. Another study compared the success of different modes of delivery, finding the highest proportion of successful trials involving SMS text messaging or email (67%), followed by online chat rooms (50%), web-based (48%), and self-monitoring with technology (43%) [48].

**Effectiveness of Digital Interventions on Diet and Physical Activity (Weight Loss) Compared With Nonactive Intervention Controls**

A total of 6 reviews that reported results for digital interventions for diet and physical activity to no intervention or minimal intervention controls all agreed that digital interventions were more effective [66,67,69,70,72,74]. Table 5 provides a summary of the results.

Internet interventions were more effective than nonactive controls according to 3 meta-analyses and 1 narrative synthesis [67,69,70,72]. Internet interventions led to a greater reduction in waist circumference (mean change −2.99 cm, 95% CI −3.68 to −2.30, 12=93.3% vs 2.38 cm, 95% CI 1.61 to 3.25, 12=97.2%) [69]; internet-delivered personal feedback led to greater weight loss (mean difference 2.14 kg) [70]; and self-directed internet interventions led to significantly more weight loss (mean difference −1.56 kg) and showed a significantly greater reduction in BMI (mean difference −0.41 kg/m²) [72].

Similar effects were observed for computer-based interventions, which led to greater weight loss at 6 months (mean difference −1.5 kg) and were superior to limiting weight regain (mean difference −0.7 kg) [74].

A narrative review of tailored internet interventions found that effect sizes ranged from very small to moderate [67]. This was supported by a meta-analysis that covered various digital interventions, which found small effect sizes favoring digital interventions for weight (g=0.34) and behavioral outcomes (g=0.17) [66].

**Effectiveness of Digital Interventions on Diet and Physical Activity (Weight Loss) Compared With Active Controls**

The effects of digital interventions on diet and physical activity (with regard to weight loss) compared with active controls were mixed. A total of 2 meta-analyses found no differences between web-based interventions and active offline interventions for weight loss outcomes [52,69]. One meta-analysis of a range of interventions found that standard active treatment was more effective for weight loss (g=0.31) [66]. However, one meta-analysis found that using the internet had a modest but significant additional weight loss effect compared with offline control groups (−0.68 kg; P=.03), with a subgroup analysis showing that the internet was effective compared with controls for achieving weight loss (weight change=−1.01 kg) but not weight maintenance [58]. The same meta-analysis also found that it was effective to use the internet as an adjunct to face-to-face care (−1 kg; P<.001) but that adverse effects on weight loss were found when it was used as a substitute (+1.27 kg; P=.01) [58].

Computer-based interventions led to less weight loss than in-person treatment (mean difference 2.1 kg) and were not superior to infrequent in-person treatment in limiting weight regain at 6 months [74].

**Sustainability of Effects on Diet and Physical Activity (Weight Loss) at Follow-Up**

Although technology-related health interventions may be effective, the maintenance of behavior is challenging [64], and there is insufficient evidence to determine the effectiveness of digital interventions on weight maintenance [54]. One review of internet interventions reported that, in studies finding significant weight reduction, the magnitude of weight change ranged from 1 to 6 kg after 6 months of follow-up [99].

Many studies included in the reviews had short follow-ups. Where longer follow-ups were reported, effectiveness typically diminished over time. Examples of the diminishing effects are clear in the 2 reviews. One meta-analysis of internet-delivered personal feedback found a greater reduction in BMI (mean difference 0.54 kg/m²) and waist circumference (2.81 cm) at 0 to 4 months follow-up than at later times compared with undefined control groups [72]. A narrative synthesis supports these findings, concluding from multiple high-quality randomized controlled trials (RCTs) that weight loss occurs for a short term through mobile interventions, with moderate evidence for the medium term [50]. Two other meta-analyses reported significantly greater weight loss in favor of digital interventions in the medium term only (<6 months): 2.13 kg [52] and 1.55 kg [58]. One meta-analysis assessed differences between trials of different lengths, reporting no differences between shorter and longer trials (<6 or ≥6 months) [59].

**Smoking**

**Review Characteristics**

There were 28 reviews on smoking (see Multimedia Appendix 6 for summary characteristics).

**Effectiveness of Digital Interventions on Smoking Compared With Mixed (Active and Nonactive) Controls**

Digital interventions were generally effective across different modes of delivery (Table 6).
### Table 6. Results of reviews on smoking, ordered by type of control and further ordered by mode of delivery of intervention.

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed (active and nonactive) controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Afshin et al (2016) [99]</td>
<td>22 (224)</td>
<td>Narrative synthesis of RCTs and quasiexperimental studies</td>
<td>Internet and mobile interventions</td>
<td>Abstinence</td>
<td>1 week-2 years</td>
<td>77% (17/22) of studies reported a significant increase in abstinence. In studies reporting benefits, the OR(^b) for 7-day abstinence at 6 months ranged from 1.6 (95% CI 1.1 to 2.4) to 2.7 (95% CI 1.8 to 4.0).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Boland et al (2016) [83] (Smoking only)</td>
<td>13 (13)</td>
<td>Meta-analysis of RCTs</td>
<td>Various: website or computer program and SMS text messaging</td>
<td>Abstinence</td>
<td>1 week-18 months</td>
<td>Interventions increased the odds of smoking cessation for disadvantaged groups at 1 month (OR 1.70; 95% CI 1.10 to 2.63), 3 months (OR 1.30; 95% CI 1.07 to 1.59), 6 months (OR 1.29; 95% CI 1.03 to 1.62) and 18 months postintervention (OR 1.83, 95% CI 1.11 to 3.01).</td>
<td>Low</td>
</tr>
<tr>
<td>Aneni et al (2014) [100]</td>
<td>3 (29)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Cessation</td>
<td>12 months</td>
<td>3 follow-up studies that measured smoking cessation showed significant intervention effects, although they were assessed to be of low quality.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Chebli et al (2016) [103]</td>
<td>9 (16)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Cessation and reduction</td>
<td>1-12 months</td>
<td>Internet-based interventions may have a positive effect on smoking cessation. Several studies found that web-based use and number of log-ins was positively associated with quit outcomes.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Cheung et al (2017) [85] (Smoking only)</td>
<td>6 (45)</td>
<td>Narrative synthesis and meta-analysis of RCTs and quasi-RCTs</td>
<td>Internet</td>
<td>Cessation</td>
<td>&gt;4 weeks</td>
<td>Only 13% (6/45) of studies provided data on effectiveness, with 66% (4/6) of studies demonstrating effectiveness. Smokers using a web-based cessation intervention were 1.15 to 2.84 times more likely to become a former smoker compared with the control condition (with a pooled RR(^c) 1.39; 95% CI 1.18 to 1.65).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Gainsbury and Blaszczynski (2010) [87] (Smoking only)</td>
<td>7 (9)</td>
<td>Narrative synthesis of RCTs and preexperimental studies</td>
<td>Internet</td>
<td>Abstinence, tobacco use, smoking status, compliance, nicotine dependence, carbon monoxide markers, and toxicity</td>
<td>3-12 months</td>
<td>86% (6/7) of studies reported significantly greater self-reported smoking quit rates or abstinence at the end of the treatment trial for participants in the internet intervention compared with controls. Several trials found improvements at 3, 6, and 12 months.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Graham et al (2016) [88] (Smoking only)</td>
<td>40 (40)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Abstinence</td>
<td>7 days-3 months</td>
<td>Pooled results from 15 trials (24 comparisons) found a significant effect in favor of experimental internet interventions (RR 1.16; 95% CI 1.03 to 1.31; I(^2)=76.7%).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis of RCTs</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------------------------</td>
<td>-----------------------------</td>
<td>---------------</td>
<td>--------------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Hutton et al (2011) [90]</td>
<td>15 (21)</td>
<td>Narrative synthesis</td>
<td>Internet</td>
<td>Cessation</td>
<td>&gt;1 month</td>
<td>Two RCTs found that a multi-component intervention with web and nonweb-based elements was more efficacious than a self-help manual, and one of the 2 RCTs found that web-based interventions may be more effective than no treatment. Three trials provided insufficient evidence to demonstrate whether web-based interventions were more efficacious than counselling. Tailored websites in 2 RCTs and greater website exposure in 86% (6/7) of RCTs were associated with higher rates of abstinence.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lustria et al (2013) [110]</td>
<td>8 (40)</td>
<td>Meta-analysis of experimental and quasieperimental studies</td>
<td>Internet</td>
<td>Abstinence</td>
<td>30 days-6 months</td>
<td>Web-based, tailored interventions had significantly greater improvement in smoking outcomes compared with control conditions, with small effects, Cohen d=0.151 (k=8; 95% CI 0.11 to 0.19; P&lt;.001).</td>
<td>Critically low</td>
</tr>
<tr>
<td>McCrabb et al (2019) [91]</td>
<td>45 (45)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Abstinence</td>
<td>1-18 months</td>
<td>Interventions were effective in the short term (OR 1.29, 95% CI 1.12 to 1.50; P=.001) and long term (OR 1.1.9, 95% CI 1.06 to 1.35; P=.004).</td>
<td>Low</td>
</tr>
<tr>
<td>Shahab and McEwen (2009) [95]</td>
<td>10 (11)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Cessation</td>
<td>&gt;1 month</td>
<td>Interactive interventions were effective compared with untaiored booklets or emails (RR 1.8; 95% CI 1.4 to 2.3) increasing 6-month abstinence by 17% (95% CI 12 to 21%); no evidence was found of a difference between interactive and static interventions.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Taylor et al (2017) [97]</td>
<td>61 (67)</td>
<td>Meta-analysis of RCTs and quasi-RCTs</td>
<td>Internet</td>
<td>Cessation</td>
<td>6-12 months</td>
<td>Interactive and tailored internet-based interventions with or without additional behavioral support are moderately more effective than nonactive controls at 6 months or longer, but there was no evidence that these interventions were better than other active smoking treatments.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Webb et al (2010) [113]</td>
<td>12 (85)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Smoking abstinence</td>
<td>12 months</td>
<td>Interventions that targeted smoking abstinence tended to have small effects on behavior that did not reach statistical significance (Cohen d=0.07; k=12; 95% CI −0.04 to 0.18).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Head et al (2013) [107]</td>
<td>5 (19)</td>
<td>Meta-analysis of RCTs</td>
<td>SMS text messaging</td>
<td>Smoking cessation</td>
<td>Mean 81.26 days</td>
<td>The weighted mean effect size for smoking cessation, Cohen d=0.447 (95% CI .367 to .526; P=.001; k=5).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Scott-Sheldon et al (2016) [94] (smoking only)</td>
<td>18 (20)</td>
<td>Meta-analysis of RCTs</td>
<td>SMS text messaging</td>
<td>Abstinence, cigarette use, quit attempts, and nicotine dependence</td>
<td>Not reported</td>
<td>SMS text messaging was associated with significantly greater odds of abstinence compared with controls: 7-day point prevalence (OR 1.38, 95% CI 1.22 to 1.55; k=16) and continuous abstinence (OR 1.63, 95% CI 1.19 to 2.24; k=7); interventions were also more successful in reducing cigarette consumption (Cohen $d_s=0.14$; 95% CI 0.05 to 0.23; k=9).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Spohr et al (2015) [96] (smoking only)</td>
<td>10 (13)</td>
<td>Meta-analysis of RCTs</td>
<td>SMS text messaging</td>
<td>Cessation</td>
<td>3 and 6 months</td>
<td>Interventions generally increased quit rates compared with controls (OR 1.36, 95% CI 1.23 to 1.51). Intervention efficacy was higher in studies with a 3-month follow-up compared with a 6-month follow-up.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Palmer et al (2018) [111]</td>
<td>18 (71)</td>
<td>Meta-analysis of RCTs</td>
<td>Mobile</td>
<td>Abstinence and cessation (verified biochemically)</td>
<td>24 hours-6 months</td>
<td>The effect of SMS text messaging–based smoking cessation support on biochemically verified continuous abstinence was pooled relative risk, RR 2.19 (95% CI 1.80 to 2.68; $I^2=0%$) and on verified 7-day point prevalence of smoking cessation was pooled RR 1.51 (95% CI 1.06 to 2.15; $I^2=0%$).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Whittaker et al (2016) [98] (smoking only)</td>
<td>12 (12)</td>
<td>Meta-analysis of RCTs and quasi-RCTs</td>
<td>Mobile</td>
<td>Cessation</td>
<td>6 months</td>
<td>Smokers who received support programs were 1.7 times more likely to stay quit than smokers who did not receive the programs (9.3% quit with programs compared with 5.6% who quit with no programs). Most of the studies were of programs relying mainly on text messages.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Danielsson et al (2014) [86] (smoking only)</td>
<td>21 (74)</td>
<td>Narrative synthesis of RCTs</td>
<td>Various</td>
<td>Abstinence</td>
<td>$&gt;3$ months</td>
<td>The studies showed mixed results regarding internet interventions and smoking, with some positive effects for the smoking cessation program that combined the use of both the internet, mobile phones (SMS text messaging), and email.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>HIQA (2017) [89] (smoking only)</td>
<td>12 (143)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Network meta-analyses of RCTs</td>
<td>Various: internet and mobile</td>
<td>Cessation</td>
<td>6-12 months</td>
<td>Internet-based interventions are superior to control (brief advice or written materials; RR 1.43, 95% CI 1.02 to 2.00; P=0.04; k=5); Internet-based interventions are superior to doing nothing (RR 1.46, 95% CI 1.18 to 1.81; P&lt;0.001; k=3); mobile phone–based interventions appear to have similar effectiveness to control (RR 1.18, 95% CI 0.88 to 1.60; P=0.27; k=3); no evidence of difference between mobile phone–based interventions and internet (RR 1.43, 95% CI 0.88 to 2.31; P=0.15; k=1).</td>
<td>Low</td>
</tr>
<tr>
<td>Hou et al (2013) [108]</td>
<td>5 (38)</td>
<td>Narrative synthesis of studies with comparison or control groups</td>
<td>Web-based computer programs</td>
<td>Cessation</td>
<td>Not reported</td>
<td>2 studies found higher cessation rates in intervention groups than control. 3 studies found no significant differences in quit rates at the end of the intervention or at follow-ups.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Myung et al (2009) [92] (smoking only)</td>
<td>22 (22)</td>
<td>Meta-analysis of RCTs</td>
<td>Various: internet or computer based</td>
<td>Abstinence and biochemical markers</td>
<td>&gt;3 months</td>
<td>Intervention groups had a significant effect on smoking cessation (RR 1.44; 95% CI 1.27 to 1.64). Similar findings were observed in web-based interventions (RR 1.40; 95% CI 1.13 to 1.72) and in computer-based interventions (RR 1.48; 95% CI 1.25 to 1.76).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Naslund et al (2017) [93] (smoking only)</td>
<td>7 (7)</td>
<td>Narrative synthesis of all study types</td>
<td>Social media</td>
<td>Cessation</td>
<td>30-365 days</td>
<td>71% (5/7) of studies reported significant effects on smoking-related outcomes such as greater abstinence, reduction in relapse, and an increase in quit attempts.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Elaheebocus et al (2018) [56]</td>
<td>7 (134)</td>
<td>Narrative synthesis of RCTs</td>
<td>Social media</td>
<td>Cessation</td>
<td>6-48 months</td>
<td>100% (7/7) of studies on smoking cessation using web-based social networks had positive results.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Rooke et al (2010) [112]</td>
<td>13 (34)</td>
<td>Meta-analysis of RCTs</td>
<td>Computer based</td>
<td>Abstinence and reduction</td>
<td>1-156 weeks</td>
<td>The weighted average effect size (Cohen d) was 0.14; P&lt;0.001 for studies addressing tobacco use.</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

Nonactive controls

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al (2012) [84] (smoking only)</td>
<td>60 (60)</td>
<td>Meta-analysis of RCTs and quasi-RCTs</td>
<td>Various: computer and other electronic aids</td>
<td>Cessation</td>
<td>2 days-30 months</td>
<td>Computer and other electronic aids increase the likelihood of cessation compared with no intervention or generic self-help materials but the effect is small (prolonged abstinence: RR 1.32; 95% CI 1.21 to 1.45).</td>
<td>Low</td>
</tr>
<tr>
<td>Krebs et al (2010) [109]</td>
<td>32 (88)</td>
<td>Meta-analysis of RCTs</td>
<td>Computer tailored</td>
<td>Abstinence</td>
<td>24 hours-9 months</td>
<td>Mean effect for the 32 studies reporting point prevalence outcome was g=0.16 (95% CI 0.12 to 0.19); mean effect for the 16 studies reporting prolonged abstinence measures was g=0.24 (95% CI 0.20 to 0.31).</td>
<td>Low</td>
</tr>
</tbody>
</table>

Active controls
Internet interventions were generally found to be effective (Table 6). A total of 3 relevant meta-analyses found small or small-to-medium effects [85,89,91]: pooled RR 1.39 [85]; RR 1.40 [92], and RR 1.43 [88] and a short-term (≤6 months) OR 1.29 (95% CI 1.12 to 1.50; *P*=.001) [91]; the latter showed that internet interventions were also successful for the individual outcomes of prolonged abstinence, that is, not smoking since a quit date (OR 1.43) and 30-day point prevalence abstinence, that is, not smoking one or more days before the follow-up (OR 1.75) [91]. However, one narrative synthesis noted that although the 3 studies that measured smoking cessation all showed significant intervention effects, they were all assessed to be of low quality [100].

The 3 reviews of mobile interventions that focused on SMS text messaging found it to be effective, again with small effects: Cohen *d*=0.14 [94]; OR 1.36 [96]; and OR 1.36 [98]. A fourth meta-analysis differentiated between specific outcomes and found a medium effect (RR 2.19) on biochemically verified continuous abstinence, and a small-to-medium effect (RR 1.51) on verified 7-day point prevalence of smoking cessation was pooled [111]. However, 2 reviews (including 1 meta-analysis) with information on mobile interventions in general did not find that they were effective [89,99].

A meta-analysis of computer-delivered interventions also found a small but significant effect size associated with studies addressing tobacco use (Cohen *d*=0.14) [112].

There is mixed evidence from reviews that cover a variety of digital technologies. One narrative synthesis [99] and one meta-analysis found that they were effective, with interventions increasing the odds of smoking cessation at 1 month (OR 1.70) [83]. However, another narrative synthesis that included both phone and internet interventions found that there were mixed results [86].

A total of 2 reviews of social media interventions with narrative syntheses both found favorable effects of the interventions on outcomes related to smoking cessation [56,93].

As seen above, separate reviews of internet, mobile, and computer-delivered interventions found small effects for each. One meta-analysis looked for differences in effect sizes between different modes of intervention and found no statistically significant evidence of any differences in effect sizes of internet interventions, intensive advice, telephone support, individual counseling, or group behavior therapy [89].

### Effectiveness of Digital Interventions on Smoking Compared With Nonactive Controls

There were small effects of digital interventions compared with nonactive controls for all modes of delivery (Table 6). Meta-analyses found small effects for pooled modes of digital interventions compared with controls: 1 month OR 1.70 (k=13) [83]; pooled estimate for prolonged abstinence, RR 1.32 (k=60) [84], and pooled estimate for point prevalence abstinence, RR 1.14 [84]. Internet interventions were more effective than nonactive controls [88-90,92,97], with 3 meta-analyses finding small effects compared with nonactive controls: RR 1.15 [97], RR 1.46 [89], and RR 1.60 [88]. Computer-tailored interventions had effects sizes of *g*=0.16 for point prevalence outcomes and *g*=0.24 for prolonged abstinence [109]. Mobile phone–based interventions appeared to have similar effectiveness to minimal controls (RR 1.18) and were more effective than no intervention (typically either waiting list control or no further contact until follow-up) [89].

### Effectiveness of Digital Interventions on Smoking Compared With Active Controls

Most reviews concluded that internet interventions were not more effective than active controls, with 3 reviews (including 2 meta-analyses) not finding differences [88,90,97]. This included a meta-analysis that found no significant effects of internet interventions compared with face-to-face counseling or telephone counseling [88]. However, one narrative synthesis was more positive about the greater effect of internet interventions compared with conventional ones [99].

There was no information on mobile interventions compared with active controls, but one meta-analysis with mixed controls noted that the summary effect sizes favored the treatment groups even when 18 of the 20 (90%) controlled trials used an active control and 12 (66%) of these active controls included some smoking-related content, including smoke-free websites, self-help guidebooks, and smartphone apps [94].

### Sustainability of Effects on Smoking at Follow-Up

There was agreement that the effects of internet interventions were sustained for up to 6 months [83,87,91,95]. This was quantified as interventions increasing the 6-month abstinence by 17% [95], increasing the odds of cessation at the 6-month follow-up by 1.75 [91].
follow-up (OR 1.29) [83], and increasing the likelihood of prolonged abstinence (ie, not smoking since a quit date; OR 1.19) [91]. However, there was disagreement about whether there were significant effects at 12-month follow-ups, with 2 reviews in favor [87,89], one quantifying the quit rate at 12 months as 8% [89] but another reporting that the positive results of internet interventions were not generally maintained at 1-year follow-up assessments [103].

There is mixed evidence on the sustainability of the effects of mobile interventions. A total of 2 meta-analyses found that mobile interventions were effective in the medium term, with a quit rate of 13% [89] and effects on biochemical measures of quitting at 6 months (RR 1.83) [98]. However, a study of SMS text messages suggested that any effect was not sustained [96].

Regarding computer-delivered interventions, one meta-analysis found that computer programs increased the odds of cessation at the 3-month (OR 2.04), 12-month (OR 1.68), and 18-month follow-up (OR 1.83) [83]. A meta-analysis of computer-delivered interventions did not find evidence of differential effects depending on the length of follow-up or number of sessions [112].

A total of 2 reviews that considered a range of different technologies found evidence of sustained effects. A narrative synthesis of internet and mobile interventions found that the OR for 7-day abstinence at 6 months ranged from 1.6 to 2.7 [99]. A meta-analysis found that digital interventions increased the odds of smoking cessation at 3 months (OR 1.30), 6 months (OR 1.29), and 18 months (OR 1.83) postintervention [83].

In a pooled analysis of web-based and computer-based interventions, the smoking cessation rate was 14.8% in the intervention group and 14.3% in the control group at the short-term 3-month follow-up (P=.42), 11.7% and 7.0% at the midterm 6- to 10-month follow-up (P<.001), and 9.9% and 5.7% at the long-term 12-month follow-up (P<.001), respectively [92].

One meta-analysis that covered multiple intervention types found that SMS text messaging had the highest OR (2.81) at the 1-month follow-up, followed by the use of computer programs at the 3-month follow-up (OR 2.04), 12-month follow-up (OR 1.68), and 18-month follow-up (OR 1.83) and websites at 6 months (OR 1.37), while a DVD intervention and integrated videotelephony did not increase the odds of cessation compared with no intervention [83].

Alcohol
A total of 13 papers covered alcohol [73,77-82,99,103,104,111-113]. Multimedia Appendix 5 presents a breakdown of the study characteristics.

Effectiveness of Digital Interventions on Alcohol Consumption Compared With Mixed (Active and Nonactive) Controls
In total, 7 of 8 (88%) reviews with mixed controls reported favorable evidence that digital interventions were effective in decreasing alcohol consumption (Table 7), although one review noted that the controls were just as effective [103]. A total of 2 meta-analyses reported small effect sizes (Cohen $d=0.26$ [112] and Cohen $d=0.14$ [113]). A narrative synthesis of interventions using novel technologies found that, in studies finding benefits and reporting compliance with drinking recommendation as an outcome, the OR for drinking within the recommended limit ranged from 1.7 to 3.7 (small/medium to medium/large effects) [99]. In contrast, the sixth review, which surveyed mobile phone interventions, reported that the results were inconclusive for alcohol reduction, and the authors declined to perform a meta-analysis because the results were self-reported and therefore at risk of overstating the benefits [111].
<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed (active and nonactive) controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Afshin et al (2016)</td>
<td>47 (224)</td>
<td>Narrative synthesis of RCTs[^a^]\ and quasiexperimental studies</td>
<td>Various: internet, mobile, computer software, and sensors</td>
<td>Alcohol frequency and quantity, binge drinking, estimated blood alcohol concentration, alcohol dependency, and Alcohol Use Disorder Identification Test scores</td>
<td>1 week-2 years</td>
<td>34% (39/47) of studies, 41 RCTs and 6 quasiexperimental, reported a significant decrease in alcohol use; 83% (33/41) of RCTs reported statistically significant benefits.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Chebli et al (2016)</td>
<td>2 (16)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Cessation and reduction of alcohol</td>
<td>1-12 months</td>
<td>Both studies demonstrated positive treatment outcomes in both arms, but there were no differences between internet intervention and control.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Kaner et al (2017)</td>
<td>57 (57)</td>
<td>Narrative synthesis and meta-analysis of RCTs</td>
<td>Computer and mobile</td>
<td>Alcohol consumption and frequency</td>
<td>1-12 months</td>
<td>Alcohol consumption reduced by approximately 23 g per week (95% CI 15 to 30) at follow-up (1-12 months; based on 41 studies). Frequency of consumption reduced (based on 15 studies): participants who engaged with digital interventions had less than one drinking day per month fewer than no intervention controls (moderate - quality evidence); had about one binge drinking session less per month in the intervention group (moderate - quality evidence); and drank one unit per occasion less than no intervention control participants (moderate - quality evidence). Compared with face-to-face interventions, there was no difference in alcohol consumption at the end of follow-up (mean difference 0.52 g/week; 95% CI –24.59 to 25.63; low - quality evidence).</td>
<td>Low</td>
</tr>
<tr>
<td>Kolar et al (2015)</td>
<td>2 (18)</td>
<td>Narrative synthesis of all studies</td>
<td>Internet</td>
<td>Alcohol quantity and frequency</td>
<td>1 month</td>
<td>100% (2/2) of studies found reduced alcohol consumption in both arms but no significant differences between arms.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Palmer et al (2018)</td>
<td>8 (71)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>Self-report alcohol consumption</td>
<td>Not reported</td>
<td>The effects of alcohol reduction interventions were inconclusive.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Rooke et al (2010)</td>
<td>9 (34)</td>
<td>Meta-analysis of RCTs</td>
<td>Computer-delivered</td>
<td>Abstinence and reduction of alcohol</td>
<td>1-156 weeks</td>
<td>The weighted average effect size (Cohen’s d) was 0.20 (P&lt;.001).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Vernon et al (2010)</td>
<td>15 (15)</td>
<td>Narrative synthesis of all studies</td>
<td>Computer-delivered</td>
<td>Alcohol consumption</td>
<td>30 days-12 months</td>
<td>All but one intervention showed significant improvement in at least one drinking-related outcome. However, interventions were heterogeneous and preintervention alcohol consumption was not standardized.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td>--------------</td>
<td>----------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Webb et al (2010) [113]</td>
<td>9 (85)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Alcohol consumption</td>
<td>Not reported</td>
<td>Small effects were observed for alcohol consumption (Cohen $d_i=0.14$; $k=9$; 95% CI 0.00 to 0.27).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Black et al (2016) [82]</td>
<td>93 (93)</td>
<td>Meta-analysis of RCTs</td>
<td>Computer delivered</td>
<td>Alcohol consumption: total consumption over a period of time; average alcohol consumption per drinking occasion or drinking day; peak consumption—max consumed on one occasion. Frequency of heavy episodic drinking and of any alcohol consumption</td>
<td>Up to 2 years</td>
<td>Small effects averaging across timepoints, Cohen $d=0.007$ (heavy episodic drinking frequency) to Cohen $d=0.15$ (total consumption); in the short term, there were small-to-medium effects (Cohen $d=0.16$ to 0.31) and significant effects on all outcomes except drinking frequency; in the medium-to-long term, they produced small (Cohen $d=0.07$ to 0.12), significant effects on all outcomes.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Covolo et al (2017) [104]</td>
<td>1 (40)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile</td>
<td>Alcohol frequency</td>
<td>0-2 years</td>
<td>Contrary to expectation, it was found that the mobile app significantly increased the frequency of drinking occasions compared with the control group ($P=.001$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Riper et al (2011) [79]</td>
<td>9 (9)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Alcohol consumption</td>
<td>Up to 12 months</td>
<td>An overall medium effect size ($g=0.44$; 95% CI 0.17 to 0.71; random effect model) in favor of the intervention groups was found.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Riper et al (2014) [80]</td>
<td>16 (16)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Alcohol consumption</td>
<td>1 to 12 months</td>
<td>A small but significant overall effect size in favor of internet interventions ($g=0.20$; 95% CI 0.13 to 0.27; $P=.001$) was found. Participants in internet-based interventions consumed approximately 22 g of ethanol less and were more likely to adhere to low-risk drinking guidelines (risk difference 0.13; 95% CI 0.09 to 0.17; $P=.001$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Tsoli et al (2018) [73]</td>
<td>4 (15)</td>
<td>Meta-analysis of RCTs</td>
<td>Interactive voice responses</td>
<td>Alcohol consumption</td>
<td>6 weeks-12 months</td>
<td>The meta-analysis of included studies demonstrated that interactive voice response-based interventions had no statistically significant effect on alcohol consumption ($g=-0.077$; 95% CI $-0.162$ to 0.007; $k=4$; $P=.07$).</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

*RCT: randomized controlled trial.

**Effectiveness of Digital Interventions on Alcohol Consumption Compared With Nonactive Controls**

In total, 4 of 6 (67%) reviews with nonactive controls found an effect of the intervention (Table 7). Of the 4 meta-analyses, 2 found a medium effect on alcohol consumption ($g=0.44$ [80] and $g=0.44$ [79]). A third found a small-to-medium effect on total alcohol consumption (Cohen $d=0.31$), small effects on 2 other consumption measures, and a measure of frequency of heavy drinking episodes (Cohen $d=0.16$-0.19) and no effect on drinking frequency [82]. The fourth review found no effect [73]. Two studies quantified the effect on alcohol consumption, finding a reduction in weekly consumption of 22 g of alcohol [80] and 23 g of alcohol [77], approximately 3 UK units. However, when studies with a high risk of bias were excluded, this number decreased to 11 g of alcohol (or 1.5 UK units) per week [77]. With regard to frequency of consumption, participants who were given digital interventions had less than one drinking day per month, which is fewer compared with
no-intervention controls (moderate-quality evidence); had approximately 1 binge-drinking session less per month in the intervention group compared with no-intervention controls (moderate-quality evidence); and drank 1 unit per occasion, which is less than the no-intervention control participants (moderate-quality evidence) [77]. Participants in internet interventions were significantly more likely to adhere to low-risk drinking guidelines at the immediate posttreatment follow-up, compared with the no-intervention controls [80].

Only one review was negative. A narrative synthesis of mobile apps reported that there was a single RCT on alcohol reduction where, contrary to expectation, the frequency of drinking occasions was higher in the intervention group [104].

**Effectiveness of Digital Interventions on Alcohol Consumption Compared With Active Controls**

In total, 2 reviews that separated active controls found that there were no significant differences between the intervention and control groups [77,99], one of which was specifically compared with face-to-face controls (Table 7) [77].

**Sustainability of Effects on Alcohol Consumption at Follow-Up**

The effectiveness of the interventions seemed to decrease over time (Table 7). One meta-analysis, which reported small-to-medium effects in the short term (Cohen $d=0.16-0.19$), found that in the medium to long term, there were small (Cohen $d=0.07-0.12$) significant effects on all outcomes [82]. A total of 2 reviews reported that, for internet-based intervention studies where there were 3-, 6-, or 12-month follow-up data, no significant differences in effect remained in later follow-up [80,103]. In contrast, one review of computer- or mobile-delivered interventions found that positive differences in measures of drinking were seen at 1, 6, and 12 months [77], and one review of internet interventions found a medium effect size ($g=0.39$), lasting up to 6 or 9 months posttreatment, as compared with no intervention; the effects of the interventions beyond 9 months could not be assessed, but 2 studies in the review suggested that they had faded out by 12 months [79].

**Other Combinations**

**Review Characteristics**

A total of 11 reviews covered a number of areas of behavior [101-107,109,110,112,113]. The breakdown of their characteristics is shown in Multimedia Appendix 5.

**Effectiveness of Other Digital Combination Interventions Compared With Mixed (Active and Nonactive) Controls**

All 5 reviews of internet interventions concluded that they were effective in changing behavior (Table 8). A total of 3 meta-analyses found small effects: Cohen $d=0.19$ [105], Cohen $d=0.139$ [110], and Cohen $d=0.16$ [113]. However, one study reported that the effect sizes were heterogeneous [113]. The fourth meta-analysis quantified the effects on health outcomes, finding statistically significant reductions in systolic blood pressure (mean difference $-2.66$ mm Hg), diastolic blood pressure (mean difference $-1.26$ mm Hg), glycated hemoglobin level (mean difference $-0.13\%$), and low-density lipoprotein cholesterol level (mean difference $-2.18$ mg/dL) [102].
### Table 8. Effectiveness of digital interventions on other combinations of outcomes, sorted by controls and further sorted by intervention type.

<table>
<thead>
<tr>
<th>Review</th>
<th>Relevant studies, n (total studies)</th>
<th>Method of synthesis</th>
<th>Interventions</th>
<th>Outcomes</th>
<th>Follow-up</th>
<th>Summary of findings</th>
<th>AMSTAR-2 rating</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed (active and nonactive) controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beishuizen et al (2016) [102]</td>
<td>15 (57)</td>
<td>Meta-analysis of RCTs$^a$</td>
<td>Internet</td>
<td>Systolic blood pressure, diastolic blood pressure, HbA$_1c$$^b$ level, cholesterol level, weight, and level of physical activity</td>
<td>3-60 months</td>
<td>Intervention groups had a reduction in systolic blood pressure (mean difference $-2.66$ mm Hg; 95% CI $-3.81$ to $-1.52$), diastolic blood pressure (mean difference $-1.26$ mm Hg; 95% CI $-1.92$ to $-0.60$), HbA$_1c$ level (mean difference $-0.13$%; 95% CI $-0.22$ to $-0.05$), and LDL$^c$ cholesterol level (mean difference $-2.18$ mg/dL; 95% CI $-3.96$ to $-0.41$). There were larger effects in internet interventions that combined the internet application with human support (blended care).</td>
<td>Low</td>
</tr>
<tr>
<td>Chebli et al (2016) [103]</td>
<td>11 (16)</td>
<td>Narrative synthesis of RCTs</td>
<td>Internet</td>
<td>Cessation and reduction (for both alcohol and smoking)</td>
<td>1-12 months</td>
<td>Internet-based interventions may have a positive effect on smoking cessation. Several studies found that web-based use and number of logins were positively associated with quit outcomes. Both studies on alcohol demonstrated positive treatment outcomes in both arms, but there were no differences between the internet-based intervention and control.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Cugelman et al (2011) [105]</td>
<td>30 (30)</td>
<td>Meta-analysis of experimental, quasiexperimental, and correlational studies</td>
<td>Internet</td>
<td>Behavioral outcomes</td>
<td>1 day-7 months</td>
<td>Effect sizes were small but statistically significant (standardized mean difference effect size Cohen d=$0.19$; 95% CI 0.11 to 0.28; $P&lt;.001$; number of interventions, $k=30$); however, there was a lot of heterogeneity. Cochran’s Q test 64.125 ($P&lt;.001$) and $I^2=54.776$; the largest effect size was observed when interventions were compared with waitlists and placebos (Cohen d=$0.28$; 95% CI 0.17 to 0.39; $P&lt;.001$; $k=18$); there was no significant difference compared with sophisticated print interventions (Cohen d=$-0.11$; $P&gt;.05$; $k=29$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Webb et al (2010) [113]</td>
<td>85 (85)</td>
<td>Meta-analysis of RCTs</td>
<td>Internet</td>
<td>Smoking abstinence, level of physical activity, alcohol consumption, and dietary behavior</td>
<td>3-12 months</td>
<td>Interventions had a statistically small but significant effect on health-related behavior (Cohen d=$0.16$; 95% CI 0.09 to 0.23). The effect size of interventions targeting a single area of health behavior was not significantly different to the effect size of those targeting multiple areas of health behaviors, but the numerical difference was in favor of single-area studies (Cohen d=$0.17$ versus Cohen d=$0.12$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>--------------</td>
<td>----------</td>
<td>-----------</td>
<td>---------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Lustria et al (2013) [110]</td>
<td>40 (40)</td>
<td>Meta-analysis of experimental and quasiexperimental studies</td>
<td>Tailored internet-based interventions</td>
<td>Levels of physical activity, fruit and vegetable intake, saturated fat intake, and abstinence from smoking and alcohol consumption</td>
<td>1-24 months</td>
<td>Web-based, tailored interventions effected significantly greater improvement in health outcomes as compared with control conditions immediately post intervention, Cohen $d=0.139$ (95% CI 0.111 to 0.166; $P&lt;0.001$; $k=40$). The effect remained at follow-up, Cohen $d=0.158$ (95% CI 0.124 to 0.192; $P&lt;0.001$; $k=21$), and the correlation between follow-up time point and effect size was $r_{39}=0.004$ ($P=0.98$, for posttest effects) and $r_{20}=-0.176$ ($P=0.50$, for follow-up effects), which suggests that length of follow-up did not significantly influence intervention outcomes. Interventions using tailored websites had a larger weighted mean effect size when compared with nontailored websites (Cohen $d=0.188$) than when they were compared with no-treatment control conditions (Cohen $d=0.07$; $P&lt;0.01$). There was an extremely small effect of tailored websites from nontreatment to no-treatment control conditions (Cohen $d=0.08$; $k=4$) and of tailored websites compared with sophisticated print interventions (Cohen $d=-0.11$; $P&gt;0.05$; $k=29$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Covolo et al (2017) [104]</td>
<td>39 (40)</td>
<td>Narrative synthesis of RCTs</td>
<td>Mobile apps</td>
<td>BMI and waist circumference; various physical activity levels; fruit and vegetable intake, high-sugar food intake, smoking cessation, and number of drinking days</td>
<td>6 months-2 years</td>
<td>Only 25% (10/40) of RCTs found statistical differences between intervention and control groups.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Armanasco et al (2017) [101]</td>
<td>35 (51)</td>
<td>Meta-analysis of RCTs and quasiexperimental studies</td>
<td>Text messaging</td>
<td>Weight, level of physical activity, and smoking cessation</td>
<td>1 to 66 weeks</td>
<td>The overall pooled effect of interventions was Cohen $d=0.24$ (95% CI 0.16 to 0.32; $P&lt;0.001$; $k=35$) using outcome data collected most proximal to the intervention end. 7 studies collected data following a no-intervention maintenance period and showed a small but significant pooled maintenance effect (Cohen $d=0.17$; 95% CI 0.03 to 0.31; $P=0.017$; $k=7$).</td>
<td>Critically low</td>
</tr>
<tr>
<td>Review</td>
<td>Relevant studies, n (total studies)</td>
<td>Method of synthesis</td>
<td>Interventions</td>
<td>Outcomes</td>
<td>Follow-up</td>
<td>Summary of findings</td>
<td>AMSTAR-2 rating</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
<td>------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Head et al (2013) [107]</td>
<td>12 (19)</td>
<td>Meta-analysis of RCTs</td>
<td>Text messaging</td>
<td>Smoking cessation, weight loss, and level of physical activity</td>
<td>Mean 81.26 days</td>
<td>The overall weighted mean effect size representing the impact of these interventions on health outcomes was Cohen (d)=0.329 (95% CI 0.274 to 0.385; (P&lt;.001)). Correlations between effect size and follow-up ((r_{18}=-.12; (P=.62)) and effect size and retention ((r_{18}=.14; (P=.56)) were not statistically significant. Effect sizes for interventions that employed no-treatment control groups (Cohen (d)=0.369), however, were significantly larger than those that employed alternative comparisons (Cohen (d)=0.226; (Q_B=5.16, df=1, P=.02)).</td>
<td>Critically low</td>
</tr>
<tr>
<td>De Leon et al (2014) [106]</td>
<td>55 (55)</td>
<td>Narrative synthesis of RCTs</td>
<td>Text messages and emails (prompts)</td>
<td>Smoking cessation, diet intake, and physical activity level</td>
<td>3 weeks-9 months</td>
<td>76% (42/55) of articles found statistically significant positive behavioral outcomes of prompts, the mode by which the prompt was sent did not seem to impact its success.</td>
<td>Critically low</td>
</tr>
<tr>
<td>Rooke et al (2010) [112]</td>
<td>34 (34)</td>
<td>Meta-analysis of RCTs</td>
<td>Computer delivered</td>
<td>Abstinence and reduction for both smoking and alcohol</td>
<td>1-156 weeks</td>
<td>The weighted average effect size (Cohen (d)) was 0.20 ((P&lt;.001)); however, lower effect sizes were associated with studies addressing tobacco use (Cohen (d)=0.14). There was significant heterogeneity between studies targeting tobacco versus alcohol use ((Q=5.65; (P=.02)), with studies on alcohol consumption producing significantly higher effect sizes than tobacco studies (Cohen (d)=0.26 and 0.12, respectively). Effect sizes were higher for studies in which the comparison condition was an attention/placebo (Cohen (d)=0.22) relative to studies in which the comparison condition was an active comparison (Cohen (d)=0.10); studies employing active treatments as the comparison condition mainly produced effect sizes close to zero.</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

**Nonactive controls**

https://www.jmir.org/2021/5/e19688

J Med Internet Res 2021 | vol. 23 | iss. 5 | e19688 | p.157 (page number not for citation purposes)
Of the 3 reviews of mobile interventions, a review of SMS text messaging concluded that they were effective, but the narrative synthesis of apps was the only review in the other combinations category that did not find a preponderance of positive results [104]. The effect sizes for the SMS text messaging interventions were small (Cohen $d=0.24$ [101] and Cohen $d=0.329$ [107]), and the effect sizes in the meta-analysis were heterogeneous [107].

Other modes of intervention continued in the pattern of positive, albeit small, effects. Computer-delivered interventions had a small effect (Cohen $d=0.20$) [112]. Prompts delivered by SMS text messaging or email were effective in changing diet, physical activity, and smoking behaviors [106].

### Relative Effect of Interventions by Number of Behaviors Targeted

A total of 3 meta-analyses that compared interventions targeting single versus multiple areas of behaviors found that both types of interventions were effective but they differed in whether they found interventions with single or multiple targets to be more effective. A total of 2 meta-analyses of internet-based interventions found that the effect size of interventions targeting a single area of health behavior was not significantly different to the effect size of those targeting multiple areas of health behaviors, but the numerical difference was in favor of single-area studies (Cohen $d=0.146$ vs Cohen $d=0.121$ for multiple-behavior studies [110]; Cohen $d+=0.17$ vs Cohen $d+=0.12$. [113]). However, the computer feedback–based meta-analysis found a trend for increased effect sizes across studies that intervened in 1 ($g=0.15$), 2 ($g=0.21$), and 3 ($g=0.24$) areas of behavior, but this trend did not continue with the one study that intervened in 4 areas ($g=0.12$) [109]. The review covered diet, physical activity, smoking cessation, and mammography.

### Relative Effect of Intervention by Area of Behaviors Targeted

The review of SMS text messaging interventions found that interventions targeting smoking cessation and physical activity were more successful than interventions targeting other areas of health behavior, including alcohol and weight loss [107]. In contrast, a review of computer-delivered interventions found that interventions targeting smoking had statistically significantly lower effect sizes than those targeting alcohol (Cohen $d=0.26$ and 0.12, respectively) [112].

### Effect of Other Combination Interventions Compared With Nonactive Controls

Digital interventions had their largest effect sizes when compared with nonactive controls; however, the effect sizes were generally small. Internet interventions had the largest effect size when compared with waitlists and placebos, but the effect sizes were small: Cohen $d=0.28$ [105] and Cohen $d=0.22$ [107]. Tailored websites had extremely small effect sizes when compared with no-treatment control conditions (Cohen $d=0.07$), and the effects were not statistically significant compared with nontailored print materials [110]. There were medium effect sizes for SMS text messaging interventions that employed no-treatment control groups (Cohen $d=0.369$) [107].

### Effect of Other Combination Interventions Compared With Active Controls

The effects of digital interventions compared with active controls were very small or nonexistent. A total of 2 meta-analyses found that there was an extremely small effect size (Cohen $d=0.08$) [110] or no significant difference [105] when internet-based interventions were compared with sophisticated print interventions. There were larger effects in internet-based interventions that combined...
Principal Findings
We reviewed 94 systematic reviews and meta-analyses that examined the effectiveness of digital interventions in changing health-related behavior and improving health outcomes in the areas of diet, physical activity, diet and physical activity combined, alcohol consumption, and smoking cessation, alone or in any other combination. The effectiveness of digital interventions differed according to the area of health behavior reviewed. Small positive effects were evident in smoking- and alcohol-related interventions. Similar findings were observed in the combined diet and physical activity interventions, as well as in other outcome combinations. However, there was little evidence of the effectiveness of stand-alone diet interventions, and evidence of the effectiveness of physical activity interventions was mixed, with some consistently positive evidence for mobile interventions and some promising evidence for exergaming. Digital interventions were most effective in the short-to-mid term (approximately 3 to 6 months), but there was insufficient evidence about their long-term effect. Typically, they were more effective than no intervention. There is mixed evidence on their effectiveness compared with nondigital interventions.

Our secondary objective was to identify differences in effectiveness between the modes of delivery of digital interventions. We identified internet-based interventions to be one of the more effective interventions for each area studied, except for physical activity alone. Mobile interventions were particularly effective for diet and physical activity combined (medium effects), but they were also effective for alcohol and smoking (small effects) and physical activity alone. Social media interventions were not effective for diet and physical activity combined (weight loss interventions), they had mixed effects for diet, and there was limited evidence for other areas. Computer-delivered technologies had small effects for smoking and alcohol consumption, but the effects for diet and physical activity were mixed.

The effect sizes reported in the reviews were generally below the National Institute for Health Care Excellence (NICE) guidelines for effectiveness of interventions, although it was often difficult to compare results with NICE guidelines, as different measures were used.

For weight management, NICE guideline PH53 (Recommendation 13) states that commissioned lifestyle weight management programs should have at least a 60% completion rate and should be likely to lead to an average weight loss of at least 3%, with at least 30% of participants losing at least 5% of their weight [114]. It should be noted that this is based on all participants, that is, those who attend at least one session. For those completing the service, that is, attending at least 75% of sessions, the key performance indicator of 50% losing at least 5% has been set [115]. In contrast, most reviews reported changes in weight in kilograms or changes in BMI, rather than percentage weight loss. The highest effect sizes for BMI in our review were −0.27 kg/m² [78] and −0.92 kg/m² [38] which are extremely unlikely to represent a 3% or 5% weight loss in individuals with overweight or obesity. The largest changes in weight found in the reviews of digital interventions were −2.71 kg in one study [72] and −2.56 kg in one meta-analysis [71]. In comparison, the Hartman-Boyece evidence review that supports NICE guideline PH53 found an average effect size of −2.59 kg for face-to-face services at 12 months (intention-to-treat analysis) [116]. Most effect sizes from digital interventions did not reach the effect size of face-to-face services. For smoking, the national outcome measure for stop smoking services is 4-week quits. Smokers attempting to stop without...
additional support generally have a success rate of 25% at 4 weeks for carbon monoxide–validated quits and a success rate of about 35% at 4 weeks for self-reported quits [117]. Therefore, to show an impact, services must achieve success rates equivalent to or in excess of these rates that smokers achieve without support. Patients who receive stop smoking service support (behavioral support and pharmacotherapy) are 3 times more likely to quit than those with no support [118], and there is a cessation rate of 35% for brief intervention services but only at the 4-week point [117]. It is difficult to compare the results of our review with these services because the outcomes of digital smoking interventions are often expressed as ORs for smoking cessation rather than cessation rates. The only available review that used cessation rates demonstrated a cessation rate of 14.8% [92]. This is lower than the observed rate from stop smoking services or brief advice, but the follow-up point was considerably later and cessation rates decreased over time.

For alcohol, the average weekly reduction in drinking from brief advice interventions is 20 g of alcohol (about 2.5 UK units) [119], so the reductions in weekly alcohol consumption achieved by digital alcohol interventions are comparable when including all interventions (22 g of alcohol or 3 UK units) but lower if one restricts attention to high-quality evidence (11 g of alcohol or 1.5 UK units) [77].

To the extent that the effectiveness of digital interventions is below the NICE guidelines, doctors and organizations should be cautious about recommending them to patients who would benefit from behavior change in the 4 areas of our review. However, it may be valuable to recommend them to people who refuse a face-to-face intervention. On the basis of the evidence that we found, digital interventions for weight loss should combine diet and exercise unless they are mobile interventions targeting physical activity.

For digital interventions for both smoking and combined diet and physical activity, there were studies showing significant health effects but not significant behavioral effects. This seems paradoxical. However, it is possible that even a small increase in physical activity or a small improvement in diet, which may not be statistically significant, can improve health markers over an intervention period, particularly in the most inactive and less fit individuals. Light physical activity is beneficial for health outcomes, including cardiometabolic risk factors [120]. We also noted that, although statistically significant, the health effects are small and possibly not meaningful.

**Limitations**

Owing to the rapid nature of our review, we did not perform full hand searches or consult experts. This may mean that we overlooked some reviews. At the other end of the spectrum, by reviewing reviews, there is the possibility that some studies were double counted if they were covered in more than one review. Our ability to make inferences from the literature reviewed is limited for the following reasons.

Heterogeneity was consistently high across reviews. Heterogeneity of effects probably reflects heterogeneity of interventions, which could be a consequence of rapid advances in digital devices and systems. There were also heterogeneous outcome measures. As the reviews covered different types of digital interventions and outcome measures, it was difficult to make comparisons. Differing outcome measures may have differentially impacted the effectiveness of modes of intervention or the general effectiveness of interventions in the areas we investigated. For instance, smaller effect sizes were reported in studies addressing smoking use than in studies on alcohol consumption, possibly because studies addressing alcohol use tended to use reductions in drinking behavior as their outcome variable, while studies addressing smoking use tended to apply the more stringent standard of abstinence [112].

Follow-up times were relatively short, so we cannot know if behavior change would be sustained in the long term. Some trials only provided behavioral data, so we cannot be sure of health outcomes. A review of physical activity found that the average rate of sustained use of digital health interventions over 10 weeks was 50% [64]. This is consistent with the findings of another systematic review on physical activity apps, which concluded that apps are effective in the short term (up to 3 months) but not longer [121].

Most trials reported intent-to-treat analysis, and typically, adherence data were not reported. This makes it difficult to assess nonsignificant effects to determine whether they resulted from ineffectiveness of treatment or from nonadherence. Where attrition rates were reported, they were often high.

Anecdotaly, digital interventions are being used both to supplement and replace face-to-face services. However, most reviews did not discriminate between these functions. In the domain of weight loss, 5 reviews reported enhanced effects on weight loss in interventions that incorporated personal contact or counseling [51,54,57,62,74]. One meta-analysis showed that infrequent in-person treatment was superior in limiting weight gain to computer-based interventions (mean difference 0.5 kg). Digital interventions that particularly benefit from involving people alongside are thought to include sensitive tailoring of feedback [57,62] and social support [54].

Confidence ratings were critically low in 79 of 93 reviews (85%). However, when isolated, those reviews that were rated critically low presented findings that were consistent with the overall findings: equivocal evidence on effectiveness for diet or physical activity outcomes but consistent findings of short-term effects for alcohol, smoking, and other combined outcomes.

Even when the AMSTAR-2 [16] ratings were moderated (so that justifying any publication language inclusion criterion and providing a list of justifications for excluding reviews were no longer considered critical flaws), 74 of 93 (80%) reviews were rated critically low. During the generation of confidence ratings, it was noted that many reviews failed to satisfy items 2 and 13. These are considered critical items for all review types. Item 2 specifies that, as a minimum, reviews state that a protocol containing research questions, search strategy, inclusion/exclusion criteria, and a risk of bias assessment was completed before conducting the review. Item 13 dictates that reviews should account for the risk of bias in individual studies when interpreting/discussing the results of the review. The
inclusion of these items in the AMSTAR-2 rating may represent an aspiration to improve standards. Our AMSTAR-2 quality ratings are consistent with other evidence that suggests that it is possible to satisfy PRISMA standards yet still have poor methodological quality [122]. However, judging reviews according to such high standards, such that they are virtually all rated as being very low, masks the differences in quality.

Future Research Work

This is the first review of reviews on the effectiveness of digital interventions with such a large scope. It summarizes the state of our knowledge of digital interventions for health improvement behaviors in nonclinical populations. However, the literature could be developed to be more helpful for professionals and organizations who need to decide whether to promote digital interventions, which ones to promote, which areas of behaviors to promote them for, and who to promote them to.

For policy purposes, reviews with mixed controls are of limited use. It matters whether a digital intervention is being compared with no intervention or an active nondigital control. It also matters whether the intervention is a stand-alone digital intervention or whether digital is being used as an adjunct to face-to-face services. We cannot assume that a digital intervention that is successful as an adjunct will also be successful as a stand-alone intervention. Therefore, reviews are needed to separately summarize the evidence base for these different ways of using digital interventions. It could be helpful to have well-structured and coordinated reviews that collate a high-level picture for each area of behavior, which can be updated on a regular basis. We need comparisons with national measures of effectiveness, such as the NICE guidelines, to more easily influence policy.

We also need reviews that can help us determine which interventions are most effective. In the future, it would be helpful to conduct comparative research on the mode of delivery of digital interventions (including comparisons of effect sizes), so that we can determine the most promising interventions for further development. There was also a lack of evidence about the long-term effects of interventions, and more studies on the sustainability of behavior change after digital interventions are needed. It would be especially useful to have this information in comparison with active controls.

Professionals also need to know who should be recommended digital interventions. Therefore, it would also be useful to know whether effect sizes are consistent across various subgroups of the population or whether digital interventions have different effects in different subgroups. We were not specifically looking for this information, but the reviews that were surveyed had mixed findings about whether the effectiveness of digital interventions varied with sex and age. Three meta-analyses found no significant association between sex and effect size or age and effect size [102,109,110]. However, one study found that the effect of interventions declined as age increased [105]. There may also be sex-based differences in adherence, and it is plausible, though not proven, that adherence moderates effect size. One narrative synthesis found that women and middle-aged participants were more likely to use web-based intervention services than men and younger participants, and women were more adherent to the overall intervention [103]. There is even less information about differential effects according to socioeconomic status (SES). In the domain of smoking, one review found that the relative effectiveness of technology-based interventions appeared to be comparable between low- and high-SES groups [83].

The acceptability of digital interventions to their target users also warrants further study. In one review of digital interventions of addictive behaviors, participants expressed a preference for internet-based services because of the convenience and increased confidentiality, and individuals who might not otherwise seek treatment said they would consider an internet-based intervention [105].

Providers may be drawn to digital tools in the hope that they are cost-effective. While not the purpose of our review of reviews, we noted insufficient evidence in the reviews to draw any preliminary inferences about the cost-effectiveness of digital interventions. The evidence from the reviews was mixed. There was evidence in favor (internet-based health interventions [41]), evidence against (adaptive e-learning interventions [22]), and mixed evidence: 1 of 3 (33%) web-based interventions was cost-effective compared with in-person interventions at 6 months [52]. Cost-effectiveness may also depend on whether digital interventions supplement or replace face-to-face interventions. Cost-threshold analyses indicated that some form of electronic intervention is likely to be cost-effective when added to nonelectronic behavioral support, but there is substantial uncertainty with regard to determining the most effective (thus most cost-effective) type of electronic intervention, which warrants further research [84]. Future work will need to investigate cost-effectiveness to allocate resources to developing the most promising digital tools.

Conclusions

Our review of reviews summarizes the state of our knowledge of digital interventions for health improvement behaviors in nonclinical populations. We found positive but small effects for digital interventions that targeted diet and physical activity combined, greater effects—but still small—for smoking and alcohol consumption, and positive, medium-sized effects for mobile interventions for physical activity alone. More high-quality research is needed to assess the sustainability of the effects of digital interventions in the long term, the differences between modes of delivery for digital interventions, their effect on different population subgroups, their cost-effectiveness compared with existing behavior change approaches, and in particular whether they are better used as an adjunct to or replacement for face-to-face treatment. We need the answers to these questions to be able to make an informed decision about whether digital behavior change tools should be integrated into the NHS Health Check program.
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Abstract

Background: Many current research needs can only be addressed using very large cohorts. In such studies, traditional one-on-one phone, face-to-face, or paper-based engagement may not be feasible. The only realistic mechanism for maintaining engagement and participation at this scale is via digital methods. Given the substantial investment being made into very large birth cohort studies, evidence for optimal methods of participant engagement, participation, and retention over sustained periods without in-person contact from researchers is paramount.

Objective: This study aims to provide an overview of systematic reviews and meta-analyses evaluating alternative strategies for maximizing participant engagement and retention rates in large-scale studies using digital methods.

Methods: We used a rapid review method by searching PubMed and Ovid MEDLINE databases from January 2012 to December 2019. Studies evaluating at least 1 e-engagement, participation, or retention strategy were eligible. Articles were screened for relevance based on preset inclusion and exclusion criteria. The methodological quality of the included reviews was assessed using the AMSTAR-2 (Assessing the Methodological Quality of Systematic Reviews 2) measurement tool, and a narrative synthesis of the data was conducted.

Results: The literature search yielded 19 eligible reviews. Overall, 63% (n=12) of these reviews reported on the effectiveness of e-engagement or participation promotion strategies. These evaluations were generally not conducted within very large observational digital cohorts. Most of the contributing reviews included multipurpose cohort studies (with both observational and interventional elements) conducted in clinical and research settings. Email or SMS text message reminders, SMS text messages or voice notifications, and incentives were the most commonly used design features to engage and retain participants. For parental outcomes, engagement-facilitation interventions influenced uptake and behavior change, including video feedback, goal setting, and intensive human facilitation and support. Participant-stated preferences for content included new knowledge, reminders, solutions, and suggestions about health issues presented in a clear, short, and personalized way. Perinatal and postpartum women valued self-monitoring and personalized feedback. Digital reminders and multiple SMS text messages were specific strategies that were found to increase adherence to medication and clinic attendance, respectively.

Conclusions: This review adds to the growing literature evaluating methods to optimize engagement and participation that may apply to large-scale studies using digital methods; it is promising that most e-engagement and participation promotion strategies appear to be effective. However, these reviews canvassed relatively few strategies, suggesting that few alternative strategies have been experimentally evaluated. The reviews also revealed a dearth of experimental evidence generated within very large observational digital cohort studies, which may reflect the small number of such studies worldwide. Thus, very large studies may need to proactively build in experimental opportunities to test engagement and retention approaches to enhance the success of their own and other large digital contact studies.
cohort studies; communication modes; digital study; mobile phone; participant engagement; research methodology; retention; systematic reviews

**Introduction**

**Background**

Adult cohort studies (such as the UK Biobank, recruiting 500,000 participants and costing approximately £250 million (US $349 million) to date [11]) have demonstrated the power of mega-cohorts to transform the speed, precision, and capacity for high-value new knowledge for health and health care delivery. Unfortunately, high-profile *early life* initiatives of similar size and ambition, such as the US National Children’s Study and UK Life Study, were withdrawn despite £0.8 billion (US $1.2 billion) and £38 million (US $59 million) funding, respectively [2,3], in large part because they stumbled at the first hurdle of engagement and uptake. Others, though successful in recruitment, have had substantial attrition over time [4]. Thus, a limited science of engagement and retention poses a critical hurdle to such studies in meeting their vision of advancing human health.

Engagement is defined as “the extent to and manner in which people actively use a resource and has been operationalized as a multistage process involving the point of engagement, a period of sustained engagement, disengagement, and reengagement” [5]. Many factors may influence the engagement process at different time points. In a research study, indicators of poor engagement may include low initial uptake from the first point of contact or reduced interaction over time, in some cases leading to complete disengagement or dropout. Engagement strategies have been developed to enable cohort studies—both observational and interventional—to meet their aims (eg, improving health behaviors and outcomes) by allowing regular, sustainable engagement with large numbers of participants via remote or digital-only studies [6].

E-engagement incorporates the participation, recruitment, and retention of participants through digital platforms. Factors that may improve participant e-engagement include its technical features, content, frequency of waves, and engagement-facilitation interventions (EFIs) [7]. User characteristics and digital platform features should also be considered. Ritterband et al [8] simplified this in their internet intervention model, hypothesizing that behavior change is influenced by the stepwise progression of environmental factors, support, and website characteristics affecting adherence, which then affect behavior change (ie, sustained participant engagement) through various mechanisms of change. Thus, maximizing e-engagement can improve the efficiency of research processes and reduce both administration costs [9] and the validity and power costs of significant and systematic nonuptake and attrition [10] in major studies.

Given the expense of longitudinal cohort studies, effective strategies that engage and retain cohort participants are critical to the integrity of research outcomes [11,12]. The retention of study participants is vital to ensure the power and internal validity of longitudinal research [13-15], whereas participant engagement is important for evaluating the efficacy and generalizability of the program under study. A review of randomized controlled trials [16] suggests that delays in participant recruitment or high dropout rates postrandomization may lead to uncertainty in treatment effectiveness and possibly confound results. For example, in the case of technology-based intervention studies, the technology may change over time if recruitment is prolonged, potentially leading to artifacts or differential effects on treatment outcomes. Proposed retention strategies involving (1) contact and scheduling methods, (2) visit characteristics, (3) study personnel, (4) nonfinancial incentives, (5) financial incentives, (6) reminders, (7) special tracking methods, (8) study description, (9) benefits of study, (10) reimbursement, (11) study identity, and (12) community involvement [17,18] may influence participant retention rates. However, there is limited experimental evidence and data for the in-depth exploration of retention strategies and their implementation.

With the recent growth in experimental research on the optimization of digital methods in longitudinal cohort research studies, there is a need for the literature to be collectively synthesized at a pace reflecting the rapid evolution of technology.

**Objective**

The objective of this review is to provide an overview of strategies that enhance engagement, participation, and retention rates in large-scale digital contact studies, comparing digital methods with alternative (digital and nondigital) methods. This work has been undertaken as part of the design of the forthcoming Generation Victoria (GenV) study [19]. GenV is a whole-of-state birth and parent cohort being planned in the state of Victoria, Australia. After initial face-to-face recruitment, the majority of contact with study participants will be via digital methods. The findings of this review are expected to inform GenV and other very large birth cohort studies in planning.

**Methods**

**Protocol Registration**

The protocol of this rapid review was registered with PROSPERO (International Prospective Register of Systematic Reviews; registration number CRD42020155430). We followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement to report our systematic review [20].

**Research Questions and Definitions**

In the context of the administration of large-scale digital contact cohort studies, we investigated the following research questions:
1. What technical design features aid engagement, participation, and retention?
2. What EFIs aid engagement, participation, and retention?
3. What feedback is valued by parents with young children?
4. How effective are e-engagement, participation, and retention interventions?

We used the following definitions throughout:
• Engagement: the proportion of participants who receive, open, and actively engage in a survey or an assessment wave. Incorporates the study being able to contact the participant, and the participant being motivated to start the activity.
• EFI: the approach used to increase the acceptability of a web-based program.
• Participation: the proportion of participants who completed a survey or an assessment. Incorporates the participant having time to complete the activities, understanding how to complete the activities, and being willing to provide information about themselves and their family.
• Retention: the proportion of participants who participate across successive waves. Incorporates the study being able to contact the participant and the participant wanting to continue to participate.
• Review: reporting on overall findings of an included systematic review.
• Study: reporting on findings of an individual study reported within a systematic review.

Electronic Searches
Four authors (MW, JN, SAC, and YW) developed the search strategy and refined the searches with an experienced librarian. The search queries used to retrieve our systematic reviews and meta-analyses are presented in Multimedia Appendix 1. Literature searches were performed in PubMed and Ovid MEDLINE databases using both MeSH and free-text words. The results from each search engine were downloaded into an EndNote (Clarivate Analytics) reference library and saved in Covidence (Veritas Health Innovation Ltd). Duplicate studies across the combined groups were removed. We also consulted experts and manually searched for relevant studies.

Selection of Reviews
Two authors (selected from JN, YW, and LC) independently screened each paper title and abstract for relevance. The full text of the remaining papers was independently screened by two of the authors (selected from JN, YW, SAC, and LC). Any disagreements were resolved by consensus. To ensure a standardized process for our review, the author’s pilot-tested titles and abstracts, and full-text screening with a sample of papers. This information helped refine the inclusion and exclusion criteria.

Inclusion Criteria

Study Types
As this was a rapid review, we examined only systematic reviews and meta-analyses (not individual source studies) pertinent to large-scale cohort studies. We included studies with observational and/or interventional elements conducted in clinical and research settings. As digital technology is moving so rapidly, we limited our search to reviews published between January 2012 and December 2019, reasoning that these would include relevant older studies while being most technologically relevant to the needs of cohorts being planned in the 2020s.

Studies were eligible if they evaluated at least one of the following e-engagement, participation, or retention strategies (note that testing these strategies could occur in the context of a trial of therapeutic intervention):
1. Alternative contact metrics: for example, frequency per month or year; time of the month, week, or day; duration of each contact; and reminder content and frequency.
2. Reimbursement and gifts or penalties: for example, payments for survey completion, small gifts, or store discount codes.
3. Feedback features: for example, presented as participant’s responses or performance at the point of completion; progress over time (with or without comparison with the population); a report sharable with care providers; and thank you certificates.
4. Content features: for example, assessments relevant to the life course approach or development stage of participants and/or their child; the balance of positive and negatively framed questions; ease of understanding; cognitive burden of assessment or survey items; and interest.
5. Technical and design features: for example, native or web app, can leave and return to assessment, the appearance of the interface, gamified interface, and visual progress tracker.
6. Study design features: for example, messages personalized with participant names and study staff contactable to answer questions.
7. Target participant characteristics: for example, demographic, motivation, or burden of disease.
8. Communication modes: for example, visual, auditory, text, and real person or avatar.

Participants
As the respondents in large birth cohorts are usually parents for the first decade of life, our primary focus was adults aged <50 years. Where evidence existed, we considered parents of children aged between 0 and 5 years.

Comparators
Alternative standard delivery strategies such as mail, fax, and other digital interventions (DIs).

Outcome Measures
Participant engagement in, completion of, and retention in digital study (survey and assessment) waves throughout short and long periods.

Exclusion Criteria
For initial title and abstract screening, we excluded the following publications: the primary focus (participant) was adults ≥50 years or children as the primary respondents; publications not written in English; and publications with full text not accessible through the University of Melbourne library.
Additional criteria for the full-text review screening were not reporting our outcome metrics of engagement, participation, or retention; focusing on low-income countries; and focusing on rare or uncommon conditions such as HIV or cancer.

Data Extraction
A data extraction template was developed and piloted by the authors (JN, YW, SAC, and LC) in 3 reviews. The template contained general review information (author and search dates), characteristics of included studies (number of relevant studies, study designs, health topics, population age, and geographic area), e-engagement, participation, and retention promoting strategies, the methodological quality of systematic reviews, and a summary of review results and conclusions.

Data were extracted independently by 2 of the authors (selected from JN, YW, SAC, and LC), and any discrepancies were resolved by consensus.

Data Synthesis
A meta-analysis was not performed because of the heterogeneity of intervention types, study designs, study populations, and outcome variables among the included studies. Instead, a narrative summary of the findings across studies was created based on study outcomes (ie, participant engagement, participation, completion, and retention) and strategies promoting these study outcomes.

Methodological Quality of Included Reviews
Two authors (JN and YW) independently assessed the quality of the included review methodology using AMSTAR-2 (Assessing the Methodological Quality of Systematic Reviews 2; a measurement tool to assess systematic reviews) [21]. The appraisal tool of AMSTAR-2 included 16 domains: whether there was a description of the PICO (population, intervention, control group, and outcome) components in the research questions and the inclusion criteria; the protocol of systematic review or meta-analysis; study design rationale; the literature searching strategy; study selection; data extraction; specific details of inclusion and exclusion criteria; adequate detail of the included studies; bias risk assessment of the included studies; the funding sources; appropriate statistical methods; the impact evaluation of the individual study's risk of bias (RoB); the explanation of RoB in individual studies; a satisfactory explanation for any heterogeneity; adequate investigation of publication bias; and potential conflicts of interest. The answer options for the AMSTAR-2 were yes, partial yes, and no. Yes denoted a positive result. No represented that there was not enough information about the domain. Partial yes represented that it partially adhered to the standard. Discrepancies were resolved by consensus.

Results
Search and Screening Results
The search strategy yielded 1080 systematic reviews. An additional 13 reviews were identified through a manual search of publications’ reference lists. Following the removal of duplicates, 1071 publications were screened. The title and abstract screening excluded 907 reviews. A total of 164 articles underwent full-text review, of which 19 publications [22-40] met the inclusion criteria. Figure 1 summarizes the search and screening process presented in the PRISMA format.
Characteristics of Included Reviews

On simple summing, the 19 reviews contained 437 studies and more than 556,000 participants (4 studies did not report the number of participants). Some studies and therefore participants are included in more than one review. Given that we aimed to identify strategies that may influence the outcomes of interest rather than synthesize an overall estimate (as per meta-analytic techniques), we did not see an overlap as problematic.

The characteristics of the included reviews are summarized in Table 1. Most reviews contained studies of varying designs, spanning quantitative and qualitative analyses.

The 19 systematic reviews included studies conducted in both research (8 reviews) and clinical or health care (11 reviews) settings. Of these reviews, 4 examined young people and adults with mental disorders, anxiety, and depressive symptoms. Others examined engagement, participation, and/or retention in digital contact studies among perinatal and postpartum women, patients with chronic diseases, parents in neonatal intensive care units, human papillomavirus vaccine uptake in young children, vaccinations in adults, pregnant women, and uptake of preschool vaccinations.
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Studies in review</th>
<th>Participants</th>
<th>Population</th>
<th>Regions</th>
<th>Designs of included studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alkhaldi, 2016 [23]</td>
<td>Evaluate the effectiveness of tech-based prompts (eg, SMS text messages or calls) for promoting engagement with digital interventions</td>
<td>14</td>
<td>8774</td>
<td>Adults participating in digital interventions for physical and/or mental health</td>
<td>Europe, United States, and Australia</td>
<td>RCTs&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Baumeister, 2014 [26]</td>
<td>Investigate the impacts of guidance (human support) on the effectiveness of web-based mental health interventions</td>
<td>14</td>
<td>Not stated</td>
<td>Adults with clinical or sub-threshold mental disorders</td>
<td>Not stated</td>
<td>RCTs</td>
</tr>
<tr>
<td>Lattie, 2019 [32]</td>
<td>Evaluate factors associated with the effectiveness of web-based mental health interventions</td>
<td>89</td>
<td>15,857</td>
<td>Postsecondary (eg, university) students targeted by universal prevention or treatment intervention programs</td>
<td>Europe, United States, Canada, China, Mexico, Australia, and New Zealand</td>
<td>RCTs, nonrandomized studies, and qualitative</td>
</tr>
<tr>
<td>Lim, 2019 [33]</td>
<td>Explore postpartum women’s and health professionals’ perspectives of digital health interventions for lifestyle management in postpartum women</td>
<td>9</td>
<td>484</td>
<td>Postpartum women</td>
<td>United Kingdom, United States, Bangladesh, and Australia</td>
<td>Qualitative (focus groups or interviews), questionnaire, and observational</td>
</tr>
<tr>
<td>Thakkar, 2016 [37]</td>
<td>Investigate the effect of SMS text messaging on medication adherence in chronic disease</td>
<td>16</td>
<td>2742</td>
<td>Adults with chronic diseases, including HIV infection, cardiovascular disease, asthma, diabetes, and epilepsy</td>
<td>Europe, South America, United States, Asia, and Africa</td>
<td>RCTs</td>
</tr>
<tr>
<td>Tromp, 2015 [38]</td>
<td>Investigate motivations of children and their parents to participate in clinical drug research</td>
<td>42</td>
<td>Not stated</td>
<td>Children with health conditions (eg, cancer, respiratory diseases, or diabetes) or no health conditions and their parents or guardians</td>
<td>Not stated</td>
<td>Quantitative (questionnaires or registries) and qualitative (interviews, focus groups, or case study)</td>
</tr>
<tr>
<td>Valimaki, 2017 [39]</td>
<td>Summarize the content and effectiveness of web-based interventions for depression and anxiety</td>
<td>27</td>
<td>7786</td>
<td>Young people (aged 10-24 years) with symptoms and/or diagnosis of depression or anxiety</td>
<td>Europe, United States, Canada, China, Australia, and New Zealand</td>
<td>RCTs</td>
</tr>
<tr>
<td>Whitaker, 2017 [40]</td>
<td>Describe the extent and effectiveness of using Facebook to recruit participants for health research</td>
<td>35</td>
<td>Median 264 per study</td>
<td>People (aged ≥13 years) targeted for recruitment into health studies and interventions, most commonly smoking cessation, human papillomavirus vaccination, and healthier lifestyle interventions</td>
<td>Germany, United States, Canada, Japan, and Australia</td>
<td>Quantitative and qualitative</td>
</tr>
<tr>
<td><strong>Clinical or health care setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adams, 2015 [22]</td>
<td>Provide evidence on the effectiveness, acceptability, economic costs, and consequences of parental financial incentives and quasi-mandatory schemes for increasing the uptake of preschool vaccinations</td>
<td>11</td>
<td>334,476</td>
<td>Parent of preschool children living in high-income countries; member of any relevant stakeholder group living in high-income countries</td>
<td>United Kingdom</td>
<td>RCTs and controlled pre-post and time-series analyses</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Studies in review</td>
<td>Participants</td>
<td>Population</td>
<td>Regions</td>
<td>Designs of included studies</td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ames, 2019 [24]</td>
<td>Describe clients’ experiences of receiving health information via their mobile phone</td>
<td>35</td>
<td>Not stated</td>
<td>Adolescent and adult clients of pregnancy, newborn, and child health, sexual health, and family planning health services receiving communication via their mobile devices</td>
<td>United Kingdom, United States, Canada, Southeast Asia, Australia, South America, and Africa</td>
<td>Qualitative study</td>
</tr>
<tr>
<td>Atkinson, 2019 [25]</td>
<td>Evaluate the effectiveness of digital push interventions in improving vaccine uptake and series completion compared with nondigital interventions</td>
<td>13</td>
<td>24,224</td>
<td>Adults receiving vaccines themselves, including pregnant women, or parents of adolescents and children eligible for vaccination</td>
<td>United States, Lebanon, Zimbabwe, and Guatemala</td>
<td>RCTs</td>
</tr>
<tr>
<td>Belisario, 2015 [27]</td>
<td>Compare the quality of survey responses collected using mobile apps vs other methods</td>
<td>14</td>
<td>2272</td>
<td>Smartphone and tablet apps as a delivery mode in clinical patients. Data collected from participants completing health-related, self-administered questionnaires</td>
<td>Western Europe, United States, Canada, and Korea</td>
<td>RCTs, crossover, and paired repeated measures studies</td>
</tr>
<tr>
<td>Dol, 2017 [28]</td>
<td>Examine the effect of eHealth interventions used in neonatal intensive care units on parents and infants</td>
<td>8</td>
<td>Not stated</td>
<td>Parents in neonatal intensive care units</td>
<td>United States, Singapore, the Netherlands, South Korea, and Israel</td>
<td>RCTs, quasi-experimental, pre-post, observational studies, descriptive studies, and prospective studies</td>
</tr>
<tr>
<td>Dubad, 2017 [29]</td>
<td>Evaluate the efficacy and usability of mobile mood-monitoring apps in young people</td>
<td>25</td>
<td>110,051</td>
<td>Healthy participants, participants from clinical populations, including youth with a range of mental health, emotional, or behavioral problems</td>
<td>Western Europe, United States, and Australia</td>
<td>RCTs, secondary analyses, nonexperimental studies, and quasi-experimental</td>
</tr>
<tr>
<td>Garrido, 2019 [30]</td>
<td>Examine the effectiveness of digital mental health interventions for depression and anxiety in young people</td>
<td>41</td>
<td>16,874</td>
<td>Young people with depression and anxiety</td>
<td>Northern Europe, United States, South America, Asia, and Australia</td>
<td>RCTs, single cohort (including pre-post design), and case studies</td>
</tr>
<tr>
<td>Kang, 2017 [31]</td>
<td>Evaluate the impacts of digital interventions on human papillomavirus vaccination</td>
<td>5</td>
<td>14,107</td>
<td>Young adults (males and females) who had received their first human papillomavirus vaccine dose</td>
<td>United States</td>
<td>RCTs</td>
</tr>
<tr>
<td>Mertens, 2019 [34]</td>
<td>Evaluate the effects of technology-supported lifestyle interventions on gestational weight gain and postnatal weight loss</td>
<td>9</td>
<td>2603</td>
<td>Perinatal women during pregnancy or within the first postnatal area</td>
<td>United States, Australia, and Iran</td>
<td>RCTs</td>
</tr>
<tr>
<td>Parsons et al, 2017 [35]</td>
<td>Evaluate the remotely delivered interventions for children with autism spectrum disorder living outside of urban areas: systematic review</td>
<td>9</td>
<td>197</td>
<td>Families having a child with autism spectrum disorder, living outside of urban areas, and having limited access to services</td>
<td>United States, Canada, and Australia</td>
<td>Pre-post, multiple-base design, RCTs, and quasi-experimental studies</td>
</tr>
<tr>
<td>Robotham, 2016 [36]</td>
<td>Assess the impact of digital notifications to improve attendance in clinics</td>
<td>21</td>
<td>16,076</td>
<td>Patients attending health care services</td>
<td>Europe, United States, Asia, Africa, and Australia</td>
<td>RCTs</td>
</tr>
</tbody>
</table>

*RCT: randomized controlled trial.

**Research Question 1: Technical Design Features That Aid Engagement, Participation, and Retention**

We found 4 reviews [22,25,31,32] reporting on several technical design features to aid engagement, participation, and retention, including financial incentives (including gifts), digital pushes (SMS text message alerts), voice notifications, and email or SMS text message reminders and studies’ technical feasibility and usability (ie, informed consent). Email or SMS text message reminders and SMS text message notifications were reported...
in 4 reviews [31,32,36,37] as the most commonly used technical design feature to improve participation and completion rates. Two reviews reported the use of email or SMS text message reminders and voice notifications [36,37] to enhance study participation. Robotham et al [36] compared zero, one, and multiple SMS text message notifications and voice notifications.

**Research Question 2: EFIs That Aid Engagement, Participation, and Retention**

The following EFIs were reported by 5 reviews [24,26,28,30,35] as a means to aid uptake and participant engagement.

**SMS Text Messages and Interactive Voice Response Messages**

The review by Ames et al [24] examined perceptions and experiences of digital targeted client communication (ie, SMS text messages and interactive voice response messages) via mobile devices in the areas of reproductive, maternal, newborn, and adolescent health. The results suggested that many clients liked receiving messages from health services using mobile phones. Content preferences included new knowledge, reminders, solutions, and suggestions about health issues presented in a clear, short, and personalized way.

**Intensive Guidance (Web-Based Interventions With Human Facilitation, Support, or Coaches)**

According to the review by Baumeister et al [26], in treating mental health disorders, guidance, as a retention strategy, improved rates of completion (pooled completer rate: odds ratio 2.76, 95% CI 1.68-4.53; n=6) and the number of completed modules (pooled mean number of completed modules: standardized mean difference 0.52, 95% CI 0.37-0.67; n=7). Lim et al [33] reported on the use of lifestyle coaching as an EFI to aid DI uptake. DIs were perceived as positive, user-friendly, and acceptable. Engagement strategies employed in DIs were monitoring and feedback, goal setting, health professional input, and social support.

**Videoconferencing and Video-Feedback Interventions**

The review by Dol et al [28] reported the following EFIs to aid uptake across included studies: Baby CareLink (an educational and emotional support system for parents with children in the neonatal intensive care unit) [41], Skype, and FaceTime. In this review, no significant differences were found between parents who participated in an e-intervention or received standard care in terms of their reported anxiety and/or stress, possibly because of the greatly varied study design and type of eHealth technology across studies.

Garrido et al [30] summarized the use of web-based modules, learning materials, or activities; group chats or courses; online forums; web-based chat facilities with a mental health professional; games; and psychoeducational computer programs as EFIs to aid participant uptake. The pooled effect size on depression compared with a nonintervention control was small (Cohen $d=0.33$; 95% CI 0.11-0.55), whereas the pooled effect size of studies comparing an intervention group with an active control showed no significant differences (Cohen $d=0.14$; 95% CI $−0.04$ to 0.31). In addition, pooled effect sizes were higher when supervision was involved (for studies comparing digital mental health interventions with high human interaction vs no intervention: Cohen $d=0.52$, 95% CI 0.23-0.80; for studies comparing digital mental health interventions with high human interaction vs active controls with no supervision: Cohen $d=0.49$; 95% CI $−0.11$ to 1.01).

**Web-Based Training Intervention in Behavioral Interventions and Video Training Materials**

Parsons et al [35] reported that using video training materials compared with face-to-face training improved parent knowledge, parent intervention fidelity, social behavior, and communication skills of children with autism spectrum disorders.

**Research Question 3: Feedback Valued by Participants With Younger Children**

Feedback was valued by perinatal and postpartum women and parents in neonatal intensive care units, as reported by 4 reviews [24,28,33,34].

In the review by Merten et al [34], participants valued visual and personalized feedback, information, and tools for physical activity and dietary intake tailored to their self-monitored data during pregnancy. This feedback reinforced successes and/or offered motivational support and recommendations to achieve their goals. Ames et al [24] reported that the opportunity to offer feedback about needs, preferences, and experiences during pregnancy helped develop or improve the study intervention. In the review by Dol et al [28], parents valued a video-feedback intervention that guided them to reflect on their own successful interactions through recordings of parent-infant interaction and feedback from a video interaction guidance professional. According to Lim et al [33], many of the characteristics of DIs that postpartum women valued included feedback and goal setting. Women valued setting realistic goals through video consultation with their dietitian and tracking daily weight, exercise, and blood glucose levels in a web-based intervention, consistent with known key strategies for behavior change.

**Research Question 4: Effectiveness of Engagement, Participation, and Retention Promotion Strategies**

Overall, 63% (12/19) of reviews reported the effectiveness of e-engagement or participation promotion strategies. Table 2 summarizes the effectiveness of the various e-engagement, participation, and retention strategies reported in the reviews. Most findings were reported as relative rather than absolute differences, where numerical syntheses were provided (refer to Multimedia Appendix 2 [22,23,25,27,29,31,32,34,36,37,39,40] for further details on the analyzed research questions and strategies).
<table>
<thead>
<tr>
<th>Study</th>
<th>Condition or sample</th>
<th>Intervention vs control</th>
<th>Outcome</th>
<th>Study statistics: number of studies, effect size (95% CI), heterogeneity</th>
<th>Results</th>
</tr>
</thead>
</table>
| Alkhaldi, 2016 [23]  | Digital interventions | Study design features: (1) Technology-based engagement strategies (email, phone call, and SMS text messages) to promote engagement with digital interventions vs no strategy (11 studies); postal mail strategy (1 study); fewer technology-based strategies than the intervention group (2 studies). | Engagement—engagement with the digital intervention. Dichotomous outcomes: number of log-ins or visits, page views, sessions completed, digital interventions features used. Continuous outcomes: time spent on the digital intervention. | (1) Dichotomous outcomes (n=8): RR = 1.27 (−1.01 to 1.60) favoring strategy group; $I^2 = 71%$.  
(2) Continuous outcomes (n=4): SMD = 0.19 (−0.11 to 0.48) favoring strategy group; $I^2 = 20%$. | (1) Engagement in a digital intervention was higher with engagement strategy, compared with no strategy. |
| Baumeister, 2014 [26] | Mental health disorders | Study design features: (1) Guided interventions (with human support) vs nonguided interventions (self-guided)  
(2) Guided interventions with a higher qualified e-coach vs guided interventions with a lesser qualified e-coach  
(3) Intensive guidance (at least three email conversations per week) vs less-intensive guidance (one email contact per week). | Completion—number of completed modules, number of people completing the intervention. | (1) Number of completed modules (n=7): SMD = 0.53 (0.37 to 0.67), higher in a guided group.  
(2) Number of completers (n=6): OR = 2.76 (1.68 to 4.53), Higher for a guided group; $I^2 = 42%$.  
(3) Number of completed modules (n=4): SMD = 0.15 (−0.36 to 0.05). No significant difference between groups; $I^2 = 0%$.  
(4) Number of completers (n=4): OR = 0.85 (0.54 to 1.35). No significant difference between groups; $I^2 = 0%$.  
(5) Completer rate: OR = 1.40 (0.41 to 4.71). Higher in intensive guidance group.  
(6) Mean completed modules: SMD = 0.11 (−0.41 to 0.63). Higher in intensive guidance group. | (1) Completion was higher in guided interventions than self-guided interventions.  
(2) No difference in completion by coach qualification level.  
(3) Completion was higher with intensive guidance than less-intensive guidance. |
| Garrido, 2019 [30]   | Internet or web-based interventions | Communication modes: (1) Web-based module learning materials or activities, group chats or courses, online forums, and web-based chat facilities with a mental health professional vs face-to-face counseling  
(2) Computer-based programs including games and psychoeducational computer programs vs waitlist control group. | Completion—proportion of commencing participants who completed the intervention. | (1) Not stated. | (1) and (2) Engagement and adherence rates were low with participants completing less than half of the intervention components. |
<table>
<thead>
<tr>
<th>Study</th>
<th>Condition or sample</th>
<th>Intervention vs control</th>
<th>Outcome</th>
<th>Study statistics: number of studies, effect size (95% CI), heterogeneity</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parsons, 2017 [35]</td>
<td>Internet or web-based parent training programs for autism spectrum disorder</td>
<td>Communication modes: (1) Web-based training intervention in behavioral interventions vs written training materials (2) Video training materials vs completing the same training face-to-face within families' homes.</td>
<td>Completion—completion and adherence. (1) and (2) Not stated.</td>
<td>(1) and (2) Interventions delivered via videos were more effective and accepted by parents than those delivered via written information.</td>
<td></td>
</tr>
<tr>
<td>Mertens, 2019 [34]</td>
<td>Telehealth</td>
<td>Communication modes: (1) Mobile apps, SMS text messages, and e-intervention vs standard care including brief information brochures with healthy eating and physical activity advice.</td>
<td>Participation—efficacy, feasibility, acceptability, use of e-intervention. (1) Not stated.</td>
<td>(1) Email, app alerts, or SMS text message notifications are well accepted for health interventions.</td>
<td></td>
</tr>
<tr>
<td>Whitaker, 2017 [40]</td>
<td>Internet or web-based interventions</td>
<td>Communication modes: (1) Recruitment via Facebook advertisements vs recruitment via traditional methods or national data.</td>
<td>Engagement—number of participants recruited, conversion rate. (1) Not stated.</td>
<td>(1) Facebook can be successfully used to recruit young and hard-to-reach populations. Facebook-recruited samples were generally representative to the target demographic, but some reported overrepresentation of young White women.</td>
<td></td>
</tr>
<tr>
<td>Atkinson, 2019 [25]</td>
<td>Vaccinations</td>
<td>Communication modes: (1) Digital push notifications (eg, SMS text message alerts) vs nondigital interventions (eg, appointment card). (2) Digital push notifications (eg, SMS text message alerts) vs nondigital pull interventions</td>
<td>Participation—vaccination uptake (1 dose) or completion (all doses in series). (1) 1 dose (n=9): OR 1.17 (1.10 to 1.23); $I^2=89%$. (2) Complete of all doses (n=4): OR 1.53 (1.13 to 2.08); $I^2=82%$.</td>
<td>(1) and (2) There were increased odds of participants being vaccinated or completing the vaccination series with digital alerts compared with nondigital interventions.</td>
<td></td>
</tr>
<tr>
<td>Dubad, 2018 [29]</td>
<td>Delivery mode</td>
<td>Communication modes: (1) Mobile mood-monitoring apps vs paper diary or in person.</td>
<td>Participation—completion rate of diary entries and mood assessments, engagement with the app. (1) Not stated.</td>
<td>(1) Participation rates ranged between 30% and 99%.</td>
<td></td>
</tr>
<tr>
<td>Belisario, 2015 [27]</td>
<td>Delivery mode</td>
<td>Communication modes: (1) Smartphone app questionnaire vs paper questionnaire.</td>
<td>Completion—data completeness. (1) Not stated.</td>
<td>(1) Higher data completeness in app than paper reported by individual studies.</td>
<td></td>
</tr>
<tr>
<td>Dol et al, 2017 [28]</td>
<td>eHealth intervention</td>
<td>Communication modes: (1) Videoconferencing (Skype or FaceTime), Baby CareLink (an internet-based application), video-feedback intervention, and internet-based telemedicine program vs standard care.</td>
<td>Completion—parents completed demographic and feasibility surveys postintervention. (1) Not stated.</td>
<td>(1) Parents generally found eHealth interventions useful and acceptable for neonatal intensive unit care for their infant.</td>
<td></td>
</tr>
</tbody>
</table>

https://www.jmir.org/2021/5/e23499
Valimaki, 2017 [39]  
Internet or web-based interventions  
Communication modes: (1) Web-based interventions for depression and anxiety, computers, tablets, or mobile phones vs waitlist, other intervention method or program.  
Intervention vs control  
Condition or sample  
Completion—attrition, number of participants leaving the study early.  
Outcome  
Study  
(1) Adolescents in the intervention group left the study early more often, both in short-term studies and midterm studies.  
Results  
Study statistics: number of studies, effect size (95% CI), heterogeneity  
(1)  
• Attrition of web-based interventions compared with a control group for short-term effectiveness (n=11): OR 1.31 (1.08 to 1.58).  
• Attrition in midterm (follow-up measurements after 3-5 months) effectiveness (n=3): OR 1.65 (1.09 to 2.49).  
Robotham, 2016 [36]  
Patients attending various health care services  
Contact metrics: (1) One SMS text message notification vs no SMS text message notifications. (2) 2+SMS text message notifications vs no SMS text message notification. (3) SMS text message notifications vs voice notifications.  
Participation—attendance, cancellation, and “no shows” at a health care service appointment.  
Outcome  
Study  
(1)  
• Attendance (n=13): RR 1.23 (1.10 to 1.38) in favor of the SMS text message group; I²=82%.  
• Cancellation (n=3): RR 1.37 (P=.34) with no difference between groups; I²<1%.  
• “No shows” (n=16): RR 0.75 (0.68 to 0.82); I²=21%.  
(2)  
• Attendance (n=13): RR 1.49 (1.17 to 1.88) in favor of 2+notifications group; I²=66%. 19% risk difference  
• “No shows”: (n=15): RR 0.75 (0.57 to 0.99) with “no shows” lower in the 2+notifications group or I²=35%. 0.3% risk difference between 1 and 2+notification groups.  
(3)  
• Attendance (n=3): RR 0.90 (0.82 to 0.98) in favor of voice notifications, I²<1%; “No shows” (n=4): RR 1.12 (0.90 to 1.38); I²=73%  
• Between 1 and 2+notification groups. “No shows”: (n=15): RR 0.75 (1.17 to 1.88) with “no shows” lower in the 2+notifications group; I²=35%. 0.3% risk difference between 1 and 2+notification groups.  
• Attendance (n=3): RR 0.90 (0.82 to 0.98) in favor of voice notifications, I²<1%. “No shows” (n=4): RR 1.12 (0.90 to 1.38); I²=73%.  
Thakkar, 2016 [37]  
Various chronic conditions  
Contact metrics: (1) SMS text message reminder vs no SMS text message reminder.  
Participation—medication adherence.  
Outcome  
Study  
(1)  
• Adherence to medication schedule (n=not stated): OR 2.11 (1.52 to 2.93). Weighted mean effect size (n=not stated): Cohen d=0.41 (0.23 to 0.59).
<table>
<thead>
<tr>
<th>Study</th>
<th>Condition or sample</th>
<th>Intervention vs control</th>
<th>Outcome</th>
<th>Study statistics: number of studies, effect size (95% CI), heterogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattie, 2019</td>
<td>Participation reminders</td>
<td>Contact metrics:</td>
<td>Completion—number of sessions or assessments or prompts completed. (1)</td>
<td>(1) The odds of medication adherence more than doubled with SMS text message reminders, compared with no reminders. Assuming baseline medication adherence was 50%, this translates to an improvement to 67.8%, or an absolute increase of 17.8%.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1) Email reminders vs no email reminders.</td>
<td>Number of sessions completed (n=not reported): Reminder group mean 2.9, SD 2.5; no reminder group mean 3.6, SD 2.3; t=0.88.</td>
<td></td>
</tr>
<tr>
<td>Kang, 2017</td>
<td>Reminders</td>
<td>Contact metrics:</td>
<td>Completion—completion of three-dose human papilloma virus vaccine schedule. (1)</td>
<td>(1) Email reminders were not associated with completing more sessions in a web-based intervention. There were also notable rates of participant attrition and early program discontinuation in many of the studies.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1) 7 email or SMS text message reminders vs paper appointment card.</td>
<td>Number of people completing the vaccine schedule (n=86): email or SMS text message reminder group 34%; paper card reminder group 32%; P=.76.</td>
<td></td>
</tr>
<tr>
<td>Adams, 2015</td>
<td>Incentives</td>
<td>Reimbursement and gifts or penalties:</td>
<td>Engagement or uptake—uptake of preschool vaccinations; up to date with 0-2-year vaccinations; up to date with child vaccinations. (1)</td>
<td>(1) Completion rates of a vaccine schedule did not differ by reminder format (email or SMS text message, compared with paper card).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1) Cash lottery tickets for attendance vs usual care (no incentives).</td>
<td>At each follow-up time point, attendance for any reason and for vaccination was higher in incentives group. (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2) Loss of US $40 welfare benefits for not vaccinating vs usual care (no incentives).</td>
<td>No difference in up-to-date rates at 1 or 2-years follow-up. (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3) Loss of some welfare benefits for not vaccinating vs usual care (no incentives).</td>
<td>Welfare deduction group had higher vaccination rates at 1, 2, 3, and 4 years. At age 2 years, the welfare deduction group had higher vaccine series completion. (3)</td>
<td></td>
</tr>
</tbody>
</table>

**RoB for Included Systematic Reviews**

The assessment of the 16 items of AMSTAR-2 from each included review is demonstrated in [Multimedia Appendix 3](#)[22-40]; 11 systematic reviews were rated as critically low [22,23,25,26,30-36] and 8 [24,27-29,37-40] were rated as low quality. Items 7 and 10, as indicated in Table 3, were rated as particularly low quality. All systematic reviews except 1 [29] reported potential sources of conflicts of interest, including any funding they received for conducting the review, but no review reported on the sources of funding for the studies included in the review. It is important to note that AMSTAR-2 does not evaluate the quality of the primary studies. Its objective is to evaluate the methodological quality of the systematic reviews, considering how well the systematic review was conducted (e.g., literature searching and data pooling). Therefore, if a systematic review included primary studies with a high RoB but the review itself was well conducted, the review tended to be rated as high quality.

---

aRR: relative risk.
b$I^2$ statistic: percentage of variation due to heterogeneity between studies.
cSMD: standardized mean difference.
dOR: odds ratio.
In Table 3, we detailed the overall confidence in the results of each included systematic review. Reviews performed poorly with respect to (1) reporting sources of funding for included studies (0/19, 0%), (2) adequately investigating publication bias (small study bias) and discussing its likely impact on the results of the review (4/19, 21%), and (3) providing a list of excluded studies and justifying their exclusions (6/19, 32%).

### Table 3. Overall confidence assessment (Assessing the Methodological Quality of Systematic Reviews 2 tool) of the 19 included systematic reviews.

<table>
<thead>
<tr>
<th>AMSTAR-2^a items</th>
<th>Yes, n (%)</th>
<th>Partial yes, n (%)</th>
<th>No, n (%)</th>
<th>No MA^b, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did the research questions and inclusion criteria for the review include the components of PICO^c?</td>
<td>13 (68)</td>
<td>0 (0)</td>
<td>6 (32)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2. Did the report of the review contain an explicit statement that the review methods were established before the conduct of the review and did the report justify any significant deviations from the protocol?^d</td>
<td>7 (37)</td>
<td>8 (42)</td>
<td>4 (21)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>3. Did the review authors explain their selection of the study designs for inclusion in the review?</td>
<td>12 (63)</td>
<td>0 (0)</td>
<td>7 (37)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>4. Did the review authors use a comprehensive literature search strategy?^e</td>
<td>3 (16)</td>
<td>14 (74)</td>
<td>2 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>5. Did the review authors perform study selection in duplicates?</td>
<td>13 (68)</td>
<td>0 (0)</td>
<td>6 (32)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6. Did the review authors perform data extraction in duplicates?</td>
<td>12 (63)</td>
<td>0 (0)</td>
<td>7 (37)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>7. Did the review authors provide a list of excluded studies and justify the exclusions?</td>
<td>6 (32)</td>
<td>0 (0)</td>
<td>13 (68)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>8. Did the review authors describe the included studies in adequate detail?</td>
<td>13 (68)</td>
<td>3 (16)</td>
<td>3 (16)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>9. Did the review authors use a satisfactory technique for assessing the RoB in individual studies that were included in the review?^d</td>
<td>9 (47)</td>
<td>6 (32)</td>
<td>4 (21)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>10. Did the review authors report on the sources of funding for the studies included in the review?</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>19 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>11. If meta-analysis was performed, did the review authors use appropriate methods for statistical combination of results?^d</td>
<td>7 (37)</td>
<td>0 (0)</td>
<td>4 (21)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>12. If meta-analysis was performed, did the review authors assess the potential impact of RoB in individual studies on the results of the meta-analysis or other evidence synthesis?</td>
<td>6 (32)</td>
<td>0 (0)</td>
<td>5 (26)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>13. Did the review authors account for RoB in individual studies when interpreting/discussing the results of the review?^d</td>
<td>10 (53)</td>
<td>0 (0)</td>
<td>9 (47)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>14. Did the review authors provide a satisfactory explanation for and discussion of any heterogeneity observed in the results of the review?</td>
<td>10 (53)</td>
<td>0 (0)</td>
<td>9 (47)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>15. If they performed quantitative synthesis, did the review authors carry out an adequate investigation of publication bias (small study bias) and discuss its likely impact on the results of the review?^d</td>
<td>4 (21)</td>
<td>0 (0)</td>
<td>8 (42)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>16. Did the review authors report any potential sources of conflict of interest, including any funding they received for conducting the review?</td>
<td>18 (95)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

^aAMSTAR-2: Assessing the Methodological Quality of Systematic Reviews 2.
^bMA: meta-analysis.
^cPICO: population, intervention, control group, outcome.
^dItems considered as critical domains in the AMSTAR-2.
^eRoB: risk of bias.

Out of the 19 reviews, 10 (53%) accounted for such bias in individual studies when interpreting and discussing the results of the review and 9 (47%) reviews used a satisfactory technique for assessing the RoB in individual studies included in the review. For reviews that used a satisfactory technique for assessing RoB, most [23,26,27,29,35,36] suggested that e-engagement, participation, and retention promotion strategies were effective.

### Discussion

#### Principal Findings

This study reviewed the current state of research comparing alternative strategies to maximize participant engagement, participation, and retention in large digital studies (as held in narrative and systematic reviews). We explored EFIs and study design features that aid engagement, participation, and retention.
For reviews that met the inclusion criteria, there was substantial heterogeneity across studies in terms of e-strategies.

Most reviews show that e-engagement and participation promotion strategies are effective, which is promising. However, these reviews canvassed relatively few experimentally tested strategies, suggesting that the myriad of alternative strategies that may have been tested have not yet been the subject of reviews. Many studies have reported these features as a secondary goal of objectives such as adherence to therapy rather than as a primary goal in and of itself. From the 19 reviews, few contained very large digital studies that directly compared alternative strategies to examine impacts on engagement and retention; this may reflect the small number of such mega-studies worldwide. However, contributing reviews contained multipurpose (observational and interventional) cohort studies conducted in clinical and research settings. Motivation for study engagement, participation, and retention may differ somewhat between observational and clinical intervention studies where the participant can potentially directly benefit from participation, although the successful strategies make sense and at face value seem likely to generalize to both settings. In the absence of more tailored evidence, engagement strategies successful in intervention studies may be the best evidence we have, though they should be cautiously applied.

In the context of technical study design features, evidence suggests that using email or SMS text message reminders and voice notifications enhanced participant attendance to health care clinics. Although promising, these results should be interpreted with caution given the short duration of the e-intervention and reliance on self-reported medication adherence measures. Future studies need to determine the features of text message interventions that improve success and appropriate patient populations, sustained effects, and influences on clinical outcomes.

Human facilitation or support was important in influencing the uptake, engagement, and outcomes of digital technologies [26]. As illustrated by completion modules and completer rates, the larger effect sizes found in guided interventions suggested increased intervention adherence.

Reviews examining the effectiveness of e-engagement, participation, and retention interventions in the context of a health care intervention (rather than a cohort study) suggested the following:

1. Visual and personalized feedback seemed effective, for example, for recordings of parent-child interaction in the neonatal intensive care setting [42,43]. This reinforces successes and/or offers motivational support to achieve an individual’s goals and is consistent with known key strategies for behavior change.

2. In e-intervention studies, goal setting has mostly been used as a behavior change strategy [44–46], such as the Fishbein and Yzer Integrative Model of Behavioral Prediction and Fogg Behavior Model for Persuasive Design [44], Theory of Planned Behavior and Fun Theory [47], the Social Cognitive Theory [48,49], and the Coventry, Aberdeen, and London-Refined taxonomy of behavior change techniques [50].

3. Using digital push interventions for vaccine uptake and series completion supported the idea that digital technologies could be a useful adjunct in improving vaccination rates. Reminder interventions for vaccinations have improved the completion of vaccination schedules.

4. There was higher uptake when parental financial incentives or rewards were offered in quasi-mandatory schemes to increase the uptake of preschool vaccinations. Universal gifts were more acceptable than targeted parental financial incentives.

5. Mental health apps were effective or partially effective in producing beneficial changes in psychological outcomes among young adolescents (ie, among college students). This is consistent with past meta-analyses of digital mental health programs for similar populations [51,52].

6. Intensive guidance (with a human coach) was more efficacious than unguided interventions and a beneficial design feature, particularly for mental health studies. It is considered an adherence-facilitating measure in large digital research studies.

7. Electronic text notifications improved attendance and reduced nonattendance (no-shows) across health care settings. Sending multiple notifications improved attendance rates.

Overall, no specific e-intervention strategy was identified as being superior. However, more interactive methods of delivery, such as videos and regular e-therapist contact for training, (1) improve adherence, (2) increase completion rates, and (3) improve fidelity. Further research is needed to understand the strategies that improve retention in longitudinal studies.

**Limitations**

We limited our search to systematic reviews published between 2012 and 2019. These reviews should give good reach into source studies during the preceding decade while encompassing the rapid evolution of technology and the explosion of digital methods in this period and thus relevant to the new studies of the 2020s. However, we acknowledge that this is an arbitrary choice. Although all of the literature sourced reported on studies using partial or fully digital contact with participants, much was in the context of interventions and may not be wholly applicable to observational cohort studies. Nonetheless, those strategies found to be successful in interventional settings seem worthwhile to explore in cohort studies. We obtained low-quality ratings for some systematic reviews. We also note that although high engagement and retention are the best strategies to obtain powerful representative data sets, statistical techniques such as multiple imputation are vital adjuncts.

**Conclusions**

Although all studies want to maximize the recruitment and retention of study participants, the best methods to do this, particularly in digital settings, are understudied. This review adds to the small but growing literature on methods for optimizing engagement and participation in digital contact cohort studies. Evidence-based recruitment and retention methods are particularly important to the success of the next generation of very large birth cohorts, which are very expensive but have low funding per participant and require high retention.
throughout decades despite participants having no or very little in-person contact with the study team. Ideally, such studies will not only use existing evidence-based methods but will also build on experimental studies of alternative engagement and retention methods to build the evidence base of the science of science.
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Abstract

Twitter is a free, open access social media platform that is widely used in medicine by physicians, scientists, and patients. It provides an opportunity for advocacy, education, and collaboration. However, it is likely not utilized to its full advantage by many disciplines in medicine, and pitfalls exist in its use. In particular, there has not been a review of Twitter use and its applications in the field of neurology. This review seeks to provide an understanding of the current use of Twitter in the field of neurology to assist neurologists in engaging with this potentially powerful application to support their work.
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Introduction

Twitter is a free-to-use social networking and microblogging platform, enabling registered users to post (ie, tweet), read, and repost (ie, retweet) short messages known as tweets. Tweets are limited to 280 characters—previously 140—and users can share photos, short videos, or website URLs [1]. The limited character count is an important consideration when tweeting, and encourages succinct delivery of concepts or acts as the starting point for a conversation. Messages from profiles the user has followed, using their @handles, appear in a curated feed, which is updated with new tweets at different intervals. Though Twitter has been widely used in medicine by physicians, scientists, and patients, its application in the field of neurology remains relatively uncharted.

Here we explore the powerful potential of Twitter in promoting research, education, and health care activities in neurology to relevant stakeholders. We also examine the risks and limitations of Twitter use in a professional capacity.
References for this review were identified by searching PubMed, Google Scholar, Embase, MEDLINE, and the Twitter site between March 2006 (ie, when Twitter was founded) and July 2020 as well as searching references from relevant articles. The search terms “Twitter,” “neurology,” “journal clubs,” “tweetorials,” “tweet chats,” “misuse,” “unprofessional,” “social media,” “health care,” and “medicine” were used. The search was restricted to English-language articles. The final reference list was generated on the basis of relevance to the topics covered in this review.

Table 1. Selected neurology journals, professional associations, and medical funding agencies with a strong Twitter presence.

<table>
<thead>
<tr>
<th>Journal, professional association, or funding agency</th>
<th>Twitter handle</th>
<th>Approximate follower count</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Journal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Green Journal</td>
<td>@GreenJournal</td>
<td>44,900</td>
</tr>
<tr>
<td>Lancet Neurology</td>
<td>@TheLancetNeuro</td>
<td>26,900</td>
</tr>
<tr>
<td>American Academy of Neurology (ANN)</td>
<td>@AANMember</td>
<td>23,200</td>
</tr>
<tr>
<td>Brain</td>
<td>@Brain1878</td>
<td>19,800</td>
</tr>
<tr>
<td>Nature Reviews Neurology</td>
<td>@NatRevNeurol</td>
<td>28,100</td>
</tr>
<tr>
<td>Nature Neuroscience</td>
<td>@NatureNeuro</td>
<td>86,400</td>
</tr>
<tr>
<td>JAMA Neurology</td>
<td>@JAMANeuro</td>
<td>35,700</td>
</tr>
<tr>
<td>Neurology Today</td>
<td>@NeurologyToday</td>
<td>44,000</td>
</tr>
<tr>
<td><strong>Association</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor Neuron Disease (MND) Association</td>
<td>@mndassoc</td>
<td>31,000</td>
</tr>
<tr>
<td>Stroke Association</td>
<td>@TheStrokeAssoc</td>
<td>107,000</td>
</tr>
<tr>
<td>Alzheimer’s Research UK</td>
<td>@AlzResearchUK</td>
<td>78,000</td>
</tr>
<tr>
<td>American Stroke Association</td>
<td>@American_Stroke</td>
<td>19,100</td>
</tr>
<tr>
<td>Brain and Life Magazine</td>
<td>@BrainandLifeMag</td>
<td>34,300</td>
</tr>
<tr>
<td>Dementia UK</td>
<td>@DementiaUK</td>
<td>106,200</td>
</tr>
<tr>
<td>International Parkinson and Movement Disorder Society</td>
<td>@movedisorder</td>
<td>7157</td>
</tr>
<tr>
<td>World Muscle Society</td>
<td>@WorldMuscleSoc</td>
<td>800</td>
</tr>
<tr>
<td>The Peripheral Nerve Society (PNS)</td>
<td>@PNSociety1</td>
<td>200</td>
</tr>
<tr>
<td><strong>Funding agency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Institutes of Health (NIH)</td>
<td>@NIH</td>
<td>1,100,000</td>
</tr>
<tr>
<td>National Institute of Neurological Disorders and Stroke (NINDS)</td>
<td>@NINDSnews</td>
<td>9555</td>
</tr>
<tr>
<td>Medical Research Council (MRC)</td>
<td>@The_MRC</td>
<td>65,400</td>
</tr>
<tr>
<td>Indian Council of Medical Research (ICMR)</td>
<td>@ICMRDELI</td>
<td>126,400</td>
</tr>
</tbody>
</table>

Twitter has become an appealing platform for the scientific community to exchange ideas, information, research insights, teaching and career achievements, and opportunities. Many academic Twitter hot spots garner a huge following (eg, #AcademicChatter, #PhDChat, #Medtwitter, @OpenAcademics, and #Epitwitter). As with other social media platforms, neurologists, neurology residents, neuroscience researchers, advocacy groups, journals, professional societies, and funding agencies have all asserted their presence in the Twitterverse over the past few years (Tables 1 and 2 [2-4]). Tweets addressed to neurologists are often tagged #neurotwitter, and users might post anything ranging from introductions to recently published papers from their institutions to pictures of electroencephalogram (EEG)–adorned cakes.
Table 2. Examples of patient support groups for neurological disorders that have a Twitter presence.

<table>
<thead>
<tr>
<th>Support group</th>
<th>Support group Twitter handle</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Brain Charity</td>
<td>@TheBrainCharity</td>
<td>Offers emotional support, practical help, and social activities to anyone with a neurological condition</td>
</tr>
<tr>
<td>Multiple Sclerosis Foundation</td>
<td>@MS_Focus [3]</td>
<td>Helps people with multiple sclerosis (MS) live their best lives through free programs, services, and education</td>
</tr>
<tr>
<td>Stroke Association</td>
<td>@TheStrokeAssoc</td>
<td>Supports people in rebuilding their lives after stroke with their #RebuildingLives campaign</td>
</tr>
<tr>
<td>Alzheimer’s Society</td>
<td>@alzheimerssoc</td>
<td>Provides information and support for people affected by dementia (#UnitedAgainstDementia)</td>
</tr>
<tr>
<td>FSHD Society</td>
<td>@FSHDSociety [4]</td>
<td>A research-focused patient organization for facioscapulohumeral muscular dystrophy (FSHD)</td>
</tr>
<tr>
<td>Amyloidosis Support Groups</td>
<td>@AmyloidosisSupp</td>
<td>Official Twitter account of Amyloidosis Support Groups; dedicated to the support of amyloidosis patients, caregivers, and former caregivers</td>
</tr>
<tr>
<td>Parkinson’s Foundation</td>
<td>@ParkinsonDotOrg</td>
<td>Strives to make life better for people with Parkinson disease through expert care and research</td>
</tr>
<tr>
<td>FND Action</td>
<td>@FNDAction</td>
<td>A charity organization for raising awareness of functional neurological disorders (FNDs) [2], including nonepileptic attack disorder (#NEAD), and supporting those diagnosed with FNDs (#action4FND)</td>
</tr>
<tr>
<td>Muscular Dystrophy Association</td>
<td>@MDAorg</td>
<td>Strives to transform the lives of people affected by muscular dystrophy (MD), amyotrophic lateral sclerosis, and related neuromuscular diseases through innovations in science and care</td>
</tr>
<tr>
<td>Friedreich’s Ataxia Research Alliance</td>
<td>@CureFA.org</td>
<td>Works to direct and focus the resources and relationships needed to treat and cure Friedreich’s Ataxia (FA)</td>
</tr>
<tr>
<td>Hereditary Neuropathy Foundation</td>
<td>@CMTNeuropathy</td>
<td>Supports patients and families with updated relevant information and is dedicated to funding Charcot-Marie-Tooth disease (CMT)–related research</td>
</tr>
</tbody>
</table>

Promoting Research

Enhance Research Visibility and Recruitment

Twitter hashtags (ie, #) help connect people with topics of interest. By following specific profiles and hashtags and reading the associated threads, one can quickly establish an overview of the most up-to-date research activities, clinical advances, and future perspectives. This effect is particularly apparent in rare diseases, where following key handles (ie, @) and hashtags ensures that researchers, physicians, and patients can establish connections; for example, #ALSResearch (amyotrophic lateral sclerosis, ALS), @Phelan_McDermid and #PMSF (Phelan McDermid Syndrome Foundation), @thetinman.org (help and awareness for stiff-person syndrome), @yaya4HL (Yaya Foundation for 4H leukodystrophy, 4HL), @fragilexsyndrom, and numerous others. Such social media cross talk is often helpful in building clinical registries and biorepositories and may facilitate higher-quality clinical and translational research.

Twitter can help promote the visibility of clinical trials, enhancing both recruitment and inclusivity via links to enrollment websites [5]. Such examples are as follows:

1. The Emergency Laparotomy and Frailty (ELF) study achieved a target enrollment of 500 participants by utilizing a Twitter handle (@ELFStudy) and eye-catching logos on its Twitter profile [6].

2. The AVERT DOSE trial (@AVERTDOSETrial) posts regular updates on their work evaluating rehabilitation after stroke via their Twitter profile [7], ensuring sustained visibility.

3. Novartis is recruiting participants with advanced malignancies for US clinical trials, and its Twitter profile (@NovartisOncCT) shares the following link for potential participants to join: “http://bit.ly/2LhfJjk! #ClinicalTrialsSM” [8].

4. Wasilewski et al, in the context of a caregiver study, conducted a secondary analysis of their Twitter recruitment and found that out of the 71 caregivers, 27 were recruited via Twitter. General recruitment tweets were most frequently shared by users [9].

In a study by Sedrak et al, while the majority of the tweets (86.3%) had embedded links to news articles, one tweet led to a patient recruitment site (ie, ClinicalTrials.gov; row 7 of the second table of the study) [5]. Harnessing Twitter in this way can result in novel and larger networks.

Facilitate International Connections, Networks, and Visibility

Twitter enables users from around the world to interact with individuals at the forefront of academic research or clinical practice. This interaction may be via tweets, comments, or both—an engagement that might not otherwise have been possible. Conference organizers can also enhance the influence of conference-related discussions beyond those attending in person through social media, including Twitter [10]. Following the people you met at a conference can also be a convenient way of light-touch networking long after a conference has ended.
Some fellowship training programs use Twitter to advertise; in the United States, neurosurgery programs have the highest social media presence compared to neurology and neuroradiology [11], especially in terms of advertising residency programs [12]. Since the onset of the COVID-19 pandemic, there has been at least a 216% (from n=24 to n=76) increase in the number of neurology residency accounts on Twitter, as noted by Zellikovich et al in a blog post in Neurology [13].

Within specialties, there are focused spaces for discussion on specific topics or diseases—a global connection for users with a small area of shared interest. For instance, @Microbleeds discusses microbleed research and @ScienceofPD highlights Parkinson disease research [14]. Many also use Twitter to disseminate collaborative subspecialty education, such as neuropathology and neuroradiology, to broader audiences.

**Rapid Communication of Research**

Twitter provides a platform where opinions, queries, and comments on recently published research can be posted, and reacted to, in real time facilitating easy access for clinical neurologists to recent advances. Examples of highly followed journals and societies can be seen in Table 1. Connecting clinicians and researchers is vital, as research data with translational potential may be helpful in management decisions. Moreover, input from physicians may prompt research in novel and impactful fields. Patient or public comments on research topics may also provide new perspectives and relevant research questions. Thus, Twitter can facilitate mutually beneficial, multichannel communication [15].

**Capturing a Wider Audience, Faster: #Power**

Twitter facilitates patient involvement in care and has the capacity to remove barriers to understanding complex medical conditions through sharing information. By using Twitter, a patient can connect to support groups pertaining to his or her illness, such as the Motor Neuron Disease (MND) Association (@mndassoc) [16] and Parkinson’s Foundation (@ParkinsonDotOrg) [17]. Patients may interact with others who have the same disease, share experiences, and discuss treatment facilities and trials, advances in disease management, prevention, and potential sources of financial support, all of which enhance patient care. Twitter also provides a forum for all parties vested in health care to interact, including physicians, allied health care providers, patients, carers, advocacy groups, policy makers, and the pharmaceutical industry. Tagging using hashtags (ie, #) helps identify and, therefore, rapidly disseminate information to others, creating a mechanism for online multidisciplinary and interdisciplinary feedback, which may improve coordination among all relevant health care stakeholders [18].

**Role as a Search Engine: Hashtags and Handles**

Twitter allows for focused reading on a particular topic of interest by providing links to research articles. For instance, someone interested in clinical genetics can follow #GeneTherapy, browse through tweets, and obtain links to pertinent websites, such as the following tweet:

Standardizing Cell and #GeneTherapy Remains Bioindustry Goal -- Please Read: http://ow.ly/3fJn50AQgLp; @AVROBIO about characterizing stem cells for gene therapy.

Individuals who have or research a specific disease can keep up to date at the level of the individual gene; for example, the inherited neuropathy gene PMP22 has its own hashtag: #PMP22.

**Conference Updates and Participation**

Conference updates are shared through individual Twitter handles (eg, @SfN2020 and @abnconf) and via broader platforms using hashtags (eg, #BBIconf2018, #TheNeuroNetwork, #NeuroConference, and #AANAM). For future conferences, links can be utilized for abstract submission (eg, #Neurology2021), resulting in broader coverage and reach. It is possible to share the latest research presented during and after a conference, increasing accessibility to those unable to travel and attend in person. Consider a neurologist at a conference who replies to a tweet from @GreenJournal; others may respond in real time with critiques and may share relevant papers, real-life experiences, and links to related conference presentations or other research. This intertwining of experience, expertise, and communication has the potential to advance the reach of health care delivery systems. Virtual conferences have found renewed popularity in the context of the COVID-19 pandemic and benefit from advertising via Twitter; for instance, @WorldStrokOrg recently tweeted the following:

#ESOWSO2020 will run as a fully virtual event from 7-9 November. Virtual sessions will allow live interaction and will be available on-demand in the weeks following the Conference.

Another example from the Movement Disorder Society (MDS) Twitter handle @movedisorder is as follows:

New in #MDSMovingAlong: Looking Forward to the First MDS Virtual Congress. Read more from the MDS Virtual Congress Task Force on plans for this year’s big event. There is still time to register at no charge before it begins on September 11. #MDSCongress.

**Platform for Journal Club and Research Review**

Journal clubs on Twitter are an emerging alternative to in-person journal clubs, which are limited by time or geographical location. Twitter provides accessibility and flexibility to involve people globally, without the added pressure of hierarchy, ensuring a broader audience. For example, #NCSTJC is the Twitter hashtag for the Neurocritical Care Society’s journal club. Similar to an in-person journal club, at a Twitter journal club, a paper is selected, sometimes using crowdsourcing to ascertain participant interest. At a specific time, participants log on to Twitter, and there may be a facilitator similar to an in-person setting. Preselected questions and polls may be posted via handles or hashtags to the participants. Though there is potential for textual discussion, it is limited by the 280-character limit, unless a thread is used [19].

Traditionally, journals provide a restricted and moderated platform for research review and comments on recently...
published data. Twitter provides a more open platform for instant, multidimensional feedback on research quality and validity. On an individual level, reading through such comments may help broaden knowledge and enhance analytical skills. On a larger canvas, it may identify research flaws and knowledge gaps, ultimately leading to better designed and focused research. One can even seek comments from a particular organization or individual using their Twitter handle. Furthermore, there is a distinct advantage of obtaining varied views across the globe for one’s research, rather than the tunnel vision that can exist within smaller communities.

An Alternative to Publishing Powerhouses

Academics and the public can be biased toward publications in high-impact journals, which may result in excellent research work that is published in less “prestigious” journals, thereby gaining less visibility. Social media outlets, such as Twitter, offer individuals and organizations such as universities a platform to publicize their work. However, expression of one’s expertise and research work through social networking sites, instead of through conventional platforms like journals, can be considered as less thorough or pertinent [20].

Education and Learning

Case Discussions

Twitter has opened up new dimensions to education and learning. For example, Tracy Milligan (@Tracey1milligan), through #NeurologyMorningReport [21], shares clinically relevant neurology cases via interactive, stepwise reasoning. Twitter provides a platform to tweet bite-sized informative pearls, and by the virtue of the opportunity for interaction, the chance to learn from each other’s varied clinical expertise and experience. Short, snappy, and humorous posts (eg, picture of a bat as a tool to remember EEG wave frequencies; Figure 1, A) result in a fun-filled learning experience. Thus, Twitter enhances traditional teaching by making it more interactive, exciting, and practical.

Figure 1. Examples of various aspects of Twitter that can be applied to neurologists. A. A representative tweet depicting a pictorial mnemonic on how to remember electroencephalogram (EEG) wave frequencies shared on Twitter. B. Monthly volume of tweetorials showing exponential growth; data were taken from Healthcare Social Graph using keyword and hashtag versions of tweetorials from November 2017 to October 2019. C and D. Examples of the use of tweetorials in neurology. C. Tracey Milligan shares an interesting clinical scenario and clicking on “show this thread” (red rectangle) opened up all the discussions pertinent to this case (D, 1), numbered here as 1, 2, 3, 4, and so on. E. A snapshot of the Ice Bucket Challenge movement on Twitter that was started to garner donations for amyotrophic lateral sclerosis (ALS) research. F. Brightly colored labels that Twitter is contemplating adding directly beneath lies and misinformation posted by users.

Tweetorials

Developed in late 2017 by Mike Thompson and Vinay Prasad, tweetorials have seen explosive growth (Figure 1, B) [22] and have recently been accepted by the New England Journal of Medicine as a type of publication under the handle @MedTweetorials [23]. A tweetorial is a series of educational tweets posted in quick succession or a long or extended tweet, made by stringing together a series (ie, thread) of tweets [24]. Stringing together tweets, or composing a thread, allows the educator to get around the 280-character limit per tweet [25]. Because they are typically tagged with a keyword or hashtag and the tweets numbered by the convention 1/n, tweetorials are easy to retrieve (Figure 1, C and D). As clinical reasoning forms the backbone of neurology teaching, the structure of tweetorials has become immensely popular. For example, Crystal Yeo (@CrystalYeoMDPhD) shares tutorials on neuromuscular conditions as tweetorials.

Tweet Chats

Tweet chats are public Twitter conversations around a unique hashtag. This hashtag allows one to track and participate in discussions as well as to connect with health care personnel and laypersons with specific interests [26]. For instance, the World Stroke Organization’s (@WorldStrokeOrg) campaign through tweet chats on COVID-19 helped spread much-needed awareness on challenges and workflow modifications during the pandemic. A representative tweet is as follows:

In the meantime, mark your calendar for the next WSOwebinar on August 18: #Stroke Guidelines in the setting of #COVID19 with @patrice_lindsay.
Recently, NeurologyLive and the Women Neurologists Group hosted a tweet chat on mental health in neurology, with topics addressing mental health issues and available resources from the clinician’s perspective; relevant tweets were tagged with #MindMoments. Recent tweets concerning #MindMoments have generated a staggering 1.1 million impressions [27].

Learning and Training Opportunities

Twitter can be used to advertise and access training opportunities across all aspects of neuroscience. Examples include @NeurologistJobs, @ABNTrainees, @GetNeurologJobs, and, for the US match system, @NMatch2021. Scholars can identify and connect to potential mentors. Users of the #PhDChat network [28], created by UK doctoral students (>12,000 followers), offer advice on identifying best-fit training programs, exchange resources, and extend support via sharing experiences in academia. During the COVID-19 pandemic, PhD writing rooms, such as those hosted by @PhDForum, have evolved to help candidates focus. Curating one’s feed by following those providing relevant material can result in daily educational snippets with minimal effort. Some notable examples are as follows: (1) case- and image-based discussion on EEG hosted by Rebecca Fasano, @RebeccaFasanoMD (eg, Emory EEG Case of the Day #79 [29]); (2) @TheNotoriousEEG hosted by M Scott Perry MD [30]; (3) @ClinicalNeuroph [31], which provides news from Clinical Neurophysiology, Clinical Neuropsychology Practice, and International Federation of Clinical Neurophysiology; and (4) @MDedgeNeurology [32], which gives an overview of the most recent research and clinical developments in neurology and neuroscience.

Workplace and Professional Concerns

Work-life balance and healthy working environments are prioritized by health care institutions. Recent studies have shown burnout to be very common among all neurology practice settings and subspecialties, with one study reporting that 60% of respondents had at least one symptom of burnout [33], and another study reporting burnout to be as high as 73% and 55% among neurology residents and fellows, respectively [34]. A study on Canadian physicians reported that more than a quarter of the physicians had mental health concerns, mostly depressed mood [35]. However, sharing of professional or workplace challenges is not always straightforward and should be approached with careful judgement and with the social media policies of relevant organizations in mind. Twitter provides a platform for individuals to connect with others with shared experiences or concerns and enables discussion that is centered on coping strategies and suggestions; the platform can act as an online professional support group of sorts. Examples include #BlackInNeuro, @WNGtweets (Women Neurologists Group), @LGBT_PsychNeuro, and others. Such groups have the potential to reduce isolation and enhance connectivity and visibility, and act as one of the spaces for people to discuss how to best manage the inherent challenges of the working and academic worlds.

Community Health Care–Related Activities

Support Groups

Many community-centric health care activities are shared through the Twitterverse. Support groups for a variety of common and, importantly, rare neurological disorders enable relationships beyond the traditional physical space (Table 2).

Awareness Campaigns

Public awareness campaigns that use Twitter can reach a broader audience within a shorter time frame than more traditional advertising platforms. For instance, the ALS Ice Bucket Challenge (@IceBucketALS) [36] was conceived to promote awareness of ALS and to encourage donations to research. It went on to become viral [37] on social media during July and August 2014 (Figure 1, E), resulting in donations of US $227.6 million for ALS research in 2014 and the subsequent 4 years [38].

A study conducted in 2011 uncovered the stigma associated with epilepsy on Twitter, as 41% of tweets related to “seizure” were seen to be derogatory in nature [39]. Similar studies have also noted the use of pejorative tweets referring to psychogenic nonepileptic seizures, even by professionals [40]. Sirven et al called for a Twitter revolution to alter the way in which we perceive seizures [41]. Today, many epilepsy patient advocacy groups like the Epilepsy Foundation of America (@EpilepsyFdn; >34,000 followers) and Epilepsy Action (@epilepsyaction; >28,000 followers) regularly tweet content aiming to raise public awareness and knowledge of seizures. Only a few years later in their 2017 analysis, Meng et al found that within epilepsy and seizure accounts, verified foundations and support groups had the greatest number of accounts and users on Twitter and Facebook, with 48% of their posts aiming to provide information or to dispel common misconceptions and stigma surrounding epilepsy [42].

Patients as a Part of Focus Groups

Twitter has been adopted by patient-focused groups (eg, @NeuroimmunologyClub: @Neuroimmunology [43]; @MuscularDystrophyUK: @MDUK_News [44]; and @SignAgainstStroke: @signagainststroke [45]) for enabling interactions between clinicians and patients, using tweet replies, and following particular handles or hashtags. This allows patients suffering from a particular illness to directly connect with their clinicians and get clarification on their illness and further treatment prospects. In the longer term, this primarily addresses patients’ main concerns but also improves the clinical community’s awareness of understanding of the disease and its management, thus bridging critical care gaps.

Pitfalls: Ethical and Legal Concerns

Overview

The legal and ethical issues surrounding Twitter are no less complex than those affecting the internet in general. Currently, Twitter takes some precautions in identifying the authenticity of individual users. If one chooses to make bad decisions with
the information they are sharing, such as defamatory, harassing, malicious, menacing, deceptive, impersonating, or threatening tweets, they may be held liable for legal action [46]. However, regulations remain porous. Many professional bodies have issued formal guidance, such as the General Medical Council ethical guidance in the United Kingdom, Twitter Guidelines & Best Practices by the US Centers for Disease Control and Prevention, Twitter Best Practices & Tips for Physicians by Johns Hopkins Medicine, and numerous others. Some critical concerns are discussed in the following sections.

Misrepresentation of Credentials
Individuals posing as physicians may post information that tends to be taken at face value by an unsuspecting user.

Misinformation
Misleading messages may be widely retweeted and, hence, gain traction. No structured system currently exists to filter out misinformation on Twitter, potentially allowing inaccurately informed persons, nonprofessionals, and those with commercial interests to frame their views as facts. This can pose serious problems for trainees and patients alike, who may struggle to identify genuine and credible posts. Various groups may use the same hashtag, which confuses hashtag followers. Individuals or organizations may use a hashtag to either spread misinformation or to “bog down” a hashtag with irrelevant or unhelpful posts, which makes it harder to find the desired posts. In the nascent stages of the COVID-19 pandemic, there was a “flood of misinformation” [47] on Twitter, such that the World Health Organization termed it a “massive infodemic” [48].

Shahi et al undertook an exploratory study on COVID-19 misinformation on Twitter. Analysis of 1500 tweets relating to 1274 false and 276 partially false claims revealed that verified Twitter handles, including organizations and celebrities, were also involved in either creating or spreading the misinformation via new tweets or retweets, respectively. They also noted that false claims propagated faster than partially false claims ($\chi^2 = 10.2; P < .001; N=1500$) [49]. Controversial posts were taken down only after large-scale objections [2,50]. In October 2020, Twitter removed a tweet by Scott Atlas, a controversial US scientist, in which he had wrongly stated that masks fail to protect against coronavirus: “Masks work? NO” [51]. In the same month, then-US President Donald Trump tweeted that the United States had “learned to live with” the flu season, “just like we are learning to live with Covid, in most populations far less lethal!!!” Twitter added a caveat the same message with a warning about “spreading misleading and potentially harmful information” [52].

Twitter is experimenting with adding brightly colored labels directly beneath lies or misinformation posted by famous users (Figure 1, F), in addition to a community reports feature where inaccurate and misleading information posted by public figures is corrected directly beneath a tweet by verified fact checkers and journalists. While this may benefit the medical community [53], it may be worthwhile to explore strategies that favor dissemination of evidence-based information.

Commercial Influences
Twitter posts with biased information may be promoted by parties with commercial interests. During the COVID-19 infodemic, the US Food and Drug Administration had to issue warnings to individuals to refrain from promoting or selling colloidal silver on social media profiles [54]. Twitter may be potentially misused by individuals and companies peddling unproven, investigational, and controversial medications, and by organizers of predatory conferences [55].

In June 2020, an Indian-based Ayurveda pharmacy claimed that it had discovered a potential cure for COVID-19, with an “80 per cent cure rate” [56]. A tweet from the chief executive officer of the pharmacy, apparently suggesting that it had obtained approval from the Ministry of AYUSH (Ayurveda, Yoga and Naturopathy, Unani, Siddha, and Homeopathy) for the drug as a “cure for COVID-19,” went viral on Twitter [57-60]. The combined drug preparation and its individual components together recorded sales of over 85 lakh units within 4 months of its launch, garnering an estimated 241 crore Indian rupees (~US $32.5 million) for the pharmacy [61]. These record sales occurred despite the fact that soon after its launch, the Ministry of AYUSH ordered the Ayurveda pharmacy to stop advertising the product as a COVID-19 cure due to the absence of appropriate clinical trial data to back its claim [61].

Similarly, predatory conferences aggressively solicit conference abstract submissions [62] and combine broad topics from multiple disciplines to cast a larger net and bring more physicians into their fold [63]. Social media, including Twitter, allows them easy access to a broad audience. Cress et al collated a list of confirmed predatory conference organizers [63]. Individuals often share their experience of receiving invitations for predatory conferences on Twitter; for example, Wim Crusio, the editor-in-chief of the journal Behavioral and Brain Functions (@WimCrusio) once shared the following [64]:

> Just got an invitation for “Neurology 2019”, a world-wide meeting that attracted no less than 60 participants last year in Paris! This gem is organized by @Euroscicon. #Avoid #PredatoryConferences #FakeConferences.

Strategies to avoid such commercial misuse may include identifying and calling out suspicious activity or insisting on identifier hashtags.

Exposure Bias
It is possible to be highly influenced by a small group of opinions. Users should take time to consider whether what they see is unbiased, as algorithms suggest potential profiles of interest and posts based on the interests users have already demonstrated. Twitter is an enviable educational resource, but users must always ensure that their practice is appropriately evidence based.

Patient Confidentiality Breaches and Privacy Concerns
Twitter provides easy access to potential research participant data sets, which raises some concerns. In one study, 60% of Twitter users surveyed were unaware that publicly available tweets can be used for research, and 65% felt researchers should
not be able to use public tweets without user permission [65-67]. There are numerous examples of patient-identifiable information being inadvertently or inappropriately shared by professionals [68].

Unprofessional Behavior

Previous studies on verified medical Twitter users have reported a worrying trend of “unprofessional” tweets, including patient privacy violations, profanity, sexually explicit content, discriminatory statements, inaccurate information, and self-promotion [69]. While most of the violations were clearly not in keeping with a professional code of conduct, the interpretation of unprofessional was variable. Recently, a paper called Prevalence of unprofessional social media content among young vascular surgeons was retracted by the Journal of Vascular Surgery [70]. The researchers classified “pictures in a bikini, posted on Twitter” as unprofessional, leading to a backlash from the scientific community that was centered upon interpretation and boundaries of unprofessionalism. While some professional bodies have published ethical guidelines for doctors’ use of social media, the field remains largely unregulated [71,72]. Twitter users should keep in mind that individuals have been dismissed from their professional positions as their tweets were deemed as “unprofessional behavior” by their institutions [73].

Breach of Intellectual Property

Sharing of prepublished content, speaker slides, and pictures taken during lectures beg the question of whether this may qualify as a breach of intellectual property. For users, it may be best to ask for permission from the primary source prior to posting information on Twitter.

Trolling

Trolling refers to deliberate acts of making controversial comments in order to provoke internet users to respond emotionally. Trolls have used tweets to target patients with photosensitive epilepsy with flashing images intended to provoke seizures in the recent past [74,75]. Before posting, users should consider whether their posts might be considered provocative.

Confusing Hashtag Use

Various groups may use the same hashtag and confuse hashtag followers. People may also use a hashtag incorrectly or to spread false information. In addition, people may bog down a hashtag with many posts that are not necessarily relevant or helpful. All of these make it harder to find the desired posts.

Tips for Using Twitter

There are numerous other ethical concerns associated with physicians’ use of Twitter. One critical question is, “Who will regulate its use and how could regulations be enforced?” While Twitter has initiated, and will initiate, changes based on real-life experiences, the onus of patient confidentiality and professionalism lies with individual users. The challenges can be much higher in countries with lower English literacy, since the vast majority of information in the aforementioned resources is presented in English. The issue of language translation should be considered, as the message could be lost or transformed by translation. With this in mind, we propose some tips for using Twitter in Textbox 1.
Textbox 1. Tips for Twitter use in order to maintain a healthy, informative, and interactive Twitter profile.

**How should I use Twitter?:**

1. Consider operating separate personal and professional accounts.
2. Make an honest, representative Twitter profile. Identities are periodically verified by Twitter.
3. Before sharing or retweeting, check the authenticity of the information and source. If you should reference another user’s work or tweet, use the retweet function and add a comment or use the relevant hashtag or handle to credit them. Alternatively, provide a reference or a URL to the source material.
4. Healthy critique is positive. Even if offence is not intended, comments that could be interpreted as bullying or discriminatory are ill advised. Consider whether foul language is truly necessary.
5. Educate yourself with the social media guidelines of your institution and strictly adhere to them. Remember that employers often review social media accounts—never tweet anything that could affect your professional standing or employability. In case of complaints and discrepancies, employers, regulatory bodies, or legal agencies can become involved.
6. Use meaningful hashtags. Follow a large number of other accounts and follow your followers back to maximize the number of people who see your tweets.
7. Proudly share your work. If people learn from you, they may like, follow, or retweet you.
8. When following, posting, and retweeting, endeavor to show good judgment and consider why you are saying what you are—ensure it reflects well on you and your colleagues.
9. Carefully choose the people and groups you follow or share information with. Review the privacy settings to regulate who can view your posts.
10. If you are a victim of targeted harassment or abuse, unfollow and end any communication with that user. If the behavior continues, it is recommended to block the user and report them to Twitter.

**How to maintain social media professionalism:**

1. Avoid advertising.
2. Avoid sharing any patient-identifiable information; even if anonymized, ensure you have the proper consent.
3. Demonstrate good judgement—if you should not say it in your workplace, it should remain untweeted. Avoid posting and sharing misinformation, racist or discriminatory statements, or unpleasant or explicit content. Think carefully before tweeting: if necessary, compose your tweet and review it after a short period before posting.

**Conclusions**

The Twitterverse is a vast and exponentially growing expanse of information. Neurologists have taken to Twitter to educate, promote research, share information rapidly, and reach a broader potential global audience. Twitter has added a new dimension to learning and education in neurology in a practical and interactive manner. Multichannel interactions have furthered improvements in patient care and other health care–related activities. This has been particularly beneficial in promoting, furthering, and communicating research. In addition, there is enhanced support available to patients, particularly in the fields of rare and orphan diseases. However, the pros of the Twitterverse must be balanced with the potential risks, which are common to all social media platforms. Greater reach means that misinformation and promotion of vested interests can be too easily and widely disseminated. Unregulated use can result in inappropriate and unprofessional conduct whether intentional or not, highlighting the urgent need for designing and implementing institutional, national, or specialty-specific ethical and legal guidelines on appropriate social media use. Nonetheless, with judicious use, the benefits of Twitter for a neurologist or neuroscientist outweigh the risks; a graphical rendering is provided in Figure S1 in Multimedia Appendix 1.
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Abstract

**Background:** Adherence rates of preventative medication for cardiovascular disease (CVD) have been reported as 57%, and approximately 9% of all CVD events in Europe are attributable to poor medication adherence. Mobile health technologies, particularly mobile apps, have the potential to improve medication adherence and clinical outcomes.

**Objective:** The objective of this study is to assess the effects of mobile health care apps on medication adherence and health-related outcomes in patients with CVD. This study also evaluates apps’ functionality and usability and the involvement of health care professionals in their use.

**Methods:** Electronic databases (MEDLINE [Ovid], PubMed Central, Cochrane Library, CINAHL Plus, PsycINFO [Ovid], Embase [Ovid], and Google Scholar) were searched for randomized controlled trials (RCTs) to investigate app-based interventions aimed at improving medication adherence in patients with CVD. RCTs published in English from inception to January 2020 were reviewed. The Cochrane risk of bias tool was used to assess the included studies. Meta-analysis was performed for clinical outcomes and medication adherence, with meta-regression analysis used to evaluate the impact of app intervention duration on medication adherence.

**Results:** This study included 16 RCTs published within the last 6 years. In total, 12 RCTs reported medication adherence as the primary outcome, which is the most commonly self-reported adherence. The duration of the interventions ranged from 1 to 12 months, and sample sizes ranged from 24 to 412. Medication adherence rates showed statistically significant improvements in 9 RCTs when compared with the control, and meta-analysis of the 6 RCTs reporting continuous data showed a significant overall effect in favor of the app intervention (mean difference 0.90, 95% CI 0.03-1.78) with a high statistical heterogeneity ($I^2=93.32\%$). Moreover, 9 RCTs assessed clinical outcomes and reported an improvement in systolic blood pressure, diastolic blood pressure, total cholesterol, and low-density lipoprotein cholesterol levels in the intervention arm. Meta-analysis of these clinical outcomes from 6 RCTs favored app interventions, but none were significant. In the 7 trials evaluating app usability, all were found to be acceptable. There was a great variation in the app characteristics. A total of 10 RCTs involved health care professionals, mainly physicians and nurses, in the app-based interventions. The apps had mixed functionality: 2 used education, 7 delivered reminders, and 7 provided reminders in combination with educational support.

**Conclusions:** Apps tended to increase medication adherence, but interventions varied widely in design, content, and delivery. Apps have an acceptable degree of usability; yet the app characteristics conferring usability and effectiveness are ill-defined. Future large-scale studies should focus on identifying the essential active components of successful apps.

**Trial Registration:** PROSPERO International Prospective Register of Systematic Reviews CRD42019121385; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=121385
Introduction

Cardiovascular diseases (CVDs) are responsible for almost one-third of all deaths worldwide, leading to an estimated 17.9 million deaths each year [1]. A long-term use of cardiovascular medications significantly reduces the risk of morbidity and mortality [2, 3], but their full therapeutic potential cannot be achieved if patients are nonadherent [4]. Approximately 9% of all CVD events in Europe are attributed to poor medication adherence [5], with adherence rates of only 57% [6].

Developing interventions to tackle medication nonadherence is important for improving health outcomes. A recent network meta-analysis of many different interventions showed that those with a technology-based approach had a positive, but short-lived, effect on medication adherence [7]. The escalating inclusion of technology into everyday life has witnessed the introduction of mobile health (mHealth) interventions, such as mobile apps, to support patients and health care professionals (HCPs) in disease management [8, 9]. These reviews were not confined to app-based interventions. Some of the wide-ranging interventions included apps, whereas other mHealth interventions, such as text messaging and emails, were common. Several systematic reviews have indicated that apps may play a role in improving medication adherence in patients with CVD. For example, one systematic review included smartphone app-based interventions to promote lifestyle and behavior changes, reporting them as effective at improving medication adherence and increasing physical activity behavior [10]. For secondary prevention in patients with cerebrovascular disease, another systematic review showed improved medication adherence, a better maintenance of blood pressure (BP) and lipids within target ranges, and decreased episodes of angina, transient ischemic attack, and stroke with mHealth interventions, several of which included apps [11]. In contrast, a systematic review of internet-based interventions, which included apps, improved dietary outcomes, quality of life (QoL), and physical activity but reported a lack of evidence for their effect on medication adherence [12].

Published evidence for the beneficial effects of apps on medication adherence is often lacking or inconclusive. This study evaluates the effectiveness of app-based interventions on medication adherence in patients with CVD. Furthermore, this study explores the effects of app-based interventions on health-related outcomes, the functionality and usability of apps for patients, and the involvement of HCPs in the delivery of the intervention.

Methods

Search Strategy and Study Selection

This review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [13]. The protocol was registered in the PROSPERO database (CRD42019121385) [14].
reported, the SD was manually calculated. A random-effects model was used to allow for differences in the true intervention effect across trials. The Q test was used to assess heterogeneity, with a significant result ($P<.05$) indicating heterogeneity across trials. The $I^2$ statistic was computed to describe the percentage of variability effect estimates due to heterogeneity. $I^2$ values of 25%, 50%, and 75% were assigned as low, moderate, and high heterogeneities, respectively [17]. The statistical package STATA (StataCorp, Stata Statistical Software: Release 16) was used for the meta-analysis [18].

**Results**

**Search Results**

Searches yielded 2269 citations, of which 590 duplicates were removed. The title and abstract screening resulted in 27 full-text review studies. Of these, 11 studies were excluded. No additional citations were identified by hand searching. Therefore, 16 RCTs were included in this review [19-34]. A PRISMA flowchart summarizing the study selection is shown in Figure 1.

**Study Characteristics and Design**

All the included studies were published between 2013 and 2019. They all compared 1 or more interventions (app alone or app in conjunction with a package of participant support) with a control arm described as usual care. A total of 10 studies randomized patients to parallel intervention or control groups [20,21,23,25-28,31-33]; 2 had a crossover design [19,30]; and 4 were cluster randomized by the trial site [22,24], researcher [29], or physician [34]. Study sample sizes ranged from 24 [30] to 412 [31], and interventions ranged in duration from 1 [23,30,32] to 12 [29] months. The definition of usual care in the control groups differed among the studies. It was defined as follow-up without the use of the app in 7 trials [22,24,26,27,29,31,33]; the use of the app with limited functionality in 1 trial [32]; and an alternative intervention not including apps, for example, the use of a SMS text message [20,28,34], follow-up phone calls [21], use of a pillbox [23], and use of an e-diary [25] in 6 trials. For the 2 crossover trials, nondigital technology methods were used [19,30] (Table 1).
Table 1. Characteristics of the included randomized controlled trials.

<table>
<thead>
<tr>
<th>Source; country</th>
<th>RCT design</th>
<th>Number of randomized participants</th>
<th>Intervention and control arm</th>
<th>Length of intervention</th>
<th>Primary and secondary outcomes</th>
</tr>
</thead>
</table>
| Brath et al [19]; Austria | Crossover 2-arm | 77 | Intervention: monitoring phase using app  
Control: control phase using paper diary | 20 weeks | Primary: medication adherence  
Secondary: changes in SBP, DBP, HbA1c, LDL-C, and usability of the app |
| Chandler et al [20]; United States | Parallel 2-arm | 54 | Intervention: SMASH app  
Control: SMS text messages on lifestyle tips unrelated to medication adherence | 9 months | Primary: change in SBP  
Secondary: change in DBP, medication adherence, and patients’ satisfaction with using the app |
| Fang and Li [21]; China | Parallel 3-arm | 280 | Intervention: 2 arms: (1) SMS text messages using an app and (2) SMS text messages using an app plus micro letter  
Control: phone | 6 months | Primary: medication adherence  
Secondary: none |
| Frias et al [22]; United States | Parallel 3-arm, clustered by study site | 118 | Intervention: a DMO system designed to provide feedback about taking medication to both patients and providers consisted of an ingestible sensor, sensor patch, and app, 2 arms: (1) 4-week DMO and (2) 2.12-week DMO  
Control: no system use | 12 weeks | Primary: change in SBP  
Secondary: changes in SBP, DBP, HbA1c, and LDL-C; medication adherence; and satisfaction with using the app |
| Goldstein et al [23]; United States | Parallel 2x2 arm | 60 | Intervention: 2 arms: (1) mHealth app reminder and (2) mHealth app silent  
Control: 2 arms: (1) telehealth (pillbox reminder) and (2) telehealth (pillbox silent) | 28 days | Primary: medication adherence  
Secondary: acceptance of the app |
| Guo et al [24]; China | Parallel 2-arm, clustered by study site | 209 | Intervention: mAF app  
Control: no app use | 3 months | Primary: medication adherence, usability of the app, PAM, patients’ knowledge, anticoagulation satisfaction, and QoL  
Secondary: none |
| Johnston et al [25]; Sweden | Parallel 2-arm | 174 | Intervention: interactive patient support tool (web-based app)  
Control: no app use, only simplified tool | 6 months | Primary: medication adherence  
Secondary: change in SBP and LDL-C; QoL; and usability of the app |
| Kim et al [26]; Republic of Korea | Parallel 2-arm | 95 | Intervention: Wireless Self-Monitoring, an app with enrolled in the HealthyCircles Platform  
Control: no app use | 6 months | Primary: medication adherence, PAM, SBP, and DBP  
Secondary: none |
| Labovitz et al [27]; United States | Parallel 2-arm | 28 | Intervention: artificial intelligence app  
Control: no daily monitoring | 12 weeks | Primary: medication adherence  
Secondary: medication adherence for patients receiving DOACs and usability of the app |
<table>
<thead>
<tr>
<th>Source; country</th>
<th>RCT design</th>
<th>Number of randomized participants</th>
<th>Intervention and control arm</th>
<th>Length of intervention</th>
<th>Primary and secondary outcomes measures</th>
</tr>
</thead>
</table>
| Liu et al [28]; China | Parallel 2-arm | 57 | ● Intervention: HeartGuardian app and weekly text messages on health education  
● Control: weekly SMS text messages on health education | 12 weeks | ● Primary: HDL-C, LDL-C, TC, and triglyceride  
● Secondary: medication adherence |
| Márquez Contreras et al [29]; Spain | Parallel 2-arm, clustered by researchers | 154 | ● Intervention: AlerHTA app  
● Control: usual care in arterial hypertension | 12 months | ● Primary: medication adherence  
● Secondary: SBP and DBP |
| Mertens et al [30]; German | Crossover 2-arm | 24 | ● Intervention: medication app  
● Control: a paper diary | 28 days | ● Primary: medication adherence  
● Secondary: user experience of the app |
| Morawski et al [31]; United States | Parallel 2-arm | 412 | ● Intervention: Medisafe app  
● Control: no intervention | 12 weeks | ● Primary: medication adherence and change in SBP  
● Secondary: SBP and DBP |
| Ni et al [32]; China | Parallel 2-arm | 50 | ● Intervention: BB app and WeChat app  
● Control: WeChat app | 30 days | ● Primary: medication adherence and heart rate, SBP, and DBP  
● Secondary: acceptability of the app |
| Santo et al [33]; Australia | Parallel 3-arm | 166 | ● Intervention: 2 arms: (1) basic medication reminder app and (2) advanced medication reminder app  
● Control: standard care as determined by patients' physicians | 3 months | ● Primary: medication adherence  
● Secondary: BP, TC, LDL-C, and acceptability of the app |
| Sarfo et al [34]; Ghana | Parallel 2-arm, clustered by physician | 60 | ● Intervention: Blue-toothed UA-767Plus BT BP device and a smartphone with an embedded app  
● Control: SMS text messages on healthy lifestyle behaviors | 3 months | ● Primary: BP  
● Secondary: medication adherence, hypertension management competence, autonomous self-regulation score for glucose control, patients' satisfaction with using the app, side effects of antihypertensive medications, hypertension, and stroke knowledge |

aRCT: randomized controlled trial.  
bSBP: systolic blood pressure.  
cDBP: diastolic blood pressure.  
dHbA1c: glycated hemoglobin.  
eLDL-C: low-density lipoprotein cholesterol.  
fSMASH: Smartphone Med Adherence Stops Hypertension.  
gSMO: digital medicine offering system.  
hmHealth: mobile health.  
iPAM: patient activation measure.  
jQoL: quality of life.  
kDOAC: direct oral anticoagulant.  
lHDL-C: high-density lipoprotein cholesterol.  
mTC: total cholesterol.  
nBP: blood pressure.
Participant Characteristics

The included trials covered a range of different CVDs and risk factors: atrial fibrillation [24], coronary heart disease [21,30,32,33], diabetes [19,22], heart failure [23], hypercholesterolemia [19], hypertension [19,20,22,26,29,31], myocardial infarction [25,28,30], and stroke [27,34]. The mean age of participants varied depending on the disease and ranged from 46.5 (SD 9.9) [20] to 73.8 (SD 7.5) years [30]. All studies recruited outpatients from secondary care [19,21,23-28,30,32,34], primary care [20,22,29], tertiary care [33], or web-based patient communities [31].

App Characteristics

The characteristics of the trialed apps are shown below. Each study used a different app developed by different organizations: 8 were academic or government institutions [20,21,23,24,26,28-30], whereas others were commercial organizations. A total of 7 apps were supported by platforms [19-22,24,26,27]. The functionality of the apps and platforms varied across the different trials and the interactions needed by patients. All but 2 apps [24,26] delivered medication reminders to promote medication adherence. For the majority, this was their primary function, with 4 apps using one-way SMS text message reminders [21,27,28,32] and 5 delivering a mobile device alert [23,29-31,33]. Others had a primary focus on self-monitoring alone [26] or with a medication reminder [25], patient education [24], or delivery of a tailored motivational SMS text message based on medication adherence levels [20,34]. Two trials used the app to transmit patients’ adherence data to the associated platform to be monitored by HCPs [19,22].

Involvement of HCPs

Half of the trials involved physicians and/or nurses in app use [19,21,24,25,29,30,32,34] (Table 2). A trial involved pharmacists in blinding study medication, whereas the health care team, whose professions remained unspecified, used the app and monitored the data transmitted to the associated platform [22]. One trial permitted the sharing of patients’ data with families and caregivers as well as with HCPs [26]. A total of 6 trials did not specify the type of HCPs involved in app use [20,23,27,28,31,33]. The involvement of HCPs varied; most of the trials involved HCPs to monitor patients’ data [19,22,24-26,30,34], instruct patients on how to use the app [29], and send educational materials to patients via the app [21,32].
Table 2. Mobile app characteristics in the included randomized controlled trials.

<table>
<thead>
<tr>
<th>Source</th>
<th>App name and functionality</th>
<th>Platform used with the app and functionality</th>
<th>Overall system functionality</th>
<th>Involvement of HCP^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brath et al [19]</td>
<td>Name not specified, referred to as a mobile phone–based data gateway. Reader and transmitter of data from electronic medication blister to a remote database</td>
<td>Remote telemonitoring service: data sent from the app to platform and then analyzed for timing and number of pills taken, and an automatic reminder is sent to patients via SMS text messages</td>
<td>Reminder</td>
<td>Physician</td>
</tr>
<tr>
<td>Chandler et al [20]</td>
<td>SMASH® app: medication reminders via signals (blinking light, intermittent chime, automated SMS text messages, or phone call) and BP® monitor reminders via SMS text messages. The app provided timely tailored motivational and reinforcement SMS text messages based on the levels of medication adherence and SMS text message reminders to monitor BP with a Bluetooth–enabled BP device. The app also provided a cumulative table of average BP displayed in categories of daily, weekly, and/or monthly progress reports</td>
<td>HIPAA®-compliant servers: BP data sent from the app to platform, then analyzed for processing with timestamps, providing information for the calculation of adherence levels to the BP protocol</td>
<td>Reminder</td>
<td>Not stated</td>
</tr>
<tr>
<td>Fang and Li [21]</td>
<td>Name not specified, referred to as a messaging app: medication reminders via SMS text messaging app, educational materials via micro letter</td>
<td>Huaxi-gold card: the platform sent SMS text messages, images, media content related to disease and other information at regular intervals</td>
<td>Reminder and education</td>
<td>Physician and nurse</td>
</tr>
<tr>
<td>Frias et al [22]</td>
<td>Proteus Discover app: reader and transmitter of the patient’s adherence data from patch to the cloud and prompted the patient to take their medication doses as scheduled. Patients could visualize their data on their mobile devices via the app</td>
<td>Provider web portal: provider views summaries of the DMO® data for the patients on the web portal</td>
<td>Reminder and education</td>
<td>Clinic staff, pharmacist, had a role in set up (co-encapsulation of ingestible sensor and medication)</td>
</tr>
<tr>
<td>Goldstein et al [23]</td>
<td>Name not specified, referred to as a medication adherence app. Medication reminders provided via alert, patients could view list of medications with instructions, and they were able to record taking their medication</td>
<td>No platform</td>
<td>Reminder and education</td>
<td>Not stated</td>
</tr>
<tr>
<td>Guo et al [24]</td>
<td>mAF app: educational app used by both patients and physicians: For patients, personal health record (CHA₂DS²-VASc², HAS-BLED®), and SAMe-TT₃R₂h scores, patient educational programs (knowledge of atrial fibrillation and learn how to manage themselves at home), patient involvement in self-care items (monitor their heart rate, BP, and their quality of life), and structured follow-up consultation via a sent alert reminder. For physicians, clinical decision support</td>
<td>Cloud platform: data management</td>
<td>Education</td>
<td>Physician</td>
</tr>
<tr>
<td>Johnston et al [25]</td>
<td>Name not specified, referred to as an interactive patient support tool app: medication reminders via SMS text messages (e-diary) to register daily ticagrelor intake. Secondary prevention educational modules (exercise module, BMI module, and BP module)</td>
<td>No platform</td>
<td>Reminder and education</td>
<td>Physician and nurse</td>
</tr>
<tr>
<td>Kim et al [26]</td>
<td>HealthyCircles: an educational app that allowed patients and nurses to access the patient’s reading recorded on the BP monitor devices. The BP measurements are wirelessly uploaded from BP devices to the HealthyCircles account</td>
<td>HealthyCircles platform: the platform sent reminders for self-monitoring BP, education information about disease condition, and general health behavior recommendations</td>
<td>Education</td>
<td>Families, caregivers, and HCPs (profession not specified)</td>
</tr>
<tr>
<td>Source</td>
<td>App name and functionality</td>
<td>Platform used with the app and functionality</td>
<td>Overall system functionality</td>
<td>Involvement of HCPa</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Labovitz et al [27]</td>
<td>Artificial intelligence app: medication reminders and dosing instructions via SMS text messages. Late doses generated notifications within the hour and before the end of the dosing window</td>
<td>Artificial intelligence platform: the platform sent an automatic SMS text message or emails to clinical staff if doses were missed, late, or based on incorrect use</td>
<td>Reminder</td>
<td>Clinic staff (profession not specified)</td>
</tr>
<tr>
<td>Liu et al [28]</td>
<td>HeartGuardian app: medication reminders via SMS text messages. The app provided educational materials; medication recording and daily feedback; and self-empowerment via automatic intelligent, real-time video feedback based on the subjects’ medication adherence</td>
<td>No platform</td>
<td>Reminder and education</td>
<td>Not stated</td>
</tr>
<tr>
<td>Marquez Contreras et al [29]</td>
<td>AlerHTA app: medication and appointments reminders via alerts. The app recorded patients’ personal data, the physician’s advice about the prescribed treatment, and the results of the BP measurement. The app recommended BP levels as objectives</td>
<td>No platform</td>
<td>Reminder and education</td>
<td>Physician</td>
</tr>
<tr>
<td>Mertens et al [30]</td>
<td>iNephro medication plan app: medication reminders via alert, to support the drug intake needs of patients with chronic conditions on polypharmacy</td>
<td>No platform</td>
<td>Reminder</td>
<td>Physician</td>
</tr>
<tr>
<td>Morawski et al [31]</td>
<td>Medisafe app: medication reminders via alert. The app provided alerts to remind patients when it is time to take medications and generate weekly adherence reports, the app also allowed for tracking of BP and other biometric measurements</td>
<td>No platform</td>
<td>Reminder</td>
<td>Not stated</td>
</tr>
<tr>
<td>Ni et al [32]</td>
<td>BB reminder app and WeChat app: medication reminders via SMS text messages through the BB reminder app. Educational materials through the WeChat app</td>
<td>No platform</td>
<td>Reminder and education</td>
<td>Physician and nurse</td>
</tr>
<tr>
<td>Santo et al [33]</td>
<td>No specified name. Referred to as a medication reminder app. Medication reminders provided via alert. In the basic app, the reminders were noninteractive and occurred 1 time only, whereas the advanced app provided interactive and customizable features including daily reminders, which could be snoozed, rescheduled, and/or marked as a taken or missed dose; medication refill reminders; adherence statistics; and ability to share information with others such as family members, if the patient missed a medication dose</td>
<td>No platform</td>
<td>Reminder</td>
<td>Not stated</td>
</tr>
</tbody>
</table>
Assessment of Medication Adherence

Adherence measures varied among studies (Multimedia Appendix 2 [19-34]). Most used questionnaires to include the validated 8-item Morisky Medication Adherence Scale [20,26,31,33] and the 4-item Morisky Medication Adherence Scale [21,28] and nonvalidated self-report questionnaires [24,25,30,32]. Other adherence measures included medication event monitoring systems (MEMSs) [29] and a digital medicine offering with an ingestible sensor taken alongside medication [22]. Other trials used a combination of measures; 2 trials combined 2 different measures, one for each arm. One trial used the remote medication adherence measurement system for the intervention and pill count for the control [19]. Another trial used an electronic self-report for the intervention and pillbox openings for the control [23]. Only 2 trials combined 2 different measures for both arms (pill counts and plasma samples [27] and pill counts and 8-item Morisky Medication Adherence Scale [34]).

Effect on Medication Adherence

Overall, 12 trials reported apps to enhance medication adherence rates [20,21,24,25,27-34], with 9 demonstrating significant improvement [20,24,25,28-31,33,34]. In the remaining 4 trials, 3 did not find a significant difference [22,23,26] and 1 reported a significant difference, with only 1 of the 4 medicines being monitored [19] (Multimedia Appendix 2 [19-34]). Six trials reporting continuous data were included in the meta-analysis of medication adherence [20,26,30,31,33,34]. Trials with the same duration of follow-up for the intervention were subjected to a separate meta-analysis and all favored the intervention, mean difference for month 1, 1.52 (95% CI 0.89 to 2.15); 2 trials [20,30] for month 3, 0.46 (95% CI 0.21 to 0.71); 4 trials [20,31,33,34], for month 6, 1.46 (95% CI −1.02 to 3.95); 2 trials [20,26], and for month 9, 1.49 (95% CI −1.42 to 4.40); 2 trials [20,34]. Meta-regression analysis for these 6 studies showed that the duration of intervention (ie, the follow-up month) did not exert a statistically significant impact on the effect of the app on medication adherence (P=0.65). Thus, a combined meta-analysis (Figure 2) over the different trial durations was performed, thereby demonstrating a significant effect in favor of the app intervention (mean difference 0.90, 95% CI 0.03 to 1.78) with a high statistical heterogeneity (I²=93.32%).

---

<table>
<thead>
<tr>
<th>Source</th>
<th>App name and functionality</th>
<th>Platform used with the app and functionality</th>
<th>Overall system functionality</th>
<th>Involvement of HCP®</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sarfo et al [34]</td>
<td>No specified name. Referred to as medical regimen assistance app. Medication reminders provided via SMS text messages. The app reported BP measurements and medication intake and sent written and oral information on adherence criteria to take the medications within 2 hours of designated times and to measure BP every 3 days in the morning and evening</td>
<td>No platform</td>
<td>Reminder</td>
<td>Nurse</td>
</tr>
</tbody>
</table>

®HCP: health care professional.
®SMASH: Smartphone Medication Adherence Stops Hypertension.
®BP: blood pressure.
®HIPAA: Health Insurance Portability and Accountability.
®DMO: digital medicine offering system.
®CHÁ2DS2-VASc: congestive heart failure, hypertension, age>75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex.
®HAS-BLED: Hypertension, abnormal renal or liver function, stroke, bleeding history or predisposition, labile international normalized ratio, age>65 years, drugs or alcohol concomitantly.
®SAMe-TTr2: sex, age, medical history, treatment, tobacco use, and race.
Effect on Other Nonclinical Outcomes
An array of nonclinical outcomes was measured across the trials. Two trials have reported patient activation measures (PAMs) [22,26]. One trial reported a higher increase in PAM scores mean change for the intervention arm 7.9 (SE 2.4) when compared with control 1.7 (SE 3.3); mean difference 6.2 (SE 4.6), (95% CI -2.8 to 15.2) [22]. However, for the other trial, there was no significant difference in the average PAM score over the trial period: 78.0; end of trial: 76.0; \( P = .34 \) [26]. Patients’ knowledge of their CVD was only reported in 2 trials [24,34], despite 9 of the 16 trials involving apps with an educational function [21-26,28,29,32]. Interestingly, one trial showed not only a significant improvement in knowledge with app use but also in medication adherence [24]. In the same trial, the benefits and burden of anticoagulation therapy were explored using a patient satisfaction questionnaire. Patients using the app expressed more anticoagulant benefits, whereas the control declared more burden: benefit (intervention: mean 15.6, SD 2.73 vs control: mean 14.21, SD 3.37; \( P = .05 \)) and burden (intervention: mean 15.57, SD 6.57 vs control: mean 19.30, SD 6.39; \( P = .008 \)) [24]. In the other trial, the knowledge questionnaire scores increased at the end of the trial but not significantly (intervention: mean 10.8, SD 0.8 vs control: mean 11.1, SD 1.1; \( P = .23 \)) [34]. The QoL was assessed in 2 trials using the European Quality of Life–5 Dimensions measure [24,25]. One trial reported significantly higher QoL in the intervention arm compared with the control (\( P < .05 \); exact \( P \) value not quoted in original paper) [24], whereas in the other trial, QoL scores increased with app use over the duration of the trial but not significantly (\( P = .06 \)) [25].

Effect on Clinical Outcomes
Clinical outcomes measured included BP, blood cholesterol, and blood glucose (Multimedia Appendix 3 [19,20,22,25,26,28,29,31-34]). Eight trials reported positive effects of apps on both SBP and DBP [19,20,22,25,26,29,33,34], and 4 reported significant results [19,20,22,29]. In total, 4 trials reported improvements in TC [19,22,28,33] and 3 were significant [19,22,28]. A reduction in LDL-C was observed with app-based interventions [19,22,25,28,33], but it was only significant in 2 trials [22,25]. Only 2 trials reported glycated hemoglobin (HbA_1c) as an outcome, with no significant change [19,22]. Meta-analysis for clinical outcomes was only possible at 3 months duration of intervention for SBP, DBP, TC, and LDL-C; all favored the use of an app in disease management, but not all were significant (Multimedia Appendix 4 [22,25,28,31,33,34]). Meta-analysis for HbA_1c was not possible because of the lack of reported outcomes.

App Usability, Acceptability, and Patient Satisfaction
Various questionnaires were used to evaluate the app usability for patients, but this was only done in 4 trials [19,24,25,27]. One study used a validated System Usability Scale to demonstrate greater usability in the app intervention arm than in the control arm (intervention: mean 87.3, SD 13.9 vs control: mean 78.1, SD 18.9; \( P = .001 \)) [25]. Three trials evaluated app usability with nonvalidated questionnaires and obtained positive feedback from 80% or more of the participants [19,24,27]. Patients with stroke rated the app extremely good as a medication management tool and as means to improve physician-patient rapport [27]. Patients with atrial fibrillation agreed that the study app was user-friendly and helpful with additional positive feedback from physicians [24].

Four different trials explored app acceptability in patients [23,30,32,33]. Acceptance rates measured by nonvalidated questionnaires found the app to be more acceptable than the control [23], and most patients reported that the app was useful and helpful [33]. Interviews conducted within 2 studies revealed that patients accepted and appreciated receiving reminders and educational materials via the app [32] and that most patients (22/24) reported wanting to use the app in everyday life [30]. Three trials evaluated patient satisfaction with the apps being trialed by nonvalidated questionnaires, with more than 90% reporting the app as easy to use [20,22,24].

Figure 2. Meta-analysis results and forest plot of the effect of app-based interventions on medication adherence. Mean difference (95% CIs) are denoted by black boxes (black lines). The combined mean difference estimate for all studies is represented by a black diamond, where diamond width corresponds to 95% CI bounds. REML: restricted maximum likelihood.
Risk of Bias of Included Trials

Only 7 trials reported sufficient random sequence generation [21,23,29,31-34], and only 3 trials reported allocation concealment [26,33,34]. Although these types of interventions are problematic to blind, outcome assessors could have been blinded, but only 5 trials clearly stated that this was done [24,28,31,33,34]. In total, 14 trials had a low risk of incomplete outcome data [19-23,25-31,33,34], whereas only 5 had a low risk of selective outcome reporting [20,25,31,33,34]. Ten trials had no other sources of risk of bias [19,20,23,24,26,27,29,32-34]. According to the Agency for Healthcare Research and Quality standards, most trials were considered to be of poor quality [19-32], with only 2 rated as fair [33,34]. Figures 3 and 4 present the risk of bias judgment.

Figure 3. Authors’ judgments about each risk of bias item for each included trial. Green: low risk of bias; yellow: unclear risk of bias; red: high risk of bias.

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Other bias</th>
</tr>
</thead>
</table>
Discussion

Principal Findings

This study included 16 RCTs that assessed the effectiveness of mobile app–based interventions on medication adherence [19-34]. A total of 9 trials showed a statistically significant improvement in medication adherence in the intervention arm [20,24,25,28-31,33,34]. The meta-analysis of 6 trials revealed that app interventions exert a significant positive effect on medication adherence with meta-regression, showing no statistically significant impact for the duration of use over a maximum of 9 months. However, the statistical and methodological heterogeneity was high [20, 26, 30, 31, 33, 34]. Ten trials assessed health-related outcomes and generally reported an improvement with intervention over control [19,20,22,24-26,28,29,33,34]. The apps used had mixed functionality, including reminders [19,20,27,30,31,33,34], education [24,26], or both [21-23,25,28,29,32]. Regarding the involvement of HCPs, most involved physicians and/or nurses [19,21,24,25,29,30,32,34]. The usability of apps was mainly assessed with questionnaires, with most participants reporting acceptance and ease of use [19,24,25,27]. The effectiveness of app interventions could not be assigned to particular app components or characteristics. Half of the trials were small-scale studies, that is, pilot studies [19,22,24,34] and feasibility studies [21,23,27,32], and most trials were classified as having poor quality of evidence because of the high risk of bias or insufficient reporting of information [19-32].

Relationship With Previous Published Literature

Previous systematic reviews have assessed the effectiveness of health care apps in the management of several different long-term conditions, including asthma [35], obesity and diabetes [36], and CVD [37]. Most included small-scale studies, with insufficient or low-quality evidence to support app use. Despite this, many reviews have reported beneficial trends, for example, in the promotion of positive behavior changes such as medication adherence [37].

A network meta-analysis of different interventions showed that technology-based interventions exert a major effect on the long-term management of medication adherence in patients with CVD [38]. The World Health Organization categorizes medication adherence measurements as either subjective or objective [39]. More than half of the trials in this systematic review used subjective self-report questionnaires to measure medication adherence [20,21,24-26,28,30-33], with a potential to overestimate adherence. Although there is no gold standard measure of medication adherence, a multi-measure approach is highly recommended to reduce subjectivity [40]. Therefore, the results of improved adherence from the trials included in this review should be interpreted with caution.

This review shows that objective measures can be improved with expected app use. For example, some of the trials included in this review assessed BP and showed improvements for participants in the intervention arms [19,20,22,25,26,29,33,34], a similar result to a previous systematic review assessing the effects of mobile apps designed for BP management [9]. Another systematic review and meta-analysis of 21 RCTs showed a reduction in HbA1c levels in patients with diabetes [41]. In this review, the effectiveness of apps to support patients with diabetes was inconclusive, as only 2 included trials evaluated HbA1c, and both the trials reported no significant difference in the change in HbA1c between the intervention and control arms [19,22].

Although few trials included in this review investigated nonclinical outcomes other than adherence, those that did demonstrated a meaningful, but not always significant, improvement in PAM [22,26], patients’ disease knowledge [24,34], anticoagulation satisfaction [24], and QoL [24,25]. These results align with existing systematic reviews of smartphone-based health care technologies, which demonstrate that apps could play an important role in patient education, self-management, and remote monitoring [42] and improvements in patients’ QoL [37]. Furthermore, 2 pilot studies examining the feasibility of app use to enhance safe anticoagulation therapy and knowledge acquisition by patients showed a significant increase in anticoagulation knowledge after 3 months of app use [43,44]. The beneficial effects of apps on medication adherence will likely depend on the nature of the support needed.
by different patients. To improve medication adherence, the literature suggests that some patients may need only reminders, whereas others need a greater knowledge and understanding of their disease and the medication prescribed [45,46]. There is a long history of reminders and patient education to improve medication adherence, and the introduction of app technology has seen these strategies incorporated into mHealth interventions. In this review, most of the included trials used apps with mixed functionality, including reminders, education, or both. All but 2 of the apps [24,26] included reminders [19-23,25,27-34]; of these, significant improvements in medication adherence were only reported in about half of the trials [20,24,25,28-31,33,34]. Thus, it remains impossible to assign success to a single component within a multifunctional intervention.

App design, user interface, and evaluation of these factors are often under-reported. In this review, 4 trials that assessed app usability demonstrated that the apps were user-friendly, and users were interested and engaged with the technology [19,24,25,27]. Three of these studies featured commercially developed apps [19,25,27]. The measures of app success for developers of commercial, academic, or government origins may explain why only 1 app developed by an academic institution [24] investigated usability. A systematic review of app usability in patients with diabetes also reported moderate to good usability, but users expressed preference for apps developed for tablet computers rather than smartphones due to their larger display and better illustrations [47]. Usability is a key factor in the uptake of mHealth apps [48,49], and it would make sense to conclude that a more user-friendly app might be more effective. In this review, significant improvements in medication adherence rates were found in only 2 of the 4 trials reporting a good usability [24,25]. This may, in part, be because usability outcomes measure ease of use (ie, user-friendliness) rather than motivation, engagement, and continued use. Motivating components, such as social contracts with family members and gamification, have been incorporated into some apps to improve their effectiveness [43]. Several studies highlight the importance of using theory to develop and design behavioral change interventions [50-52], which should also be considered in mHealth app intervention design. Only 3 of the trials in this review [20,28,34], reported the use of behavioral change theories to inform their app intervention, and it is of note that only one of the app interventions purported to involve social support or interactions outside of HCPs [26]. This review revealed that HCPs’ involvement in app interventions for CVD health care mainly involved physicians and nurses [19,21,24,25,28-30,32,34], with 1 trial reporting pharmacist involvement; however, that did not include the administration of the app intervention [22]. With the widening clinical patient-facing roles of pharmacists within primary care [53,54] and reports of their effectiveness in both CVD management [55-57] and successful efforts to improve CVD medication adherence [58,59], it is potentially surprising that pharmacists were not more involved in any of these studies. The involvement of any HCP in the administration and concomitant use of apps with patients requires careful consideration. Such apps have the potential to increase HCP workload, and it remains unclear whether the cost of that involvement outweighs the benefits observed. Of the RCTs included in this review, 5 of the 9 that included HCPs in the administration of the app reported significant improvements in medication adherence, but no cost-benefit analysis was conducted [24,25,29,30,34]. In the current climate, with a growing choice of apps, a more important role for HCPs may be in the recommendation of safe, user-friendly, and effective mHealth apps for patients depending on their disease and apps chosen specifically to meet their patients’ needs and motivations.

Strengths and Limitations
This review did not consider the differences in adherence between the medications included in the trials. Some medications might have a higher rate of nonadherence than others because of the adverse effects and taste of the formulation. The heterogeneity of the trials’ methodologies, apps, and outcome measures studied made quantitative comparisons problematic. Different measures of medication adherence were used among the trials, which made it impossible to calculate the exact adherence rates. For several of the included trials, control groups were also subjected to an intervention aimed at improving medication adherence, meaning that the impact of the app intervention was not comparable with standard care. This, coupled with the potential for wide variations in standard care more generally, suggests that the findings of many of the included studies need to be interpreted with caution. Finally, this review included only RCTs; thus, other relevant studies and reports from the gray literature were excluded. However, RCTs are considered the cornerstone of clinical research to determine the efficacy of interventions and the highest level of evidence.

Implication for Practice and Policy
Health care apps have the potential to enhance medication adherence, leading to improvements in clinical and nonclinical outcomes in patients with CVD. However, the use of this technology to support medication adherence is in its infancy, and apps require robust testing to demonstrate its effectiveness. The trials included in this review provided inconsistent data regarding their effectiveness. Overall, user engagement and usability were rated positively, demonstrating interest in the concept. However, it is difficult to make strong, unrestricted recommendations for practice, especially with the methodological limitations of the included trials.

Implication for Research
This review indicates the need for further large-scale studies to determine whether mobile apps are effective in improving medication adherence among patients with CVD. There is a paucity of data to differentiate the effects of individual app intervention characteristics on behavioral change, and the most effective app functionality remains unknown. The involvement of HCPs in the use of mobile apps needs to be investigated further, needs to undergo cost-benefit analysis, and needs to be compared with the effectiveness of standalone apps that do not require HCP input. Finally, a standard validated approach for medication adherence measurement is recommended for future studies to enable the comparison of findings and/or pooling of adherence data.
Conclusions
Mobile apps appear to enhance medication adherence and improve health-related outcomes. Apps have an acceptable degree of usability; yet the app characteristics conferring usability and effectiveness are often indeterminate due to their multifactorial design. Existing evidence is currently insufficient to unreservedly recommend the use of health care apps to improve adherence to CVD medications because of the generally small sample sizes; clinical and methodological heterogeneity between studies; and disparity in app features, content, and delivery, but they may enhance medication adherence as part of a package of care.
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Abstract

Background: Nearly 90% of deaths due to cervical cancer occur in low- and middle-income countries (LMICs). In recent years, many digital health strategies have been implemented in LMICs to ameliorate patient-, provider-, and health system–level challenges in cervical cancer control. However, there are limited efforts to systematically review the effectiveness and current landscape of digital health strategies for cervical cancer control in LMICs.

Objective: We aim to conduct a systematic review of digital health strategies for cervical cancer control in LMICs to assess their effectiveness, describe the range of strategies used, and summarize challenges in their implementation.

Methods: A systematic search was conducted to identify publications describing digital health strategies for cervical cancer control in LMICs from 5 academic databases and Google Scholar. The review excluded digital strategies associated with improving vaccination coverage against human papillomavirus. Titles and abstracts were screened, and full texts were reviewed for eligibility. A structured data extraction template was used to summarize the information from the included studies. The risk of bias and data reporting guidelines for mobile health were assessed for each study. A meta-analysis of effectiveness was planned along with a narrative review of digital health strategies, implementation challenges, and opportunities for future research.

Results: In the 27 included studies, interventions for cervical cancer control focused on secondary prevention (ie, screening and treatment of precancerous lesions) and digital health strategies to facilitate patient education, digital cervicography, health worker training, and data quality. Most of the included studies were conducted in sub-Saharan Africa, with fewer studies in other LMIC settings in Asia or South America. A low risk of bias was found in 2 studies, and a moderate risk of bias was found in 4 studies, while the remaining 21 studies had a high risk of bias. A meta-analysis of effectiveness was not conducted because of insufficient studies with robust study designs and matched outcomes or interventions.

Conclusions: Current evidence on the effectiveness of digital health strategies for cervical cancer control is limited and, in most cases, is associated with a high risk of bias. Further studies are recommended to expand the investigation of digital health strategies for cervical cancer using robust study designs, explore other LMIC settings with a high burden of cervical cancer (eg, South America), and test a greater diversity of digital strategies.
cervical cancer; digital health; mobile phones; low- and middle-income countries; colposcopy; uterine cervical neoplasms; telemedicine or mobile apps; cell phones; developing countries

Introduction

Background

Annually, 311,000 women die from cervical cancer worldwide, with 90% of the deaths occurring in low- and middle-income countries (LMICs) [1]. To reduce this high burden of mortality, it is critical to implement and scale sustainable and effective cervical cancer control programs in LMICs. However, cervical cancer control programs in LMICs must overcome individual-, provider-, and health system–level bottlenecks to health service delivery, access, and utilization [2-5]. In the last decade, health systems in LMICs have taken advantage of the increasing prevalence of digital technologies, particularly mobile phones, to circumvent some of the bottlenecks in cervical cancer control. However, systematic reviews of the effectiveness of such digital health strategies in LMIC settings are lacking, especially regarding how such strategies may improve the delivery, access, and utilization of cervical cancer control programs [4].

Primary prevention strategies for cervical cancer control focus on vaccination against human papillomavirus (HPV), whereas secondary prevention strategies focus on early screening and treatment of precancerous lesions [6,7]. Where implementation of preventive services is inadequate, cervical cancers are typically detected at advanced stages, further contributing to high mortality rates [8,9]. Commonly used screening methods include visual inspection with acetic acid (VIA), visual inspection with Lugol iodine, and HPV DNA testing [10,11]. Although an initial cervical cancer screening is possible at primary health facilities, or even at the community level by frontline health workers, follow-up procedures, diagnosis, and treatment require access to trained medical providers (eg, expert colposcopists). The treatment of invasive cancer also requires secondary or tertiary health facilities with specialized equipment for surgery, chemotherapy, and radiation [11]. The management of invasive cancer includes long-term retention of women in care, with regular follow-ups and palliative care as applicable. To be effective, cervical cancer control programs must not only achieve high rates of screening coverage among eligible women but also ensure that women who screen positive receive timely treatment and support for long-term management [12]. There is a lack of systematic reviews to understand how digital health strategies affect cervical cancer control in LMICs across the continuum spanning from prevention to palliative care.

There is growing interest from local, national, and global stakeholders in integrating digital health strategies with cervical cancer control programs in LMICs. For instance, the Global Action Plan for the Prevention and Control of Noncommunicable Diseases 2013-2020 highlights the use of digital health strategies for health education, promotion, and communication, especially in populations with low literacy and health awareness [13]. Examples of using digital health for cervical cancer control include the World Health Organization and the International Telecommunications Union’s Be he@lthy, Be mobile initiative, which launched a mobile phone text messaging campaign to improve the awareness of cervical cancer screening in Zambia [14]. In another instance, the Ministry of Health in Peru successfully completed a national pilot program of using text messages to notify women about their HPV screening results [15]. In light of the expanding local, national, and global efforts, evidence of successful implementation and impact is needed to drive further research on and development of digital strategies for cervical cancer control in LMICs.

Currently, much of the published literature describing the use of digital strategies for cervical cancer control comes from high-income settings [16-19]. However, a previous systematic review examined the effectiveness of digital strategies for cervical cancer control in LMICs [20]. In this review, authors identified 8 eligible studies, most of which lacked rigorous study designs and evidence. With the increasing use of digital health strategies in LMICs, an updated review is necessary to evaluate the contextual effectiveness of such strategies for cervical cancer control as compared with high-income settings. Furthermore, the synthesis of key implementation challenges and opportunities for future research is needed to prioritize and increase the success of digital health strategies for cervical cancer control in LMICs.

Objectives

The primary objectives of the review were to assess the effects of using mobile devices on the following:

- Facilitate task shifting for cervical cancer screening, treatment of precancerous lesions, and management of LMICs as compared with usual care.
- Reduce delays in postscreening treatment initiation among women in LMICs as compared with usual care.
- Assess and improve cervical cancer knowledge or awareness among women in LMICs as compared with usual care.

The secondary objectives were to describe the following:

- Digital health strategies used for cervical cancer control, including those used to visualize the cervix using a mobile device at the point of care in LMICs.
- Challenges associated with the implementation of digital health strategies for cervical cancer control in LMICs.

Methods

Protocol and Registration

The review protocol was registered with the PROSPERO database for prospectively registered systematic reviews (protocol #CRD42017071560). Deviations from the registered protocol and unused methods are included in Multimedia Appendix 1. The findings of this systematic review are reported
in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist and are specified in Multimedia Appendix 2 [21].

**Eligibility Criteria**

**Participants**

For the assessment of the primary and secondary review objectives, we included studies of all cadres of health care workers (eg, medical doctors, nurses, midwives, community health workers) providing any cervical cancer screening, treatment, and management services, as well as women (of all ages) receiving any cervical cancer education, screening, treatment, and management services.

**Interventions**

For the assessment of primary and secondary review objectives, we included any intervention wherein mobile devices were used in the screening, treatment, and management of cervical cancer. These included studies in which mobile devices were used to do the following:

- Facilitate the visualization of the cervix (cervicography).
- Facilitate communication between health care providers for diagnosis, consultation, or referral.
- Provide training or support to health care providers, especially in the context of task shifting.
- Communicate with patients to provide appointment reminders, test results, disease progression monitoring, coordinate services, etc.
- Improve cervical cancer knowledge or awareness among women.
- Facilitate cervical cancer screening, treatment of preinvasive lesions or cervical cancer management.

We excluded the following types of studies:

- Where the intervention used a nonmobile phone device (eg, digital camera, television) to visualize the cervix.
- Where the intervention exclusively focused on the use of mobile devices for providing education about HPV vaccination or to improve its coverage, because these activities generally fall within the purview of immunization programs. In addition, other published systematic reviews have examined the efficacy of mobile phone interventions for HPV vaccination [22-24].
- Where the intervention was only described or conceptualized without actual implementation or evaluation.
- Where abstracts were only published in languages other than English and for which published English translations were not available.
- Where full texts were not available.
- Where the publications were reviews, systematic reviews, conference proceedings, blogs, reports, or other nonpeer-reviewed sources.

**Comparators**

Details of the comparator group were extracted from the studies and included in the analysis of primary and secondary review objectives. The comparison was usual care, which could include the use of traditional colposcopy and nondigital, paper-based strategies for data collection, communication, and dissemination in cervical cancer control programs.

**Outcomes**

For the review of the primary review objectives, the outcomes of interest were as follows:

1. Coverage and timeliness of cervical cancer screening, treatment, and management.
2. Cervical cancer knowledge or competency (ie, training) of health worker.
3. Cervical cancer knowledge or awareness among women.

Outcome data were not reviewed quantitatively because of the descriptive nature of the secondary review objectives.

**Study Design**

We included randomized and nonrandomized controlled study designs (controlled before-and-after studies with at least 2 intervention sites or interrupted time-series studies) in the qualitative synthesis and meta-analysis of the primary review objectives. We included all study designs for a narrative review of the secondary review objectives.

**Settings**

For both the primary and secondary review objectives, we included studies from any country listed as low or middle income according to the World Bank Group classification [25].

**Information Sources**

**Electronic Searches**

The following 5 electronic databases were searched for studies published in English: PubMed, Embase, Web of Science, Scopus, and CINAHL. We included studies from January 1, 1992, to September 19, 2020 (date of search), with 1992 being the year the first commercial text message was sent.

**Search Strategy**

A systematic search strategy (Multimedia Appendix 3) was developed, including a detailed search string comprising terms from 3 broad categories, namely, digital health, cervical cancer, and LMICs. The search terms were customized for each of the 5 electronic databases. A Google search was conducted with an abbreviated search string, as described in Multimedia Appendix 3, and the first 100 search results were analyzed.

**Study Selection**

Search records were imported into the reference management software and duplicates were removed. The titles and abstracts of the records were screened according to the predefined eligibility criteria. For each record, 2 reviewers discussed and resolved any ambiguities in screening outcomes during abstract and full-text screening. Interrater reliability was assessed by 2 reviewers independently screening a 10% sample of sources for inclusion based on abstract evaluation. A Cohen κ value of 0.6 was predetermined as an acceptable interrater agreement.

**Data Collection Process and Items**

We used a structured template, which was adapted based on the template from Cochrane, to extract relevant data from each
included study [26]. Primary data items extracted using the template included study location, sample size, population, study duration and design, cervical cancer service or procedure, the description of digital health intervention, conclusions, study limitations, and information for assessing the risk of bias. In addition, quantitative outcome data were extracted from the studies included in the review of the primary objectives.

**Risk of Bias in Individual Studies**

We assessed the risk of bias for all studies using the Effective Public Health Practice Project’s Quality Assessment Tool for Quantitative Studies [27].

**Additional Analyses**

We assessed the quality of data reporting for each included study using the mobile health (mHealth) evidence reporting and assessment (mERA) checklist [28]. This 16-item checklist aims to enhance the replicability of mHealth interventions by promoting the complete reporting of content, context of implementation, and technical features in peer-reviewed publications.

**Results**

**Study Selection**

Figure 1 shows the results of the study selection process. The systematic search yielded 1707 nonduplicate studies. The overall interrater agreement for screening a 10% sample was 98.8%, which corresponded to a Cohen \( \kappa \) value of 0.76 [29]. Following the abstract screening, 125 records were evaluated using their full text and 95 of those were excluded. Records were excluded after full-text review mainly because they did not describe a peer-reviewed study or because the intervention was conducted in a non-LMIC setting. In total, 30 records corresponding to 27 unique studies [30-59] were included in the final review.

![Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of systematic search results. LMIC: low- and middle-income country; mHealth: mobile health.](image)

**Study Characteristics**

Characteristics of included studies are summarized in Multimedia Appendix 4 [30-59].

**Study Design**

In total, 4 included studies were randomized controlled trials (RCTs) [38,40,47-49,59]. These studies met the criteria for inclusion in the review of the primary objectives, that is, the
effect of digital health strategies on cervical cancer control. A fifth study by Lima et al [41] used random allocation but was excluded from the review of the primary objectives because of the lack of a control group. Huchko et al [39] reported findings of a mixed methods analysis from a cluster RCT; however, the assignment of the digital health strategy was not randomized; thus, it did not meet the criteria for inclusion in the review of primary objectives. All 27 studies were included in the review of the secondary objectives, that is, to describe the digital health strategies used for cervical cancer control in LMICs and the challenges associated with their implementation. Nonrandomized studies used quasi-experimental [32-34,41], cross-sectional [30,31,35-37,46,50,51,53,56,57], or other [52,54,55] study designs. In total, 4 studies [42-45] described program implementation.

**Participants**

The studies included 23,393 women and 152 health care workers. Types of health care workers included clinicians (eg, gynecologists, colposcopists, and assistant medical officers), facility-based nurses, and community health nurses.

**Intervention**

Many interventions targeted health workers and implemented the use of mobile phones for digital cervicography (ie, imaging of the cervix) or for digital patient data collection [30-32,35-37,46,50,51,53-57]. Interventions targeting women were focused on building knowledge or awareness about cervical cancer, delivering reminders to promote the uptake of cervical cancer services or for the notification of test results [33,34,38-41,47-49,52,58,59].

**Comparators**

Most of the included studies lacked a parallel control group. Apart from the 4 RCTs and the cluster randomized trial, the only other studies with a control group were Caster et al and Romli et al [34,58].

**Outcomes**

Studies using digital cervicography primarily reported diagnostic reliability outcomes such as interrater agreement and sensitivity or specificity as compared with a gold standard diagnostic test such as histology [30,31,35,46,50,51,53-57]. Among the 4 RCTs included in the review of primary objectives, 1 study [40] measured improvement in patient knowledge and all 4 [38,40,47-49,59] measured the uptake of cervical cancer services postintervention. One RCT study [49] included a cost-effectiveness analysis. For the secondary review objectives, all 27 studies included a description of the digital health strategy used and implementation challenges.

**Settings**

The review focused on LMICs: 19 studies were conducted in sub-Saharan Africa [30,31,34-39,42-46,50,52,54-56,59], 7 in Asia [32,33,40,47-49,51,53,58], and 1 in South America [41].

**Risk of Bias Within Studies**

The analysis results of the risk of bias within the studies are presented in Table 1 (Effective Public Health Practice Project Quality Assessment tool for quantitative studies). Most of the studies (21/27, 78%) were assessed to have a high risk of bias. A total of 2 studies (Erwin et al [38] and Romli et al [58]) were assessed to have a low risk of bias, whereas 4 other studies [34,40,53,59] were assessed to have a moderate risk of bias.
Table 1. Risk of bias assessment for included studies using the Effective Public Health Practice Project’s quality assessment tool for quantitative studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Selection bias</th>
<th>Study design</th>
<th>Confounders</th>
<th>Blinding</th>
<th>Data collection method</th>
<th>Withdrawals and dropouts</th>
<th>Global rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caster et al (2015) [34]</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Catarino et al (2015) [35]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>Devi et al (2018) [33]</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Erwin et al (2019) [38]</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Gallay et al (2017) [36]</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Huchko et al (2019) [39]</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Khademolhosseini et al (2017) [40]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Lima et al (2017) [41]</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Linde et al (2020) [59]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Littman-Quinn et al (2013) [42]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Ndlovu et al (2014) [43]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Parham et al (2010) [44]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Peterson et al (2016) [45]</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>Quercia et al (2018) [37]</td>
<td>2</td>
<td>3</td>
<td>N/A</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Quinley et al (2011) [46]</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>Rashid et al (2013) [47]; Rashid and Dahlui (2013) [48]; Rashid et al (2014) [49]</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>Ricard-Gauthier et al (2015) [50]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Romli et al (2020) [58]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sharma et al (2018) [51]</td>
<td>2</td>
<td>3</td>
<td>N/A</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Swanson et al (2018) [52]</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Taghavi et al (2018) [53]</td>
<td>1</td>
<td>3</td>
<td>N/A</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Tran et al (2018) [54]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Umer et al (2017) [55]</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Yeates et al (2016) [56]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Yeates et al (2020) [57]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Scores of 1, 2, and 3 indicate low, moderate, and high risks of bias, respectively. The risk of bias was assessed cumulatively for studies with multiple sources, for example, Asgary et al [30,31].

N/A: not applicable.

Criteria were not applicable based on a skip pattern in the Effective Public Health Practice Project tool.

Results of Individual Studies

The study outcomes included in the review of the primary objectives are presented in Table 2.
Table 2. Outcomes of randomized controlled trial studies included in the review of primary objectives.

<table>
<thead>
<tr>
<th>Study and participants</th>
<th>Outcome</th>
<th>Result</th>
<th>Summary of risk of biasa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erwin et al (2019) [38], N=851 women</td>
<td>Cervical screening attendance within 60 days of randomization (combined for women from rural and urban settings)</td>
<td>Women in the SMS messaging group had 3.0 higher adjusted odds of attendance as compared with women in the control group</td>
<td>The overall risk of bias was assessed to be low</td>
</tr>
<tr>
<td>Khademolhosseini et al (2017) [40], N=95 women</td>
<td>Mean difference in pre- and post-training knowledge among women in the intervention group as compared with those in the control group measured immediately and 3 months after SMS messaging–based training</td>
<td>Women in the intervention group had a mean increase in the knowledge of 8.18 points from baseline as compared with a mean increase of 0.27 points from baseline in the control group immediately post-training</td>
<td>The overall risk of bias was assessed to be moderate</td>
</tr>
<tr>
<td>Linde et al (2020) [59], N=705 women</td>
<td>The attendance rate of follow-up cervical cancer screening among HPVb-positive women</td>
<td>Compared with standard of care, a written appointment card, the addition of one-way text messages had no effect on follow-up cervical cancer screening among HPV-positive women</td>
<td>The overall risk of bias was assessed to be moderate</td>
</tr>
<tr>
<td>Rashid and Dahlui (2013) [48], N=1000 women</td>
<td>The uptake of Pap test in response to recall through phone call as compared with recall by letter</td>
<td>Compared with women receiving recall by letter, those receiving recall by phone call had 2.38 times higher odds of receiving a Pap smear</td>
<td>The overall risk of bias was assessed to be high</td>
</tr>
</tbody>
</table>

aAssessed using the Effective Public Health Practice Project risk of bias assessment tool for quantitative studies.
bHPV: human papillomavirus.

Synthesis of Results

Findings From the Review of Primary Objectives: Effectiveness of Digital Health Strategies for Cervical Cancer Control

We did not conduct a meta-analysis of the included studies because of variations in the nature of the interventions, outcome measures, and small number of studies included in the primary review of the effect of mobile devices. The only included study with a low risk of bias found that SMS behavior change communication messaging in conjunction with transportation e-voucher led to an increased uptake of cervical cancer screening (Table 2) [38].
Findings From the Review of Secondary Objectives: Description of Strategies Used

We adapted a published mHealth framework for noncommunicable diseases to facilitate the narrative synthesis of the digital health strategies used in the included studies [4,60]. Framework adaptation allowed for the mapping of included studies to various stages of the cervical cancer control cascade (primary prevention, secondary prevention, treatment, and palliation) as well as the key individual, provider, and health system challenges (knowledge, access, quality, and continuity of care) addressed by the included studies. The mapping results are presented in Table 3. Only the digital health components of the study interventions were mapped and any nondigital components (community sensitization, paper educational booklets administered before digital reminders, etc) were excluded. Many studies addressed multiple challenges; hence, digital health strategies were mapped to all the applicable challenges in the framework.

Table 3. Landscape of digital health strategies for cervical cancer prevention and control.

<table>
<thead>
<tr>
<th>Individual-, provider- and health system–level challenges in cervical cancer control</th>
<th>Stages in cervical cancer prevention and control</th>
<th>Primary prevention</th>
<th>Secondary prevention</th>
<th>Treatment and palliative care</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPV(^a) vaccination</td>
<td>Screening (study)</td>
<td>Treatment of precancerous lesions (study)</td>
<td>Treatment</td>
<td>Palliative care</td>
</tr>
</tbody>
</table>

Knowledge and awareness

- **Low knowledge of HPV or cervical cancer**
  - Not within the scope of this review
  - 5 [34,38,40,58,59] 1 [34] 0 0

- **Low knowledge of cervical cancer screening or treatment services**
  - Not within the scope of this review
  - 6 [34,38,40,41,58,59]\(^b\) 1 [34] 0 0

Access to care

- **Low access to health facilities or cervical cancer services**
  - Not within the scope of this review
  - 1 [38] 0 0 0

- **Low availability of appropriate and accurate screening or treatment methods**
  - Not within the scope of this review
  - 15 [30,31,35,36,42-46,50,51,53-57]\(^c\) 0 0 N/A

- **Low access to experts**
  - Not within the scope of this review
  - 15 [30,31,35,36,42-46,50,51,53-57] 0 0 0

- **Financial barriers**
  - Not within the scope of this review
  - 1 [38] 0 0 0

Continuity of care

- **A low uptake of follow-up services**
  - Not within the scope of this review
  - 7 [33,39,41,47-49,52,58,59] 0 0 N/A

Quality of care

- **A lack of training opportunities for health workers**
  - Not within the scope of this review
  - 10 [30,31,35,36,42-44,46,51,56,57]\(^c\) 0 0 0

- **Poor data availability**
  - Not within the scope of this review
  - 19 [30-32,35-37,39,42-46,50-57] 2 [32,45] 0 0

\(^a\)HPV: human papillomavirus.

\(^b\)Represents the number of included studies mapped to each category. For example, we found 3 studies that aimed to increase the demand for screening by increasing women’s knowledge of human papillomavirus or cervical cancer.

\(^c\)Some studies were associated with multiple records, for example, Asgary et al [30,31].

A majority of the included studies used digital health strategies for secondary prevention; only Caster et al [34] focused on educating women about treatment, whereas Bhatt et al [32] and Peterson et al [45] collected data related to postscreening treatment. None of the included studies focused on cervical cancer treatment or palliative care. Studies related to primary prevention (HPV vaccination) were not within the scope of the study. Although most included studies focused on increasing screening or treatment among all eligible women, some studies focused on high-risk populations, and in particular, HPV-positive women [35-37,50,53,54,59].

1. **Knowledge and awareness**: in total, 6 studies mapped to this domain and included digital health strategies to educate women about HPV, cervical cancer, and cervical cancer prevention or treatment services. These studies...
[34, 38, 40, 41, 58, 59] focused primarily on increasing the screening uptake: Khademolhosseini et al [40] used an educational intervention delivered via an instant messaging platform called Telegram. They used a diverse range of content including text messages, posters, infographics, podcasts, and video tutorials. Lima et al [41] tested a telephone intervention focused on increasing the patient’s knowledge of cervical cancer and Pap smears. In the study by Erwin et al [38], women in one study arm received 15 behavior change communication messages via SMS messages that were designed to increase their knowledge and awareness about cervical cancer screening. Caster et al [34] implemented a tablet-based cervical cancer education program to facilitate patient education about screening. Opportunities for interaction with the educational content were through quizzes, or while navigating the content on the tablet. Caster et al [34] also included educational content related to treatment and was the only study to do so.

2. Access to care: only one study, by Erwin et al [38], used digital health to reduce transportation and financial barriers to health care access. Women randomized to one of the study arms received e-vouchers through their mobile phone, which covered the costs of a return trip to the health facility. In total, 15 studies used smartphones for facilitating digital cervicography and visualizing the cervix during VIA at the point of care [30, 31, 35, 36, 42-46, 50, 51, 53-57]. In total, 7 studies included visual inspection with Lugol iodine images in addition to VIA images [35-37, 50, 53-55]. Although most studies used the mobile phone camera for image acquisition, Peterson et al [45] and Taghavi et al [53] used smartphone attachments for enhanced cervix visualization. These studies allowed for task shifting, as mobile devices were used to acquire cervical images, record diagnosis, and receive or compare diagnoses with remote experts. Images and relevant patient data were shared with the experts via a text/multimedia message service or by uploading data to a web-based database. Parham et al [44] used an automated text messaging system to reduce the time between screening, diagnosis, and treatment by sending a text message requesting expert review of an image while the patient was still in the clinic. Yeates et al [56, 57] used WhatsApp to send patient images, nurse diagnosis, and treatment plans for expert review and subsequently developed the SEVIA app to accomplish these tasks.

3. Continuity of care: in total, 7 studies tested digital strategies for reminding or recalling patients for follow-up services [33, 39, 41, 47-49, 52, 58, 59]. These studies focused on women who had already received some cervical cancer services. All 7 studies tested SMS-based reminders or recall messages. In total, 3 studies [39, 47-49, 52] also tested phone calls. Other nondigital modalities included letters, registered letters, home visits, and return visits to the clinic.

4. Quality of care: studies mapped to this domain focused on 2 key applications: training health workers and improving data availability. In most cases, the training covered the acquisition of good-quality images using cervicography and expert feedback to improve the accuracy of diagnosis [30, 31, 35, 36, 42-44, 46, 51, 56, 57]. In Botswana, Littman-Quinn et al [42] provided additional ongoing medical education content to health workers via tablet devices to complement in-service training. Studies using digital cervicography were also mapped to this domain as the documentation of cervical images during VIA can improve data availability for patient management, and hence, improve the quality of care. Two studies, Bhatt et al [32] and Peterson et al [45], collected treatment information in addition to information about screening results. In the study by Bhatt et al [32], a SIM-based app was loaded on feature phones provided to trained nurses. The nurses used a menu-based protocol on the feature phone for entering data.

Findings From the Review of Secondary Objectives: Implementation Challenges

In the included studies, the authors described several technical challenges in implementing digital health strategies for cervical cancer control in LMICs. These challenges were based on lessons learned and, in a few cases [31, 32], on formal qualitative data collected during the study. In addition to the technical challenges, many studies described inadequacies in the underlying health system resources (eg, availability of pelvic exam rooms and lack of supplies for cryotherapy in community health centers [30]), which impacted study implementation. Digital health strategies were not implemented in a vacuum; several studies described the need for increasing the community knowledge and awareness of cervical cancer as well as reducing stigma and fear related to cancer screening/diagnosis in parallel with the implementation of digital health strategies [30, 32, 37, 38, 41, 44, 45, 51]. One study also described negative attitudes toward cervical cancer screening among health care workers as an issue [51]. Some authors emphasized the need for strong partnerships and stakeholder support for the success and future sustainability of digital health strategies [42, 43, 45, 51].
Table 4. Description of implementation challenges for digital health strategies for cervical cancer control.

<table>
<thead>
<tr>
<th>Implementation challenge</th>
<th>Included studies</th>
<th>Description and examples</th>
</tr>
</thead>
</table>
| High training requirements       | [30,31,34,35,43,44,51,54] | • Pretraining lasting several weeks, providing supplemental training for augmenting skills, refresher training to minimize loss of skills, and the availability of experts to provide ongoing feedback for using digital cervicography  
  • Catarino et al [35]: 5 weeks of training on digital cervicography to medical students  
  • Asgary et al [30,31]: additional one-on-one training to community health nurses in cases where the digital image quality was low  
  • Ndlovu et al [43]: high training requirements on the touchscreen features  
  • Caster et al [34]: Users had limited previous experience with technology (but needed very little support for using the tablet device).                                                                 |
| Technology-specific challenges   | [30,32,36,42-44,46,50,54,55] | • Procurement of appropriate technology  
  • Challenges with the availability of technology options in the study area in preparation for and during the study [30,32]  
  • Considerations related to finding mobile phone cameras with high image quality and zoom capabilities [30,43,46,54,55]  
  • The use of high-pixel smartphone cameras were associated with better reported quality of images [50]; however, Tran et al [54] suggested that the quality was inferior to colposcopy images.  
  • Parham et al [44]: need to send cameras out of the country for repairs was a challenge  
  • Software and hardware issues: software “bugs,” crashing of apps, device malfunctions, and an insufficient battery life [36,42-44]  
  • Gallay et al [36]: loss of patient data due to the unexpected crash of their data collection app  
  • Data security issues  
  • Littman-Quinn et al [42]: security breach (attack by an anonymous hacker) lead researchers to increase data security to the level of compliance described in the Health Insurance Portability and Accountability Act  
  • Software updates  
  • Bhatt et al [32]: challenges in updating a SIM-based app requiring project staff to collect all SIM cards to update the app  
  • Littman-Quinn et al [42]: challenges with communication when the technical team was based in a different country and did not speak the same language as the end users, reflecting the need for local technology development capacity for the sustainability of digital health strategies |
| Infrastructure challenges        | [31,32,42,43,45,46]  | • Issues with network coverage and electrical outages as limitations to widespread implementation  
  • Bhatt et al [32]: challenges faced by nurses from hillier communities in sending patient data and receiving acknowledgment of report submission  
  • Yeates et al [56]: health care workers given solar-powered chargers and light sources for anticipated power outages and to allow use of digital cervicography in off-site settings |
| Challenges with technology reach | [39,47-49]   | • Rashid et al [47-49]: letters were more likely to be successfully and reliably delivered to patients than phone text messages or calls because of connectivity and coverage issues (incorrect phone numbers and nonresponse)  
  • Rashid et al [47-49] and Huchko et al [39]: direct communication through phone call encouraged more women to seek screening (both studies had a high risk of bias, limiting our confidence in their findings) |
| Inequitable access to technology  | [38,39,52] | • Exclusion of women without mobile phones from digital health intervention components in some studies |

Additional Analysis: Quality of Digital Health Reporting

The quality of reporting scores according to the mERA checklist is summarized in Multimedia Appendix 5 [30-59]. The mERA scores ranged from 1 to 10, out of a maximum possible score of 16. The mERA checklist items frequently described in the studies included the technology platform and details of intervention delivery. Poorly described items were related to digital health infrastructure necessary for implementation, interoperability with other existing digital health systems, usability testing during development, and intervention.
replicability, with 6 or fewer included studies describing these characteristics.

**Discussion**

**Summary of Evidence**

Our review findings show that the majority of the studies in LMICs used digital health strategies to facilitate the screening and treatment of precancerous lesions (ie, secondary prevention) as compared with the treatment of invasive cancer or palliative care. Even though our search attempted to include any relevant studies since 1992, the date of the earliest included study was 2010. Within the realm of secondary prevention, strategies focused on improving women’s knowledge and awareness about cervical cancer, increasing access to cervical cancer services, improving the training of health workers and availability of data, and ensuring the continuity of care. Key challenges in implementing digital health strategies for cervical cancer control were related to the high burden of training, technology-specific issues, infrastructure challenges, challenges with technology reach, and inequitable access to technology among target users. We were unable to determine the quantitative effect of digital health strategies on cervical cancer control because of the small numbers and inadequate quality of studies for meta-analysis. Only one randomized controlled study identified in this review with a low risk of bias found that SMS behavior change communication messaging in conjunction with a transportation e-voucher leads to an increased uptake of cervical cancer screening. Most of the studies included in the review had a high risk of bias and were rated poorly in terms of the quality of reporting of the digital health strategy.

**Implications for Research and Practice**

This review identified several gaps in the literature. These gaps are summarized below, along with their implications for research and practice:

1. Improve the evidence base for the effectiveness of digital health strategies for cervical cancer control: there is insufficient evidence related to the effectiveness of digital health strategies for cervical cancer screening and treatment. The included studies implemented digital health strategies mostly for secondary prevention, and there are opportunities to investigate the use of digital health for cervical cancer treatment and palliative care. Other bottlenecks in the cervical cancer control cascade that may benefit from using digital health include improving access to health facilities (eg, through the use of digital telemedicine), reducing financial barriers (eg, provision of phone vouchers), and supporting disease management among women diagnosed with invasive cancer (eg, using digital knowledge interventions).

2. Use more rigorous study designs: among the 27 included studies, only 4 studies used an RCT design [38,40,47-49,59] and only one of these studies had a low risk of bias [38]. The high or moderate risk of bias among the remaining studies limited our confidence in their findings. Future studies should consider using rigorous study designs that minimize the risk of bias.

3. Improve the reporting of digital health strategies in the literature: in our review, only 5 studies [35-37,39,54,57,59] met the mERA checklist item on replicability, indicating that many of the digital health strategies identified in this review would be difficult to replicate and re-evaluate based on published information. The use of reporting checklists ensures that all relevant information is presented to readers to assist with study reproducibility.

4. Expand research on LMIC settings in Asia and South America: a majority (70%) of the included studies took place in sub-Saharan Africa, indicating an opportunity to expand research to other LMIC settings with a high burden of cervical cancer.

**Limitations**

Our synthesis of the literature is limited by the availability of peer-reviewed reports of digital health strategies for cervical cancer control. We tried to mitigate this limitation by using a systematic search strategy and searching 5 large databases and Google to identify relevant studies. We did not search any trial databases for ongoing studies or to examine other gray literature sources. Hence, we may have missed ongoing implementations and emerging data on using digital health for cervical cancer control.

**Conclusions**

There is insufficient evidence to determine the effectiveness of digital health strategies for cervical cancer control in LMICs. The only RCT study identified in this review with a low risk of bias found that SMS behavior change communication messaging in conjunction with a transportation e-voucher led to an increased uptake of cervical cancer screening. Future efforts are needed to investigate the use of digital health strategies across the cervical cancer control continuum and in LMIC settings outside of sub-Saharan Africa.
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Abstract

Background: As social media are increasingly used worldwide, more and more scientists are relying on them for their health-related projects. However, social media features, methodologies, and ethical issues are unclear so far because, to our knowledge, there has been no overview of this relatively young field of research.

Objective: This scoping review aimed to provide an evidence map of the different uses of social media for health research purposes, their fields of application, and their analysis methods.

Methods: We followed the scoping review methodologies developed by Arksey and O’Malley and the Joanna Briggs Institute. After developing search strategies based on keywords (eg, social media, health research), comprehensive searches were conducted in the PubMed/MEDLINE and Web of Science databases. We limited the search strategies to documents written in English and published between January 1, 2005, and April 9, 2020. After removing duplicates, articles were screened at the title and abstract level and at the full text level by two independent reviewers. One reviewer extracted data, which were descriptively analyzed to map the available evidence.

Results: After screening 1237 titles and abstracts and 407 full texts, 268 unique papers were included, dating from 2009 to 2020 with an average annual growth rate of 32.71% for the 2009-2019 period. Studies mainly came from the Americas (173/268, 64.6%, including 151 from the United States). Articles used machine learning or data mining techniques (60/268) to analyze the data, discussed opportunities and limitations of the use of social media for research (59/268), assessed the feasibility of recruitment strategies (45/268), or discussed ethical issues (16/268). Communicable (eg, influenza, 40/268) and then chronic (eg, cancer, 24/268) diseases were the two main areas of interest.

Conclusions: Since their early days, social media have been recognized as resources with high potential for health research purposes, yet the field is still suffering from strong heterogeneity in the methodologies used, which prevents the research from being compared and generalized. For the field to be fully recognized as a valid, complementary approach to more traditional health research study designs, there is now a need for more guidance by types of applications of social media for health research, both from a methodological and an ethical perspective.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2020-040671

(J Med Internet Res 2021;23(5):e25736) doi:10.2196/25736
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Introduction

Social Media Background
Social media (SM) refer to new forms of media that involve interactions between users [1] in personal (eg, Facebook) or more professional (eg, LinkedIn) ways. In 2010 in the United States, 80% of adults used the internet to search for health-related information, and 11% of SM users posted comments, queries, or information about health or medical content [2]. Every user activity on the internet generates a unique digital footprint that can be collected for health research [3]. However, SM are not only used in a personal way. Indeed, academics are also increasingly using SM to share their work and disseminate their findings [4].

Opportunities for Health Research
Since the creation of SM in 2004-2005 and with 3.81 billion active social media users in April 2020 [5], concepts like infodemiology and infoveillance have emerged. The term “infodemiology” refers to the science of using the internet to improve public health, while “infoveillance” refers to the science of syndromic surveillance using the internet [6]. These opportunities have been seized through the years in order to create new methodologies for health research to cope with the issues raised by traditional methods (eg, difficulty of recruitment [7]).

Scoping Review Contextualization
Previous scoping and systematic reviews have already been published about the different uses of SM for health research. However, they were either focusing on a specific type of SM (eg, blogs [8]), on a specific field of health research (eg, child maltreatment [9]), or on a specific methodology (eg, recruitment of study participants [10,11]). Other reviews discussed the overall use of SM for health research [12,13] but did not provide any insights on the analysis techniques or the ethical issues. Besides, the COVID-19 pandemic has sped things up and pushed research to be done online, leveraging existing data for disease surveillance purposes, which makes the present work particularly timely and needed for better structuration of the field [14]. The research field on social media and health is relatively young and therefore lacks structures and guidelines. In the light of the above, it seemed important to map the different uses of social media for health research. Our work will directly contribute to the general effort of acknowledging the potential of this research field and will help to identify the main limitations to tackle in the future.

Review Questions
The overall research questions were as follows: (1) How have SM modified or complemented traditional health research? (2) What are the different fields of application of this approach? (3) What are the different methodologies for SM data analysis?

Methods

Overview
This scoping review followed the methodological framework introduced by Arskey and O’Malley in 2005 [15] and the methodology manual published by the Joanna Briggs Institute for scoping reviews [16]. It is reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-analyses Extension for Scoping Review (PRISMA-ScR) guidelines [17]. The methods have been previously detailed in a research protocol [18].

Search Strategy
An initial literature search was first manually conducted on PubMed/MEDLINE to identify the health research fields in which SM are mostly used and developed. We searched for the term “social media” in the Medical Subject Headings (MeSH) Terms (words or phrases selected to represent particular biomedical concepts) as it gathers all papers discussing the use of at least one example of social media. For instance, this MeSH Term also includes articles that mention Facebook or Twitter without referring directly to “social media.” We considered the term “health research” as all kinds of research performed to learn more about human health, prevent or treat disease, test ideas, improve treatments, and answer questions. Then, the literature search was performed through PubMed/MEDLINE and Web of Science. The search strategy, highlighted inTextbox 1, included two sets of search terms: (1) one linked with SM (eg, social media) and (2) one linked with research (eg, health research, biomedical research). In order to capture the evolution of SM uses for health research over the years, databases were searched between January 1, 2005, and April 9, 2020. The term “social network” was also searched, as it is often misused as a synonym of SM. An additional list of 5 relevant articles [19-23] was manually searched to identify any other potentially relevant articles not yet captured. These articles were chosen in order to retrieve more articles about infodemiology, ethical issues, or the use of SM data. A snowball searching technique was adopted with these 5 articles in which citations within articles were searched and kept if relevant to the review.
Eligibility Criteria

This review was guided by the “Population, Concept, Context” framework suggested by the Joanna Briggs Institute [24]. We did not have any restriction about the population; we took any relevant publications regardless of the age, the origin, or the gender of the studied populations. The concept was the use of social media and the context was health research. The eligibility criteria were any journal article that described the use of social media platforms or social media data for health or medical research purposes. We excluded articles that were not directly related to research from our review, such as those on the use of social media among patients, patient associations or communities, organizations, or health care professionals for their day-to-day practice. Grey literature and studies about nonhuman subjects were excluded as well. Documents related to the mining of social media data to detect prescription drug misuse and abuse as well as those related to the use of machine learning methodologies to analyze data were eligible for inclusion. We included full texts that reported on at least one of the following outcomes: (1) SM data analysis, (2) recruitment through SM, (3) methodology for SM research, and (4) ethical issues of using SM for health research. Only English-language articles were retained. The inclusion and exclusion criteria and the search strings are summarized inTextbox 1.

Study Selection Process

A 2-step screening was performed after duplicate removal. First, titles and abstracts were screened in order to define the eligibility of each article. Publications with title or abstract not meeting the eligibility criteria were excluded. Then, the full texts having passed the first step were screened, and only articles meeting the eligibility criteria were kept. All screening levels were conducted with CADIMA [25], a free web tool to facilitate the conduct and documentation of literature reviews [26]. Two reviewers screened articles (GF, CB) independently, and consistency checks were performed thanks to CADIMA.

Data Extraction

Data were abstracted on (1) the country of origin, (2) the aims of the study (eg, to map ethical issues when using SM for health research), (3) the type of study (eg, recruitment feasibility assessment), (4) the research field (eg, mental health research), (5) the studied population (eg, adolescents), (6) the type of SM (eg, Facebook), (7) the methodology (eg, paid advertisement), (8) the outcomes of the study (eg, efficiency of recruitment via SM), and (9) the key findings for our scoping review (eg, possibility to recruit on SM). Data were extracted and cleaned by a first reviewer (CB), then verified and approved by a second reviewer (GF).

Methodological Quality Appraisal

Because this is a scoping review, we did not appraise methodological quality or risk of bias of the included articles.

Analysis and Presentation of Results

We conducted a descriptive analysis of the characteristics of the included literature. We described the included articles according to the journal of publication, publication date, country of origin (location of the corresponding author), Altmetric score (automatically calculated weighted count of all of the attention a research output has received) [27], type of SM, type of population, and type of disease studied. We decided to focus on Altmetric score rather than citation counts; as the SM
research field is still relatively young, traditional citation counts provide a quite conservative approach of a paper’s “influence” that is influenced by the size of the research community working on the topic. Thus, Altmetric might be less influenced by the relatively “young” aspect of this research field by giving weight to other dimensions (record of dissemination, influence, impact). All these measures are more nuanced than citation counts alone are able to be [28,29]. However, Altmetric scores also have some limitations, as they do not take comparability across journals and platforms into account, and this system can be gamed [30,31].

We categorized the diseases in 7 categories: (1) chronic diseases (eg, diabetes), (2) communicable diseases (eg, influenza), (3) alcohol/smoking (eg, vaping), (4) mental health (eg, depression), (5) lifestyle (eg, nutrition outcomes), (6) drug/medication (eg, drug use disorder), and (7) other (eg, child maltreatment). Descriptive statistics and corresponding plots were computed (n, means, frequencies) with R (version 3.6.3; R Foundation for Statistical Computing).

Results

Search Results
The initial search conducted in April 2020 revealed 1343 results. An additional 96 articles were retrieved through a snowballing technique based on 5 relevant articles [16-20]. This resulted in a total of 1439 articles, and duplicates (n=202) were removed. Then, 1237 titles and abstracts were screened, which led to the exclusion of 830 articles. Overall, 407 studies were included to screen as full - text papers, of which 139 were excluded. The main reasons for exclusion were that the study (1) did not contain relevant characteristics of SM for health research (n=28), (2) did not relate to SM (n=45), or (3) was not about health research (n=33). 268 studies were included in the analyses. Figure 1 shows the flow diagram of the article selection. Lastly, Multimedia Appendix 1 displays the characteristics of the 268 included studies (author or authors, year of publication, country, title, aim of the study, type of social media, studied population and disease).

Distribution of Studies
In all, we included 268 unique records from 155 different journals. Table 1 displays the 10 most common journals in which the included studies were published: 55 (20.5%) articles were published in the Journal of Medical Internet Research or sister journals JMIR Research Protocols and JMIR Public Health and Surveillance. PLoS ONE is the second most common journal with 10 (3.7%) articles.
A total of 1025 authors took part in the writing of the included studies. Figure S1 in Multimedia Appendix 2 provides the coauthorship network of all these authors. The largest set of connected authors included 57 authors and shown in Figure S2 in Multimedia Appendix 2).

Even though our research date range was from 2005 to 2020, none of the 268 included articles are dated before 2009. In Table 2, it can be seen that the number of publications is growing through the years, corresponding to an average annual growth rate of 32.7% for the 2009-2019 period. This suggests that the field of health research supplemented by SM has gained interest for the last 11 years. Earlier studies concentrated more on the use of SM for health research in general and the opportunities for the study of communicable diseases. The most recent studies more frequently included recruitment strategies and methodologies. Table 3 displays the distribution of articles by the continent of publication. Most articles were from the Americas (173/268, 64.6%, including 151/173, 87.3% from the United States), 18.7% were from Europe (50/268), 11.6% were from Oceania (31/268), 4.9% were from Asia (13/268), and 0.4% were from Africa (1/268).

### Table 1. Top 10 most common journals publishing work using social media for health research purposes.

<table>
<thead>
<tr>
<th>Name of the journal</th>
<th>Articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of Medical Internet Research</td>
<td>39 (14.6)</td>
</tr>
<tr>
<td>PLoS ONE</td>
<td>10 (3.7)</td>
</tr>
<tr>
<td>JMIR Research Protocols</td>
<td>9 (3.4)</td>
</tr>
<tr>
<td>JMIR Public Health and Surveillance</td>
<td>7 (2.6)</td>
</tr>
<tr>
<td>American Journal of Public Health</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>The American Journal of Bioethics</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>BMC Medical Informatics and Decision Making</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>International Journal of Environmental Research and Public Health</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>PLoS Computational Biology</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Digital Health</td>
<td>3 (1.1)</td>
</tr>
</tbody>
</table>

### Table 2. Distribution of publications by year of publication.

<table>
<thead>
<tr>
<th>Year</th>
<th>Publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>2</td>
</tr>
<tr>
<td>2010</td>
<td>3</td>
</tr>
<tr>
<td>2011</td>
<td>7</td>
</tr>
<tr>
<td>2012</td>
<td>5</td>
</tr>
<tr>
<td>2013</td>
<td>20</td>
</tr>
<tr>
<td>2014</td>
<td>26</td>
</tr>
<tr>
<td>2015</td>
<td>34</td>
</tr>
<tr>
<td>2016</td>
<td>37</td>
</tr>
<tr>
<td>2017</td>
<td>42</td>
</tr>
<tr>
<td>2018</td>
<td>36</td>
</tr>
<tr>
<td>2019</td>
<td>45</td>
</tr>
<tr>
<td>2020 (Jan 1–Apr 9)</td>
<td>11</td>
</tr>
</tbody>
</table>

### Table 3. Distribution of publications by geographic location (as assessed by the location of the corresponding author).

<table>
<thead>
<tr>
<th>Geographic location</th>
<th>Publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>1</td>
</tr>
<tr>
<td>The Americas</td>
<td>173</td>
</tr>
<tr>
<td>Asia</td>
<td>13</td>
</tr>
<tr>
<td>Europe</td>
<td>50</td>
</tr>
<tr>
<td>Oceania</td>
<td>31</td>
</tr>
</tbody>
</table>
Social Media
Among all the retrieved articles, 57.8% (155/268) used or described at least one specific type of SM. From these articles, as can be seen in Table 4, 42.6% (66/155) were based on Twitter, 34.2% (53/155) on Facebook, and 11.0% (17/155) on several SM (eg, combining Facebook, Instagram, and Snapchat [32]). The remaining 12.3% (19/155) were distributed between Instagram, Reddit, forums, blogs, Weibo, and YouTube.

Table 4. Distribution of publications by social media (N=155).

<table>
<thead>
<tr>
<th>Type of social media</th>
<th>Publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blogs</td>
<td>2</td>
</tr>
<tr>
<td>Facebook</td>
<td>53</td>
</tr>
<tr>
<td>Forums</td>
<td>3</td>
</tr>
<tr>
<td>Instagram</td>
<td>5</td>
</tr>
<tr>
<td>Reddit</td>
<td>5</td>
</tr>
<tr>
<td>Several types</td>
<td>17</td>
</tr>
<tr>
<td>Twitter</td>
<td>66</td>
</tr>
<tr>
<td>Weibo</td>
<td>2</td>
</tr>
<tr>
<td>YouTube</td>
<td>2</td>
</tr>
</tbody>
</table>

Focused Populations
A total of 80.2% (215/268) of included articles did not focus on any specific population. In articles that studied a specific subpopulation (n=53), youth was the most common one (34/53, 64%), followed by women (7/53, 13%), families (5/53, 9%), men (1/53, 2%), and other (6/53, 11%), as shown in Table 5. The “Other” category gathered adults (2/6), Chinese migrants (1/6), elderly people (1/6), emergency nurses (1/6), and researchers (1/6).

Table 5. Distribution of publications per studied population (N=53).

<table>
<thead>
<tr>
<th>Studied population</th>
<th>Publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youth</td>
<td>34</td>
</tr>
<tr>
<td>Women</td>
<td>7</td>
</tr>
<tr>
<td>Families</td>
<td>5</td>
</tr>
<tr>
<td>Men</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
</tr>
</tbody>
</table>

Domain of Health Research
In addition, 45.1% (121/268) of publications dealt with a specific disease or condition (the remaining articles usually dealt with the use of SM for health research in general or with methodology). Indeed, as shown in Table 6, 33.1% (40/121) of articles studied communicable diseases, 19.8% (24/121) studied chronic diseases, 15.7% (19/121) studied lifestyle (eg, nutrition outcomes), 13.2% (16/121) studied other conditions (eg, drug use disorder), 9.9% (12/121) studied alcohol/smoking (eg, vaping), and 8.3% (10/121) studied mental health (eg, depression).

Table 6. Distribution of publications by studied disease type (N=121).

<table>
<thead>
<tr>
<th>Studied disease type</th>
<th>Publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol/smoking</td>
<td>12</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>24</td>
</tr>
<tr>
<td>Communicable diseases</td>
<td>40</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>19</td>
</tr>
<tr>
<td>Mental health</td>
<td>10</td>
</tr>
<tr>
<td>Other</td>
<td>16</td>
</tr>
</tbody>
</table>

Communicable Diseases
Among articles that discussed communicable diseases, influenza was the primary studied disease (18/40, 45%), followed by HIV (8/40, 20%) and human papillomavirus (3/40, 8%).

Chronic Diseases
Among articles that discussed chronic diseases, a quarter studied cancer (6/24, 25%), followed by diabetes (5/24, 21%),...
cardiovascular diseases (eg, congenital heart disease, 3/24, 12%), and obesity (2/24, 8%).

**Dissemination**

As highlighted in Figure 2, some papers stood out and could be considered important in the recent field of health research on social media.

**Figure 2.** Distribution of Altmetric scores by health research area. Corresponding publications to the indicated Altmetric scores: Alcohol/Smoking: 26 [33]; Chronic diseases: 94 [34], 263 [35], 1090 [36]; Communicable diseases: 268 [37]; Mental health: 47 [38]; Lifestyle: 365 [39]; Other: 59 [40], 145 [41]. General corresponds to the Altmetric scores of all studies.

**Type of Studies**

Among all included studies, 22.4% (60/268) described the use of machine learning and data mining techniques, 22.0% (59/268) discussed the opportunities and limitations of the use of SM for research, 16.8% (45/268) assessed the feasibility of recruitment strategies on SM, 6.0% (16/268) discussed the ethical issues when using SM for health research, 5.2% (14/268) gave methodologies for health research, and 4.9% (13/268) illustrated the use of SM for dissemination. Guidelines for recruitment (9/268, 3.4%), interventions of prevention (6/268, 2.2%), crowdfunding (4/268, 1.5%), sentiment analysis (4/268, 1.5%), data anonymization (2/268, 0.7%), and crowdsourcing (2/268, 0.7%) were also considered.

**Machine Learning and Other Techniques**

Machine learning techniques included text mining (17/60, 28%), natural language processing (15/60, 25%), data mining (12/60, ...
20%), classification (10/60, 17%), topic modelling (4/60, 7%), deep learning (1/60, 2%), and social network analysis (1/60, 2%). In particular, support vector machine (17/60, 28%), logistic regression (11/60, 18%), latent Dirichlet allocation (5/60, 8%), convolutional neural network (5/60, 8%), random forests (4/60, 7%), decision trees (4/60, 7%) and n-grams (64/60, 7%) are the most used models. Stacked linear regression, Bayesian network algorithm, nonnegative matrix factorization, stochastic gradient, learning vector quantization, and recurrent neural networks represent 2% (1/60) each. Lastly, these techniques were mostly used for data coming from Twitter (38/60, 63%) and Reddit (3/60, 5%).

Recruitment Strategies
Studies assessing recruitment strategies’ feasibility applied paid advertisement (36/45, 80%), free advertisement (eg, posting in relevant Facebook groups [42]) (6/45, 13%), and the combination of both advertisements (3/45, 7%). Paid recruitment strategies included designing the ad, targeting the right audience with Facebook Ads Manager and measuring the impacts with Facebook Analytics [43]. Moreover, 64% (29/45) of studies considered SM recruitment to be effective (time-efficient and efficient to recruit populations). Paid advertisement was evaluated as cost-effective in 83% (30/36) of studies and too costly in 6% (2/36). We found out that 80% (36/45) of recruitment was carried out on Facebook, 9% (4/45) on both Facebook and Twitter, and 9% (4/45) on more than two types of SM (eg, Facebook, Twitter, Craigslist, Tumblr, LinkedIn [44]). Lastly, a third of recruitment strategies included providing incentives to participants (eg, gift cards).

Ethical Issues
Ethical issues were usually mentioned but not investigated in detail. When the article focused on ethical issues (n=16), the main ethical issues raised were getting consent of online users (15/16, 94%), protecting the privacy of users (14/16, 88%), preserving confidentiality (9/16, 56%), potential harms to participants (9/16, 56%), preserving of anonymity (8/16, 50%), securing data (7/16, 44%), transparency of the research (7/16, 44%), application of guidelines (7/16, 44%), representativeness and self-selection bias (5/16, 31%), and the risk of double accounts (2/16, 12%).

Discussion
Principal Findings
The overarching aim of this review was to scope the literature for evidence on the use of SM for health research. We were able to include 268 studies. Most of the included articles in this scoping review are dated from 2013 onwards, which is consistent with the worldwide growth of SM use over the last decade [45]. We identified three main SM used for health research: Twitter, Facebook, and Instagram, the most popular platforms in 2020 [46]. The most studied populations are young adults and adolescents. This could be related to the elevated proportion of young people active on SM. In 2018 in the United States, 51% of teens were on Facebook, 69% on Snapchat, 72% on Instagram, and 85% on YouTube; thus, SM seems to have great potential to focus on the young generations [47]. The majority of the included works focused on both communicable and chronic diseases. The field of SM research is still very young, and this can be seen in the impact that publications have (via the Altmetric score), with the exception of 9 articles. However, it is set to evolve rapidly, and it will be necessary to follow the evolution of the Altmetric scores of the field in the coming years to identify the new major articles.

The fields of application of SM in health research are broad and constantly evolving: as earlier studies concentrate on the study of communicable diseases, most recent studies include recruitment strategies and data collection for infoveillance. First, SM can be used to complement traditional methods. Traditional procedures can meet several limitations. When recruiting a specific population, traditional methods (eg, fliers, advertising) can be expensive or limited in reach [7,48-50]. Complementing them with SM advertisements can cope with these limitations. Second, SM alone show high potential. Studies have concluded that SM paid advertisements can be an efficient and cost-effective tool to recruit [11,31-56]. SM appear not only to facilitate and complement traditional recruitment strategies to reach specific populations but to be efficient as well when used alone [52,57-59], especially to reduce time constraints or to target a large population [60]. Particularly, Facebook can be used to recruit participants of all ages and allows researchers to obtain participant samples similarly representative to those recruited via traditional recruitment methods [11]. Facebook, together with Facebook Ads Manager and Facebook Analytics, are particularly useful to develop and adjust such strategies. Traditional disease surveillance, population surveillance, and epidemiology methodologies can be improved by SM [21,50,61]. Pharmacovigilance and the detection of adverse drug reactions on SM proved to be efficient and to reduce time between the online report of an incident and its discovery [62-64]. As the number of SM users is increasing, generated data, or “big data,” is expanding. Such data can be collected and studied to improve disease and public health surveillance [65-67] to forecast diseases [68] or to improve research in a medical field [69,70]. Along with big data growth, machine learning and data mining techniques such as text mining and natural language processing are constantly evolving and are thus increasingly used in the field of public health research based on SM [71-73]. These techniques can be particularly interesting to analyze social media data and, for instance, to develop sentiment or topic analysis among a specific population [19,74] or to predict epidemics [75]. Twitter is mainly used for such work because Twitter developed a streaming application programming interface. This is a free application that allows easy access to 1% of all Twitter data in real time, filtered by specific criteria (eg, keywords) [76,77]. Lastly, SM can be directly used by health researchers to support prevention interventions to raise awareness and engage populations [78] and to crowdfunding their research on SM. Indeed, crowdfunding can be eased by establishing professional contacts through SM and sharing campaigns [79].

The digitization of public health and clinical research is likely to grow in the years to come. The COVID-19 pandemic has already played a major role in this dynamic. Indeed, social media were not only efficient to spread information and to share
diagnostic, treatment, and even follow-up protocols [80-82] but also to develop infoveillance studies to help characterize disease distribution and behaviors critical to the early stages of an outbreak [83,84] and to recruit participants in order to collect large-scale data within a short time period [85].

Still, the use of SM features and SM data for health research induces several ethical issues and limitations. Online data, such as those from Twitter, are often considered to be public, and user consent is not provided for collecting it. Moreover, ensuring privacy protection of a data set when anyone has access to vast amounts of public information is difficult because data could be reidentified [86,87]. Safety features should be used to protect users’ personal and sensitive information [20] and to protect users from dangerous or fake content posted by detractors, chatbots, or social media trolls (people who purposely provoke other SM users) [88]. These kinds of behaviors can also be oriented to researchers themselves and demotivate them. Moreover, data can represent only certain users’ characteristics due to researchers’ self-selection or to coverage issues of underserved populations or minority groups who are disproportionately absent online (eg, older adults). This can bias the representativeness of the sample and consequently bias the findings and prevent from any generalizability [89,90]. However, it is possible to multiply platforms (cross-platforms) or to combine with other recruitment methods to minimize such bias [91]. When recruiting and providing incentives, users might be tempted to participate multiple times. Researchers should ensure that the study allows only one response from a given IP address [92,93]. A few guidelines and frameworks have already been created to guide health researchers in using social media and prevent such issues [94-98].

Strengths and Limitations of This Scoping Review
The present work used a rigorous scoping review methodology from the manual by the Joanna Briggs Institute [16] throughout the entire process. It was guided by a previously published protocol [18]. To ensure a broad search of the literature, the search strategy included two electronic bibliographic databases and the snowball technique. There are some limitations to our scoping review process. We may not have identified all relevant articles in the published literature despite attempts to be as comprehensive as possible. We limited our review to documents written in English, which may have led to missed relevant studies. Data were abstracted by one reviewer and verified by a second reviewer because of the important number of included publications.

Conclusion and Recommendations
Our findings suggest that SM hold high potential to improve and complement existing health research studies. Indeed, some SM features can complement traditional research strategies, and the growing amounts of SM data hold great opportunities in the evolution of infoveillance and infodemiology. For researchers, SM can be an effective tool at almost every step of a study, from the development, ideation, recruitment, and crowdsourcing to the dissemination of findings. Researchers should determine which type of SM best fits their objectives, as Facebook might be better for recruitment and Twitter for data collection, in order to gain time and efficiency. Last but not least, we have observed strong heterogeneity in the approaches used. We therefore recommend taking the existing guidelines into account and carefully thinking about the different ethical issues highlighted in this work before using SM for research.
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Abstract

Background: Theory-guided approaches to implementation science have informed translation efforts and the acceptance of eHealth (digital health) interventions in clinical care. However, there is scarce evidence on which theories are best suited to addressing the inherent complexity of eHealth implementation.

Objective: The objectives of this systematic review are to identify theories that inform and explain eHealth implementation and to classify these theories using the typology by Sovacool and Hess for theories of sociotechnical change.

Methods: An electronic search was conducted in the PsycINFO, MEDLINE, Embase, CINAHL, Scopus, Sociological Source Ultimate, Web of Science, ABI/INFORM, EBSCO, and ProQuest databases in June 2019. Studies were included if they were published between 2009 and June 2019; were written in English; reported on empirical research, regardless of study or publication type; reported on one or more theories in the context of eHealth implementation; and were published in a peer-reviewed journal. A total of 2 reviewers independently assessed the titles, abstracts, and full texts. Theories identified were classified using a typology for theories of sociotechnical change, which was considered a useful tool for ordering and analyzing the diverse theoretical approaches as a basis for future theory building.

Results: Of the 13,101 potentially relevant titles, 119 studies were included. The review identified 36 theories used to explain implementation approaches in eHealth. The most commonly used approaches were the Technology Acceptance Model (TAM) (n=33) and the Unified Theory of Acceptance and Use of Technology (UTAUT) (n=32). These theories were primarily concerned with individual and interpersonal elements of eHealth acceptance. Less common were theories that reflect the various disorderly social processes and structural dimensions of implementation, such as the normalization process theory (n=17) and the structuration theory (n=6).

Conclusions: Theories currently informing the implementation of eHealth interventions predominantly focus on predicting or explaining end-user acceptance. Theoretical perspectives that capture the dense and intricate relationships and structures required to enact sustainable change are less well represented in the eHealth literature. Given the growing acknowledgment of the inherent complexity of eHealth implementation, future research should develop and test models that recognize and reflect the multidimensional, dynamic, and relational nature of this process.

(J Med Internet Res 2021;23(5):e18500) doi:10.2196/18500
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systematic review; eHealth; digital health; mHealth; mobile phone; technology; implementation; adoption; translation; theory
Introduction

In recent years, technological innovation in health care has developed exponentially, and eHealth is now widely viewed as a significant potential contributor to improved quality of care [1,2]. However, despite much policy-level and scholarly discussions of triggering a revolution in health service delivery, problems of implementation and uptake of eHealth among both patients and service providers persist [1,3,4].

Poor uptake of eHealth (a term with contested definitions [5] but, broadly speaking, “health services and information delivered or enhanced through the internet and related technologies” [6]) is often explained in terms of barriers and facilitators [1]. In a recent study, Schrieweis et al [7] identified 77 barriers and 292 facilitators in implementing eHealth services. Similarly, a systematic review by Granja et al [8] identified 27 factors that determine the success or failure of eHealth interventions. Although studies about barriers and facilitators are important, they tend to fall short of capturing the complexity of the implementation process and the multiple interrelated factors that determine the translation and uptake of eHealth [1,9].

Evidence suggests that theory-informed approaches to implementation science can enhance the translation and acceptance of eHealth into clinical care [1,10-18]. Theories offer explanatory frameworks and formal heuristic devices that have the potential to move beyond the basic listing of individual facilitators and barriers to implementation, to capture the dynamic interaction between them [1]. As Damschroder [19] notes, theory “enables knowledge to emerge out of seeming chaos,” facilitating exploration of complex relationships and interdependencies between variables that unfold in diverse and changing contexts [20]. This is of paramount importance in eHealth settings [1,18], which are characterized by a complicated interplay between patients, clinicians, the health care system, and the eHealth technology.

Many theories and models have been articulated to inform and explain eHealth implementation [15]. Despite this abundance, findings from several reviews show that only a small number of select theories have been used repeatedly across multiple publications and by several authors [21-24]. For example, a recent review by Harst et al [23] of 24 studies of end-user acceptance of telemedicine found that 2 theories accounted for 20 instances of theory use: the technology acceptance model (TAM) and the unified theory of acceptance and use of technology (UTAUT). Similarly, a review on the use of theory in eHealth weight management interventions by Willmott [24] identified 18 studies referencing a theory, of which 16 mentioned either the social cognitive theory or the transtheoretical model.

Theories most commonly used in the literature tend to emphasize individual factors, such as motivation, attitudes, and behavior, rather than the broader social and environmental factors impacting implementation [21,22,25]. This is despite evidence highlighting the multilevel nature of technology implementation in health care and the importance of targeting variables at different levels [1,26]. As Glanz and Bishop [22] noted, social and environmental factors may constrain individuals’ behavior even when they are highly motivated. Therefore, the authors recommend complementing individually oriented theories with theories of social, policy, or organizational change [22].

One hindrance to this is that the current eHealth implementation literature is fragmented across multiple specialty areas and disciplines, making it difficult to locate the range of theories available [27]. To improve the selection and application of theory, it is necessary to identify an array of theories, across diverse disciplines, that have the potential to inform eHealth implementation. A further issue is that many theories contain overlapping constructs but use different terms to describe them [26]. Synthesizing theories according to their similarities would facilitate their selection and application at different levels [27].

To address these issues, we conducted a systematic review and classification of eHealth implementation theories. The review aims to address the following question: “What theories exist across disciplines that have been used to inform or explain eHealth implementation?” Theories identified by our review were classified using the typology by Sovacool and Hess [28] for theories of sociotechnical change. This typology provides an accessible and useful framework for organizing and selecting diverse theoretical options that target variables at different levels. Its use also allows the identification of areas where further theoretical development is required.

Methods

Overview

This systematic review was conducted by members of the review team in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [29]. A PRISMA checklist is available in Multimedia Appendix 1 [29]. The authors adopted a flexible approach by continuing to apply the core principles of systematic review methodology but tailoring the PRISMA guidelines to the needs of this review [30]. As such, formal quality assessment was not conducted for this review, as the perceived validity or trustworthiness of the included studies did not address the overall research question, which sought to identify the existence of theories across a broad and varied body of literature.

Search Strategy

Electronic searches of PsycINFO, MEDLINE, Embase, CINAHL, Scopus, Sociological Source Ultimate, Web of Science, ABI/INFORM, EBSCO, and ProQuest Databases were conducted by the review team in June 2019 to identify studies that applied one or more theoretical frameworks to inform eHealth implementation. For this review, implementation was defined as “the scientific study of methods to promote the systematic uptake of research findings and other EBPs (evidence-based practices) into routine practice, and, hence, to improve the quality and effectiveness of health services.” [31]. These databases were chosen because they were deemed to be likely to catalog studies and disciplines relevant to the eHealth context and the specific research question. The search was limited to studies published in the last 10 years (from 2009 to June 2019) and yielded 21,704 abstracts for initial consideration. A full list of key search terms used can be found in Multimedia Appendix 1 [29].
Appendix 2. All records were converted into an EndNote library and reduced to 13,101 following deduplication. Papers were then title-checked for relevance to the topic and research questions and aims before further screening by 2 independent reviewers (MH and HW) in accordance with the detailed inclusion and exclusion criteria outlined below.

Eligibility Criteria
Individual studies were included in the review if they were (1) published in the last 10 years (from 2009 to June 2019), (2) published in English, (3) outputs of empirical research or theoretical papers reporting on one or more theories in the context of eHealth implementation (this included all study types and populations), or (4) published in a peer-reviewed journal. Studies were excluded if they were (1) published before 2009, (2) not written in English, (3) studies that did not report on one or more theories applied in the context of eHealth implementation, (4) gray literature not published in a peer-reviewed journal, (5) dissertations, theses, conference proceedings, or abstracts, or (6) any form of literature review. The full eligibility criteria for this review are provided in Textbox 1.

Textbox 1. Eligibility criteria for the review.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication date from 2009 (inclusive) to June 2019</td>
<td>Publication before 2009</td>
</tr>
<tr>
<td>Australian and international literature in English language</td>
<td>Literature in non-English language</td>
</tr>
<tr>
<td>Papers reporting on one or more theories in the context of eHealth implementation (any study type and population)</td>
<td>Papers not reporting on one or more theories in the context of eHealth implementation</td>
</tr>
<tr>
<td>Empirical studies (both quantitative and qualitative)</td>
<td>Gray literature or not published in a peer-reviewed journal</td>
</tr>
<tr>
<td>Position, discussion, or theoretical papers</td>
<td>Dissertations or theses or conference proceedings or abstracts</td>
</tr>
<tr>
<td>Peer-reviewed articles</td>
<td>Literature reviews (narrative, scoping, and systematic)</td>
</tr>
</tbody>
</table>

Identification and Selection of Studies
A total of 2 reviewers (MH and HW) independently applied the predefined inclusion and exclusion criteria to screen for relevant studies from those obtained through database searching. To ensure accuracy, record titles and abstracts were screened manually in EndNote, and documents that did not meet the selection criteria outlined above were excluded by the reviewers. Following 2 rigorous rounds of title and abstract screening, full texts of all potentially eligible studies were examined and further screened by the 2 independent reviewers (MH and HW) using the Covidence web-based software (Veritas Health Innovation Ltd), an effective tool for assisting research teams when performing systematic reviews or meta-analyses [32]. Articles that failed to meet the selection criteria were excluded and then cross-checked to ensure transparency and accuracy surrounding the reasons given for exclusion. Any conflicts in decision making during the screening phase were resolved via discussion between reviewers or, if needed, with the research coordinator (FKL) until consensus was reached.

Data Extraction and Presentation
As the standardized extraction tool in Covidence did not meet the specific needs of this review, a modified extraction form was developed and piloted by the 2 reviewers (MH and HW) with 10 included studies tabulated and refined accordingly. The modified extraction form was tailored to include characteristics relevant to the research question. The characteristics extracted by the reviewers included (1) name of theory, (2) description, (3) instances of theory use, (4) examples of theory application, and (5) theory type. Instances of theory use refer to the number of occurrences in which a theory was used. As several studies used more than one theory, the total number of theory instances exceeded the number of papers included in the review. Examples of theory application were drawn from the literature to specify how each theory informed eHealth implementation. The reviewers then determined each theory type by drawing on the typology by Sovacool and Hess [28] for theories of sociotechnical change. This typology categorizes theories according to where they tend to center their analysis. The term center is intended to convey that a theory may involve elements of multiple types but that it approximates one ideal type above all. This typology was considered a useful tool for ordering and analyzing the diverse theoretical approaches identified, as a basis for future theory building [33].

The typology includes 5 categories: agency, structure, relations, meaning, and norms. Agency-centered theories relate to people’s individual actions, beliefs, and attitudes, and assume that these can be explained without deeper consideration of broader social and systemic elements [28,34,35]. In contrast, structural theories propose that people are influenced largely by external forces...
beyond their control, such as their organizational, political, or macrosocial environments [28,35]. Relational theories attempt to interpret the interactional processes that influence the circulation of knowledge throughout different social networks. They view technology and society as coproduced and coconstructed, with no single dimension creating change by itself [28,36]. Meaning-centered theories focus on language, ideas, symbolism, narratives, rhetorical visions, and other cognitive dimensions that both orient action and are changed by it. Normative theories offer criteria by which to assess the positive or negative impact of technology on society or on a specific group. A sixth category, combined theories, was added to these 5 categories. This included meta-theories that explored a combination of individual, structural, or relational frameworks. All authors (MH, JW, JC, HW, CT, and FKL) reviewed and agreed upon the classification of theories using this typology.

**Results**

**Search Results**

The electronic search of key databases resulted in 21,704 potentially eligible articles (Figure 1). This number was reduced to 13,101, following deduplication. Of these, 12,001 papers were excluded based on title screening and application of the eligibility criteria previously outlined. Key reasons for exclusion of papers at title screening included eliminating those that were in non-English language or those that reported on an irrelevant topic to the research question, for example, non-eHealth or theory-related papers. The abstracts of the remaining 1100 papers were then independently screened by reapplying the inclusion and exclusion criteria, and a further 935 papers were excluded. Key reasons for exclusion at abstract screening included nonempirical or gray literature and papers that reported abstracts or protocols only. Following a full-text review of the remaining 165 articles, an additional 46 articles were excluded because of insufficient reporting on or mention of theories related to eHealth implementation. In total, 119 articles met the full, predefined eligibility criteria and were included for data extraction and synthesis of findings. The PRISMA flowchart in Figure 1 details the process of eligibility and study selection.

**Theory Summary and Classification**

The summary (including theory name, description, instances of theory use, and examples of application to implementation) and classification of all theories used to inform and explain eHealth implementation is provided in Table 1. In total, 36 distinct theories were identified. Classification of these theories using the typology by Sovacool and Hess [28] showed that the theories used in the literature were predominantly agency centered (19/36, 53%), followed by relational (7/36, 20%), structural (6/36, 16%), meaning (3/36, 8%), and combined theory types (1/36, 4%). No normative theories were identified.
<table>
<thead>
<tr>
<th>Theory</th>
<th>Description</th>
<th>Instances of theory use</th>
<th>Examples of theory application</th>
</tr>
</thead>
</table>
| TAM<sup>a</sup> | Proposes that technology acceptance and use are affected by an individual’s perceived ease of use, perceived usefulness, and subjective norms | 33 | “This study tested an extended version of TAM and used this to explain the attitude of nursing staff towards using electronic patient record. The addition of external variables was shown to increase the predictive value of the model.” (de Veer and Francke, 2010) [37]  
“Our research introduces new variables to the TAM model in order to suit this particular study. These new variables include staff information technology experience, technical infrastructures, security concerns, and information sharing. These additional independent factors enhance the TAM’s predictive power.” (Zayyad and Toycan, 2018) [38] |
| UTAUT<sup>b</sup> | Proposes that behavioral intention to use eHealth interventions is affected by individual effort expectancy, performance expectancy, social influence, facilitating conditions, and habit | 32 | “We extended the UTAUT model to investigate further context-related predictors of acceptance and postulated that eHealth literacy, which means the ability to find, evaluate, and utilize internet-based health information to health problems, and knowledge of and experience with eHealth interventions were positively related with eHealth acceptance, based on previous evidence.” (Henneman et al, 2017) [39]  
“To assess prospects for broad adoption of Electronic Integrated Antenatal Care, we trained midwives in the use of the system and then used the UTAUT survey to assess their intention to adopt the tool.” (Markam et al, 2018) [40] |
| NPT<sup>c</sup> | Explains the social processes (e.g., coherence, participation, collective action, and reflexive monitoring) through which eHealth interventions are operationalized | 17 | “Deductive thematic and content analyses were undertaken by two independent coders [on data derived from semistructured interviews]. The NPT coding framework was used...A coding protocol was developed, trialled and refined using an additional transcript from each network.” (Bagot et al, 2017) [41]  
“In this paper we present a simplified set of 16 statements that express key elements of NPT, but which can be applied without a detailed knowledge of the underlying theory...we sought to better understand the ways that potential users of NPT could apply it to real world problems. Between 2006 and 2009 we engaged with multiple potential users. Engaging potential users included presentations to researchers and practitioners that linked NPT’s core constructs to practical research and development problems” (May et al, 2011) [42] |
| DOI<sup>d</sup> theory | Explains how an eHealth innovation gains momentum and diffuses through a specific population. This process is affected by the innovation itself, time, channels of communication, and an individual’s social system | 16 | “The semi-structured interview built upon Rogers’ Diffusion Theory and examined the five general stages of diffusion (knowledge, persuasion, decision, implementation, and confirmation) that occurred during the clinic development. We asked respondents to describe the local mental health services before telehealth was introduced; the process by which the telehealth was introduced to—and adopted by—their organization; and the acceptance of telehealth by the community.” (Brooks et al, 2012) [43]  
“We used Rogers’ DOI theory framework for how new innovations are adopted by organizations and Greenhalgh’s subsequent work adapting the framework for health care settings. We used these frameworks to deductively explore factors that might help intervention better diffuse in each clinic setting...The analysis mapped themes identified in the qualitative data to the DOI framework described above.” (Lin et al, 2016) [44] |

<sup>a</sup>TAM = Technology Acceptance Model  
<sup>b</sup>UTAUT = Unified Theory of Acceptance and Use of Technology  
<sup>c</sup>NPT = Normalization Process Theory  
<sup>d</sup>DOI = Diffusion of Innovation
<table>
<thead>
<tr>
<th>Theory</th>
<th>Description</th>
<th>Instances of theory use</th>
<th>Examples of theory application</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structuration theory</td>
<td>Models the relationship between agency and structure. In eHealth implementation, interventions are configured and coconstructed over time and can be adapted or revised to better accommodate different settings and needs</td>
<td>6</td>
<td>• “This study represents an empirical example of how AST coupled with literature on organizational change offer a better understanding of technology implementation practices. Our findings complement past AST research, claiming that implementation success and users’ change attitudes are two important outcomes associated with appropriation.” (Barrett and Stephens, 2017) [45]</td>
<td>Relational</td>
</tr>
</tbody>
</table>
| CFIR | A meta-theoretical framework that provides an overarching typology of constructs relating to implementation, including intervention characteristics, outer setting, inner setting, and individual characteristics | 6 | • “The main results presented subsequently address identified barriers and facilitators influencing the implementation of internet-based patient-provider communication in 5 hospital units using CFIR to identify determinants distinguishing between high and low implementation success.” (Varsi et al, 2015) [46]  
• “Semistructured interviews were developed based on the constructs of the CFIR which provides a pragmatic organization of theory-informed constructs known to impact implementation success across five domains...Interview transcripts were analyzed by two independent investigators using the Framework Method. This involved a largely deductive thematic analysis using a codebook based on the constructs of the CFIR.” (Ware et al, 2018) [47] | Combined |
<p>| ANT | Posits that objects have agency and that a combination of network components (both human and nonhuman) helps create and/or influence social effects (such as implementation) | 4 | • “This is a qualitative study, in which ANT was used as a theoretical reference. The ANT proposes to follow and map actant’ movements and the influences traversing their reciprocal connections...Our methodological reference was the ‘cartography of the controversies,’ considered a set of techniques to explore and visualize controversies and discussions, observing and describing social debate, especially—but not exclusively—around technical and scientific problems.” (Cavalcante et al, 2019) [48] | Relational |
| TPB | Extends the theory of reasoned action to incorporate actors’ perceived control over the outcomes of their behaviors | 3 | • “This study integrated the Technology Acceptance Model and TPB frameworks to evaluate patient acceptance of e-health services. The Technology Acceptance Model and TPB frameworks were developed based on the theory of reasoned action.” (Albar and Hoque, 2019) [49] | Agency centered |
| Institutional theory | Posits that an organization’s environment is capable of strongly influencing the development, acceptance, and use of eHealth interventions | 3 | • “Due to the unique and highly institutionalized healthcare environment in the US, we therefore focus on EHR adoption as an isomorphic institutional change that leads to the decision to acquire and make available electronic records for use in ambulatory services...we believe that institutional theory is a useful framework for analyzing EHR adoption.” (Sherer et al, 2016) [50] | Structural |
| SCT | Posits that the acquisition of new knowledge and perceived self-efficacy in using interventions is influenced by observing others in the context of social interactions and experiences (including the media) | 3 | • “The research framework encompasses three categories. The proposed bidirectional interaction between the belief types associated to these categories is based on SCT’s assumption that individual behaviour is shaped by outcome expectations (behavioural factors), self-perception (personal factors) and the social and physical environment (environmental factors).” (Weeger and Gewald, 2015) [51] | Agency centered |
| Theory of reasoned action | A social-psychological attitude-behavior model that examines normative social influences on behavioral intention | 2 | | Agency centered |</p>
<table>
<thead>
<tr>
<th>Theory</th>
<th>Description</th>
<th>Instances of theory use</th>
<th>Examples of theory application</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT&lt;sup&gt;k&lt;/sup&gt;</td>
<td>Posits that the identity associated with a particular role is likely to drive individual decision making about eHealth interventions</td>
<td>2</td>
<td>• “The theoretical background of this study focuses on the Theory of Reasoned Action...to analyze the influence of smartphones at tertiary hospitals. This study also applies the Technology Acceptance Model...Based on the accumulated knowledge from Kim and Chang, and Chang, the research model was derived...” (Moon and Chang, 2014) [52]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>PMT&lt;sup&gt;t&lt;/sup&gt;</td>
<td>Explains how the perceived threat of a new eHealth intervention affects individual adoption and implementation attitudes and behaviors</td>
<td>2</td>
<td>• “We briefly reviewed the existing state of research on health IT adoption in information science and the medical informatics literatures. This is followed by a discussion of identity theories and their application to unique aspects of the healthcare context.” (Mishra et al, 2012) [53]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Health belief model</td>
<td>Suggests that a personal threat, together with belief in the effectiveness of the proposed behavior, predicts the likelihood of engaging in that behavior</td>
<td>2</td>
<td>• “To study the influence of PMT components on users’ mobile health adopt intentions, we developed an integrated model based on the PMT theory and the moderating role of gender, age, and education.” (Guo et al, 2015) [54]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>BMHSU&lt;sup&gt;m&lt;/sup&gt;</td>
<td>A model for predicting and explaining factors that lead to the use of eHealth services. These can include predisposing, enabling, and needs factors</td>
<td>2</td>
<td>• “We applied a new adoption model that combines 3 different theories, namely, extended unified theory of acceptance and use of technology, health belief model, and the diffusion of innovation; all the 3 theories provided relevant contributions for the understanding of EHR portals. To test the research model, we used the partial least squares causal modelling approach.” (Tavares and Oliveira, 2018) [55]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Sociotechnical systems theory</td>
<td>Proposes an interdependent relationship between the social and technical aspects of an organization (e.g., human-computer interface). It suggests that these must be viewed congruently to optimize the implementation of new eHealth interventions</td>
<td>1</td>
<td>• “Drawing insight from the theoretical lens of Sociotechnical theory, the seven clusters of factors required for health-risk assessments implementation could be read as belonging to three overarching aspects: Technical (cluster 1, 2 and 3), Social-Patient (cluster 4 and 5), and Social-Provider (cluster 6 and 7).” (Ahmad et al, 2012) [57]</td>
<td>Relational</td>
</tr>
<tr>
<td>ECT&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Posits that expectations, coupled with perceived performance of an eHealth intervention, lead to post-purchase satisfaction</td>
<td>1</td>
<td>• “The conceptual framework of this research was cited from ECT. This theory was adopted extensively in the field of Marketing and Management Information System since the 1980s, though rarely applied to the healthcare field. We also used all the constructs derived from Oliver’s ECT model in our research to present the original concept of this model.” (Chou et al, 2012) [58]</td>
<td>Meaning centered</td>
</tr>
<tr>
<td>PCT&lt;sup&gt;o&lt;/sup&gt;</td>
<td>Posits that past experiences of using eHealth technologies and individual assumptions in relation to the design, impact, ownership, and value of these technologies can strongly influence acceptance or reluctance toward an eHealth intervention</td>
<td>1</td>
<td>• “Arguably, PCT is a very useful framework for making more visible what lies below the surface of human problems in organisations...Consequently, this paper employs PCT as a theoretical lens to understand clinicians’ reluctance to accept and use new IT systems in the NHS.” (Fernando et al, 2012) [59]</td>
<td>Meaning centered</td>
</tr>
<tr>
<td>Resource dependence theory</td>
<td></td>
<td>1</td>
<td></td>
<td>Structural</td>
</tr>
<tr>
<td>Theory</td>
<td>Description</td>
<td>Instances of theory use</td>
<td>Examples of theory application</td>
<td>Type</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Affect theory</td>
<td>Claims that there are 3 primary types of affect or emotion, including positive (joy, interest, and excitement), neutral (surprise), and negative (anger, terror, and disgust). These affective states may be advantageous or disadvantageous in users’ acceptance of new information systems</td>
<td>1</td>
<td>• “Grounded in current theories of affect this study examines the role positive and negative moods play on the acceptance of a specialized telemedicine system for microbiology consultation and diagnostics, referred to as telepathology.” (Djamasbi et al, 2009) [66]</td>
<td></td>
</tr>
<tr>
<td>Cultural dimension theory</td>
<td>Shows the effects of a society’s culture on the values of its members and how these values relate to implementation behaviors</td>
<td>1</td>
<td>• “To explore the influence of culture on e-health adoption, both TAM and Hofstede's cultural dimension model are incorporated in this study.” (Hoque and Bao, 2015) [65]</td>
<td>Meaning centered</td>
</tr>
<tr>
<td>Theory of middle managers’ role</td>
<td>Hypothesizes that middle managers promote implementation by fulfilling 4 roles: diffusing information, synthesizing information, mediating between strategy and day-to-day activities, and selling intervention implementation</td>
<td>1</td>
<td>• “Although the theory has received some empirical support, the extent to which it aligns with middle managers’ experience in practice is unclear. The objectives of this study were to (1) assess alignment between middle managers’ experience and the theory’s hypothesized roles and activities and (2) elaborate on the theory with examples from middle managers’ experience.” (Birken et al, 2016) [61]</td>
<td>Structural</td>
</tr>
<tr>
<td>PAD emotional state theory</td>
<td>Asserts that all emotional responses to physical and social environmental stimuli can be captured in 3 dimensions: pleasure (enjoyment), arousal (alertness), and dominance (control), which subsequently influence human behavior</td>
<td>1</td>
<td>• “It is the first attempt at integrating UTAUT and PAD theories to account for cognitive and affective factors in explaining technology adoption. The theory enhances the theoretical base of technical communication research by enabling theory-driven design and development of wireless health communication systems.” (Alaiad and Zhou, 2017) [62]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Information behavior theory</td>
<td>Posits that information systems serve as a bridge between users and information resources. They consist of mediators (people who help users seek information and share the same social norms) and technologies (techniques and tools) that help users with the search</td>
<td>1</td>
<td>• “In this study, a critical inquiry approach was used to theorize usage behaviour through an analytic integration of three theoretical models. In our model, the driving question was as follows: What usage behaviour can be explained by Anderson’s BMHSU, Venkatesh’s UTAUT, and Wilson’s and Chatman’s information behaviour theories? We answered this question by constructing a concept map that integrates the theoretical and empirical findings. The concept map and five sub-themes that influence usage and non-usage behaviour will be reported.” (Chiu and Eysenbach, 2011) [63]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>JDRM</td>
<td>Suggests that strain is a response to imbalance between demands on individuals and the resources they have to deal with these demands</td>
<td>1</td>
<td>• “To answer our research questions, we took guidance from 2 theoretical models to ultimately derive the model...Based on the JDRM and UTAUT, we hypothesized that each of the 4 factors will positively impact provider satisfaction, and inversely relate to intention to quit.” (Hysong et al, 2014) [64]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Theory of resource dependence</td>
<td>Asserts that acquiring and maintaining resources (eg, eHealth interventions) is key to organizational survival. Scarc resource availability or uncertainty about the environment motivates managers to act in ways to secure more resources and reduce their uncertainty</td>
<td>1</td>
<td>• “This study used the resource dependence theory to understand how the environment influences hospitals’ investments in health information technology.” (Tarver and Menachemi, 2018) [60]</td>
<td>Structural</td>
</tr>
</tbody>
</table>

**Table:** The table presents a summary of theories relevant to the study, including their descriptions, instances of theory use, examples of theory application, and the type of theory. The theories include Affect theory, Cultural dimension theory, Theory of middle managers’ role, JDRM, and PAD emotional state theory. The examples illustrate how these theories are applied in the context of health information systems and telemedicine.
<table>
<thead>
<tr>
<th>Theory</th>
<th>Description</th>
<th>Instances of theory use</th>
<th>Examples of theory application</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity theory</td>
<td>Focuses on understanding the mental capabilities of individuals by analyzing the cultural and technical aspects of human actions</td>
<td>1</td>
<td>• “We propose an integrated research model for exploring and understanding critical factors influencing physicians’ intention to use computerized Clinical Practice Guidelines by incorporating activity theory (three dimensions of factors) with TAM concepts (intention as dependent variable).” (Hsiao and Chen, 2016) [68]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Social capital theory</td>
<td>Contends that social relationships are resources that can lead to the development and accumulation of human capital</td>
<td>1</td>
<td>• “This study integrated social capital theory, social cognitive theory, and TAM to develop a comprehensive behavioral model for analyzing the relationships among social capital factors (social capital theory), technological factors (TAM), and system self-efficacy (social cognitive theory) in telehealth.” (Tsai, 2014) [69]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Contingency theory</td>
<td>Claims that there is no best way to organize or lead an organization or to make decisions. Instead, the optimal course of action is dependent upon the internal and external situation</td>
<td>1</td>
<td>• “In this study, we use contingency theory as a base to hypothesize how contingent factors, above and beyond traditionally considered ‘dominant’ factors often associated with supply-side adoption, may affect the adoption of patient portals by ambulatory-care clinics.” (Baird et al, 2012) [70]</td>
<td>Structural</td>
</tr>
<tr>
<td>Social information processing theory</td>
<td>Predicts that technology-related attitudes and behaviors are not individually laden but socially constructed</td>
<td>1</td>
<td>• “When relating social information processing theory and the social influence model to organizational change situations, we see that both theories provide a framework for understanding previous scholars’ arguments advocating the noteworthy role informal, coworker communication plays in effective organizational and healthcare change.” (Barrett and Stephens, 2017) [71]</td>
<td>Relational</td>
</tr>
<tr>
<td>Consequence of modernity</td>
<td>Suggests that use of technologies is influenced by trust and sense of security in the absence of complete information from face-to-face interactions</td>
<td>1</td>
<td>• “Our research uses concepts from Giddens’s structuration theory and consequence of modernity to understand clinical users view on telehealth service when first introduced in their work setting.” (Sharma et al, 2010) [70]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Social worlds theory</td>
<td>Proposes that social worlds are self-organizing units in which people share resources, information, and assumptions about what is important and ideas about what types of activities are desirable</td>
<td>1</td>
<td>• “Using the notions of social worlds, trajectories, and boundary objects enables us to show how mobile information technology innovation in Danish home care can facilitate negotiation and collaboration across different social worlds in one setting while becoming a source of tension and conflicts in others.” (Nielsen and Mengiste, 2014) [72]</td>
<td>Relational</td>
</tr>
<tr>
<td>Boundary objects</td>
<td>Boundary objects serve as interfaces between multiple social worlds and facilitate the interaction; communication; and flow of information, concepts, skills, and materials between diverse social actors</td>
<td>1</td>
<td>• “This article contributes to this emerging research domain by using notions of social worlds, trajectories, and boundary objects and applying these constructs in an empirical investigation in Danish elderly home care. Our discussion therefore focuses on two key issues: to what extent different interests among multiple social worlds have been negotiated in the trajectory of adopting and diffusing mobile IT and to what extent boundary objects have aligned the interests of stakeholders from different social worlds.” (Nielsen and Mengiste, 2014) [72]</td>
<td>Relational</td>
</tr>
<tr>
<td>Adult learning theory</td>
<td>Posits that one’s learning context influences learning outcomes. Thus, knowledge evolves not only through formal learning activities, such as training programs, but also through the context and culture in which they are delivered</td>
<td>1</td>
<td>• “We drew on concepts from social cognitive theory and situated cognition theory (from adult learning theory) to frame our study of training practices within the ambulatory EHR system implementation process. These theories helped us develop five propositions related to the importance of training in promoting meaningful use of EHR systems.” (McAlearney et al, 2012) [73]</td>
<td>Agency centered</td>
</tr>
<tr>
<td>Social contagion theory</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theory</td>
<td>Description</td>
<td>Instances of theory use</td>
<td>Examples of theory application</td>
<td>Type</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>A theory of collective behavior that explains how ideas and opinions spread in a social network. It holds that actors' behaviors are a function of their exposure to others' behaviors</td>
<td>• “Based on extensive literature review and drawing upon two theories—social contagion theory and task technology fit theory—I argue that the adoption of EHR system is contagious among health care providers; however, the contagion effect depends on the fit between the characteristics of EHR system and the characteristics of health care providers.” (Gan, 2015) [74]</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TTF theory</td>
<td>Explains how technology interacts with the tasks or activities of an organization and impacts their performance</td>
<td>1</td>
<td>• “The findings also suggest that the two factors (TTF and social contagion) are not independent and the interaction of them plays a more important role that either of them alone.” (Gan, 2015) [74]</td>
<td>Structural</td>
</tr>
<tr>
<td>Technology organization environment theory</td>
<td>Predicts that technology adoption is influenced by factors relating to technological, organizational, and environmental dimensions</td>
<td>1</td>
<td>• “To investigate the factors influencing the adoption of HIS in the hospitals’ work processes, this study proposed the initial theoretical framework based on the combined Technology Organization Environment, institutional theory, and Human Organization Technology fit model.” (Ahmadi et al, 2017) [75]</td>
<td>Structural</td>
</tr>
</tbody>
</table>

*aTAM: technology acceptance model.   
*bUTAUT: unified theory of acceptance and use of technology.   
*cNPT: normalization process theory.   
*dDOI: diffusion of innovations.   
*eAST: adaptive structuration theory.   
*fCFIR: Consolidated Framework for Implementation Research.   
*gANT: actor-network theory.   
*hTPB: theory of planned behavior.   
*iEHR: electronic health record.   
*jSCT: social cognitive theory.   
*kIT: identity theory.   
*lPMT: protection motivation theory.   
*mBMHSU: behavioral model of health service utilization.   
*nECT: expectation confirmation theory.   
*oPCT: personal construct theory.   
*pPAD: pleasure, arousal and dominance.   
*qJDRM: job demands resource model.   
*rTTF: Task Technology Fit.   
*sHIS: hospital information system.

In total, 53% (19/36) of theories were classified as agency centered. Individual theories that occurred most frequently in the literature were the TAM by Davis and Venkatesh [76] (33 instances), UTAUT by Venkatesh [77] (32 instances), and Diffusion of Innovations Theory by Rogers [78] (16 instances). These theories were found to be primarily concerned with the individual and interpersonal elements of eHealth implementation. Although they did, to some extent, appear to consider the influence of organizational and social factors on eHealth adoption, individual attitudes, behaviors, and motivations remained the core focus of theoretical analysis. Theories classified as individual examined the adoption of eHealth either before or soon after the implementation of an intervention. However, they did not emphasize any form of user involvement in the development of an intervention. These theories tended to depict adoption as a temporally discrete and relatively immediate event, rather than as one stage in a larger multistage process. They often focused on what people were going to do soon, a decision they are about to make, or a behavior they need to alter. The diffusion of innovations theory provides an exception, as this theory considers time to be an essential factor influencing adoption [79].

A total of 20% (7/36) of theories identified in the literature were classified as relational. Of these, the normalization process theory (NPT) by May et al [80] occurred most frequently in the literature (17 instances), followed by structuration theory (ST) [81] (6 instances) and actor-network theory (ANT) [82,83] (4 instances). Sociotechnical systems theory, social information processing theory, social worlds theory, and boundary object theory occurred only once each in the literature. Relational theories emphasize social relations and interactions at the human-technology interface. They highlighted the complex networks of social structure and meaning in which people are embedded, proposing that the translation of knowledge is
facilitated by processes of circulation both within and across different social worlds. Some relational theories, such as ANT and ST, emphasized the role of nonhuman actors, such as computer software or programs, in transforming and mediating social relationships. These theories tended to view technology and society as coconstructed or coproduced, with no single dimension dictating change by itself. Within these theories, coproduction and implementation were often described as continuous processes, in which eHealth interventions were adapted to better accommodate different end-user settings and needs.

A total of 16% (6/36) of theories were classified as structural. The most common structural theory was institutional theory (IT) [84] (3 instances). Resource dependence theory, theory of middle managers’ role, contingency theory, task technology fit theory, and technology organization environment theory occurred only once each in the literature. These theories conceptualized structure as including institutional or organizational systems as well as political, cultural, and other macrosocial environments. They often assumed that people are constrained or influenced by external forces frequently beyond their comprehension or control. For example, IT posits that organizational structures and cultural norms drive eHealth implementation, despite strong political influence.

A total of 8% (3/36) of theories were classified as meaning centered: expectation confirmation theory, personal construct theory, and cultural dimension theory. Each of these theories occurred only once in the literature. These theories tended to focus on the cognitive dimensions (expectations, perceptions, and beliefs) that explain people’s willingness to accept the use of new health technologies. Although some meaning-centered theories, such as cultural dimension theory, have considered the influence of cultural values on the adoption and use of eHealth, these theories nonetheless centered their analysis at the individual level and were often used in combination with agency-level theories.

The Consolidated Framework for Implementation Research (CFIR) [85] was the only theory to be classified as a combined theory type. This theory is a meta-theoretical framework that provides a comprehensive listing of individual, social, and organizational constructs thought to influence eHealth implementation. However, it does not consider how these factors might be interrelated or how changes occur.

Discussion

Principal Findings

Evidence from a range of disciplines suggests that theory-informed approaches to implementation science are integral to the translation and implementation of eHealth into clinical care [1,10-18]. Analysis of the 119 studies included in this review identified 36 distinct theories that inform or explain eHealth implementation. However, only a few selected theories (UTAUT and TAM) were dominant, which is consistent with the findings from previous reviews [21-24]. Although these theories have been empirically proven to explain or predict certain aspects of implementation, Willmott et al [24] and Davis et al [21] caution that overreliance on common or favorite theories without direct questioning of their underlying assumptions limits progress in the field.

The typology by Sovacool and Hess [28] facilitated a closer examination of the assumptions underlying eHealth implementation theories. The findings revealed that the majority of theories were agency centered, emphasizing individual factors rather than the broader social and environmental factors impacting implementation. Although these findings were consistent with previous reviews [21,22,24,86], the wider net cast for this review provided the needed validation that this trend can be observed across multiple specialty areas and disciplines [27]. This calls into question whether theories currently being used to inform and explain the eHealth implementation adequately address the multiple and complex factors that influence the implementation process, and highlights the need for more dynamic, multilevel models of eHealth implementation [21,23,87].

This review identified a number of theories classified as relational or structural, which, to varying degrees, capture the complexity and multilevel nature of eHealth implementation. The most commonly cited relational theories were NPT, ST, and ANT. These theories recognize the important role of actors, relationships, and networks in mobilizing knowledge and embedding interventions into everyday practice. For ANT, networks are made up of both human and nonhuman actors, and technologies are understood to have agency and the potential to transform human interactions [88,89]. From this perspective, it may be a particularly useful theory for examining the implementation of eHealth technologies and the impacts these technologies have on human behavior. A criticism of ANT is that it has a flat ontology and refuses to consider institutional sources of power and inequality. Here, NPT and ST offer a possible extension, as both theories recognize the inseparable intersection between individual agents and wider social and organizational structures and norms. Structural theories also consider the influence of external forces on individual behavior and decision making. For example, IT, the most commonly used structural theory in this review, posits that an organization’s environment is capable of strongly influencing the development, acceptance, and use of eHealth interventions. This theory is considered particularly relevant for application in eHealth environments, which are highly institutionalized and subject to multiple regulatory forces, high levels of professionalism, and growing network externalities that can influence adoption decisions [50].

Of particular interest was the lacuna of normative theories identified in this review. Normative theories attempt to answer whether a technology is a net positive or negative for society and individuals [28]. To do so, they often rely on evaluative criteria determined by ethics, moral studies, political ecology, or social justice. Social justice theory and sustainable development are 2 common examples of normative theories. The absence of normative theories in eHealth implementation studies is emblematic of the broader tendency of implementation science to overlook the importance of contextual factors, such as economic, social, historical, and political forces, that perpetuate inequalities in the delivery of health care services.
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[90]. This omission is concerning in the context of eHealth, as digital technologies have been found to exacerbate inequalities associated with older age, lower level of educational attainment, and lower socioeconomic status [91]. Future research should not shy away from normative questions of equity, justice, and sustainability and should find ways to incorporate theoretical approaches that enable exactly that.

When incorporating or combining theories, Sovacool and Hess [28] highlight the need for careful consideration of the epistemological baggage of different approaches. Combining multiple theoretical approaches may offer a more complete understanding or explanation, yet such combinations may mask contrasting assumptions regarding key issues [92]. For instance, are people driven primarily by their individual attitudes and motivation or do pervasive organizational cultures and social systems impose norms and values that shape people’s behavior, making individual characteristics relatively unimportant? These challenges may account for the tendency of theories to target variables at the same level. One exception was the CFIR framework, which was the sole theory that provided a menu of constructs at different levels for researchers to choose from. However, although CFIR recognizes the multilevel nature of eHealth implementation, it does not consider the relationship between constructs or how change takes place, leading Nilsen [92] to contend that it should not be considered a theory at all. Further research is needed to explore how diverse theoretical perspectives can be brought together in ways that capture the dynamic interaction between constructs [1], while avoiding disconnects and incompatibilities [28].

Limitations

This study has several limitations. First, papers not published in English were excluded, which may indicate a selection bias. The decision to keep the research question and inclusion criteria for this review broad resulted in a high yield of papers and, to some extent, reduced the specificity of search results. This decision was made to ensure the identification of the full spectrum of theories being used to inform and explain eHealth implementation. Restriction of inclusion criteria in previous systematic reviews [24] led to the omission of a number of key theories that provide a more comprehensive explanation of the various constituents of the implementation processes. A further limitation is that the protocol for this systematic review was not registered. However, every care was taken to ensure compliance with the core principles of the systematic review methodology. As Mallett [30] noted, systematic reviews do not constitute a homogenous approach, and researchers may adopt a more flexible approach that better suits their research purpose while continuing to comply with the principles for conducting a systematic review. Finally, the literature search for this review was conducted in June 2019. Given the rapid rate of publication in the field of eHealth, it is likely that recent relevant articles have not been included. As completing an updated search was not feasible for the research team, we suggest that future studies must continue to identify theories used to inform and explain the implementation of eHealth interventions.

Conclusions

This systematic review identified 36 theories that are being used to inform and explain eHealth implementation and classified these theories using the categories adapted from the typology by Sovacool and Hess [28] for theories of sociotechnical change. The results highlight the dominance of theories that focus mainly on individual readiness to accept health technologies rather than the various disorderly social processes or systemic dimensions of implementation. This calls into question whether theories currently being used to inform and explain eHealth implementation adequately address the multiple and multilevel factors that influence the implementation process. Nonetheless, this review identified a number of theories classified as relational, structural, or combined, which, to varying degrees, capture the complex interactions within a wider organization and policy system. Although less prominent in the literature, these theories may be particularly applicable to the implementation of eHealth in health settings and services.
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Abstract

One of the most at-risk groups during the COVID-19 crisis is older adults, especially those who live in congregate living settings and seniors’ care facilities, are immune-compromised, and/or have other underlying illnesses. Measures undertaken to contain the spread of the virus are far-reaching, and older adults were among the first groups to experience restrictions on face-to-face contact. Although reducing viral transmission is critical, physical distancing is associated with negative psychosocial implications, such as increased rates of depression and anxiety. Promising evidence suggests that participatory digital co-design, defined as the combination of user-centered design and community engagement models, is associated with increased levels of engagement with mobile technologies among individuals with mental health conditions. The COVID-19 pandemic has highlighted shortcomings of existing technologies and challenges in their uptake and usage; however, strategies such as co-design may be leveraged to address these challenges both in the adaptation of existing technologies and the development of new technologies. By incorporating these strategies, it is hoped that we can offset some of the negative mental health implications for older adults in the context of physical distancing both during and beyond the current pandemic.

(J Med Internet Res 2021;23(5):e21864)  doi:10.2196/21864
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Older adults constitute one of the most at-risk groups during the ongoing COVID-19 crisis, especially those who live in congregate living settings and seniors’ care facilities, are immune-compromised, and/or have other underlying illnesses [1]. Measures undertaken to contain the spread of the virus are far-reaching, and older adults were among the first groups to have experienced restrictions with regard to face-to-face contact. Although reducing viral transmission is critical, physical distancing is known to have significant negative psychosocial implications, such as increased rates of depression and anxiety, particularly for older adults [2].

Apart from the COVID-19 outbreak, older adults, in general, experience the highest rates of social isolation and loneliness, which are associated with a range of negative mental health outcomes [3]. Physical distancing measures may have negative impacts on older adults living in the community, especially for those who rely on formal or informal support and care from family and/or friends, those who utilize religious or community centers as social hubs, as well as those who live in supportive or assisted living centers (where gathering in common spaces used for meals and other activities must cease as a result of physical distancing measures). This double burden of age-related diminishing social spheres and the implementation of measures that require physical distancing and enforced isolation presents significant mental health risks for older people.
In response to “stay at home” orders, sweeping transitions to web-based communication platforms have been adopted as a means of fostering and maintaining social connectedness; however, older adults use these technologies at disproportionately lower rates than younger individuals, both during and beyond the COVID-19 pandemic. This digital divide, which involves barriers to digital technologies [4], is a major inhibitive force in facilitating digital social connectedness among older adults while following the stay-at-home orders. The first level of the digital divide includes barriers to uptake and access to technology (eg, financial limitations), whereas the second level concerns barriers to the usage of these technologies (eg, functional impairments in manual dexterity) [5]. Most videoconferencing or communication platforms have not been developed with the older adult in mind, thereby leading to low rates of uptake before the COVID-19 pandemic and difficulty in accessing and using these platforms during the pandemic.

Consequently, we find ourselves in a catch-22 situation where negative mental health implications of social isolation and loneliness among older adults could potentially be mitigated by the use of digital solutions, but only if the person already has the technological knowledge, desire, and access to use these technologies. Furthermore, without the capacity to interact face-to-face with older adults during the COVID-19 outbreak, it can be challenging, albeit possible, to provide guidance on how to use technologies, an issue further compounded by physiological challenges (eg, reduced visual acuity, manual dexterity, and cognitive impairment). Despite its huge potential, the impact of implementing technologies to reduce social isolation and loneliness has been limited in terms of real-world products and services [6]. Unfortunately, it is often the individuals who would benefit most from digital solutions who are the most vulnerable and least likely to access these technologies. Moving forward, there is a need for a major shift in research culture away from a researcher- and technology-driven agenda to one that focuses on real-world problems and solutions [6,7]. The digital divide spans a considerable breadth of issues within the context of the pandemic; therefore, we will focus on the challenge of technology development that is not inclusive of older adults’ perspectives.

In the short term, we must aim to foster the uptake of existing technologies through trainings designed for older adults and address normal age-related changes that impede technology use (ie, changes to memory, eyesight, or mobility), with longer-term objectives to incorporate older adults throughout the software development lifecycle of new technologies. Within the context of the current challenges presented by physical distancing, repurposing or reframing existing technologies may be effective in mitigating social isolation and feelings of loneliness among the older population. For example, the telephone may not be the leading edge of innovation, but a landline phone call is a demonstrated and effective means of communication and human connection [8]. With respect to new technologies—that may be critical in addressing future pandemics—incorporating digital peer support is one of the best ways to foster technology engagement [9]. Through these live or automated peer support services that can be delivered through various digital platforms, such as peer-to-peer networks on social media or peer-delivered interventions supported with smartphone apps, older adults can develop the tools needed to actively engage with technology. The similarity, bond, and trust within this relationship supports reciprocal accountability and engagement, which may promote engagement as older adults model and teach others how to use technology. For example, older adult peer support specialists with lived experience of aging with a mental health condition (and commonly a physical health condition), who are trained and accredited by their respective state to provide Medicaid and/or Medicare reimbursable telehealth services, can use their personal experiences to help address challenges of normal aging and technology use (eg, changes to eyesight, fine motor skills, and hearing). Through such support from individuals with lived experiences of aging, it is hoped that greater technology use and uptake can be fostered.

Promising evidence suggests that participatory digital co-design, defined as the combination of user-centered design and community engagement models, shows high levels of engagement with mobile technologies among individuals with mental health conditions [9]. The COVID-19 pandemic has certainly highlighted the shortcomings of existing technologies and challenges in their uptake and usage [10]; however, strategies such as co-design may be leveraged to address these challenges both in the adaptation of existing technologies and the development of new technologies.

In populations where individuals are not living with mental illness, participatory digital co-design has led to promising developments with the potential for more relevant research with wider impact, better internal validity, and rapid translation of research into practice—and greater engagement [9]; therefore, it has the potential to reduce the digital divide [11]. By incorporating the aforementioned strategies, it is hoped that we can offset some of the negative mental health implications for older adults in the context of physical distancing, both during and beyond the COVID-19 pandemic.
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Abstract

Digital technology has been widely used in health care systems and disease management, as well as in controlling the spread of COVID-19. As one of the most successful countries in combating the COVID-19 pandemic, Taiwan has successfully used digital technology to strengthen its efforts in controlling the COVID-19 pandemic. Taiwan has a well-established National Health Insurance System (NHIS), which provides a great opportunity to develop a nationwide data linkage model in an agile manner. Here we provide an overview of the application of data linkage models for strategies in combating COVID-19 in Taiwan, including NHIS centralized data linkage systems and “from border to community” information-driven data linkage systems during the COVID-19 pandemic. Furthermore, we discuss the dual role of digital technologies in being an “enabler” and a “driver” in early disease prevention. Lastly, Taiwan’s experience in applying digital technology to enhance the control of COVID-19 potentially highlights lessons learned and opportunities for other countries to handle the COVID-19 situation better.

(J Med Internet Res 2021;23(5):e24294) doi:10.2196/24294
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Introduction

Worldwide, there have been 60 million confirmed cases of COVID-19 and 1.4 million confirmed deaths as of November 30, 2020, and the numbers are still rising to date. When China reported its first COVID-19 outbreak, an early study conducted by Johns Hopkins University in January had forecasted the number of imported cases arriving at each airport inside and outside mainland China, and reported that Taiwan would be the second most affected country by COVID-19 owing to the close economic and transportation links with mainland China [1]. However, Taiwan has defied those expectations. Until November 30, 2020, Taiwan reported only 679 COVID-19 cases, 7 confirmed deaths, and only a 1.03% case fatality rate. Taiwan has been performing well in combating COVID-19 thus far; this may be attributed to the hard lessons learned from the severe acute respiratory syndrome (SARS) outbreak in 2003. The SARS experience had prepared the government and citizens of Taiwan...
to respond to the COVID-19 pandemic more promptly and cautiously. Countries with a prior experience with SARS prevention (with over 100 confirmed cases and a >10% case fatality rate) also performed well in combating the current COVID-19 outbreak [2,3].

During the SARS outbreak of 2003 in Taiwan, the infected persons did not disclose their history of travel to outbreak areas in order to escape the quarantine; this was a loophole in border control. Furthermore, there was no regulation to prevent potentially infected people from entering hospitals without declaring their risk, resulting in the shutdown of a regional hospital and partial service closure at a medical center [4,5]. Furthermore, the face mask supplies in the market decreased and caused panic related to the purchase of face masks in the community. The devastating experience with the SARS outbreak had led Taiwan to be extremely cautious when China initially announced its COVID-19 outbreak on January 20, 2020. Taiwan quickly established the Central Epidemic Command Center (CECC). The well-developed infrastructure of the CECC has allowed for quick strategic planning, epidemic analysis, and disease prevention, as well as unifying medical resources to successfully contain the outbreak and minimize infections [6]. Meanwhile, digital technology (DT) has played an essential role in combating the COVID-19 pandemic (especially considering its dual roles as an “enabler” and a “driver”) and provided tremendous help in containing SARS-CoV-2, which was not well-exploited during the SARS pandemic.

During the current COVID-19 pandemic, all countries worldwide deployed public health strategies including border control, control of community transmission, enhancement of personal hygiene, and prevention of nosocomial infection, and Taiwan was no exception. Here we elucidate how data linkage was used to strengthen disease prevention and to explore the role of DT in public health and disease control strategies. Based on Taiwan’s successful experience with COVID-19 control, 2 major data linkage models are proposed herein for COVID-19 control. Furthermore, we have discussed the application of data linkage models.

Applications of the Current National Health Insurance System to Enhance COVID-19 Prevention and Control

Taiwan’s National Health Insurance System (NHIS) was initially rolled out in 1995, with the National Health Insurance Administration (NHIA) being the only insurer. Since the NHIS was completely information-driven, 90% of the hospitals and clinics had used the electronic reporting systems to claim medical expenses. Currently, these services are fully automated and have been running smoothly for years. For security reasons, a virtual private network is used to strengthen data security while the information is being processed on the internet. Once the NHIA had collected, reported, and compiled all medical expenses into the “centralized database,” big data were used to automatically review and process all medical claims received from hospitals and clinics. As a benefit, Taiwan’s NHIS has the lowest administrative cost worldwide [7,8]. In addition, NHIA issues National Health Insurance IC cards (NHI IC cards) as an insurance certificate. In general, Taiwanese citizens present the NHI IC card during medical visits. The NHI IC card enables physicians to obtain the most recent medical records of the patient. Moreover, detailed past medical records and medication use can also be accessed by linking this information with a medical cloud information exchange system, the MediCloud. Under the NHIS, two important pandemic prevention features were established: travel history tracking and the mask-rationing plan for purchase (Figure 1).

**Figure 1.** Diagrammatic representation of the NHI IC card usage in COVID-19 prevention policies. NHI: National Health Insurance, VPN: virtual private network.

### Travel History Tracking

At the early stage of CECC establishment, the presence of fever, cough, as well as other respiratory symptoms, travel history, occupation, contact history, and cluster exposure were used as the criteria for case reporting and screening. In addition to the existing pandemic reporting and screening procedures, toward the end of January 2020 (also known as Lunar New Year for Asian-Pacific regions), the CECC decided to utilize the MediCloud system from NHIS to provide inquiry services for travel history. MediCloud system (previously known as “PharmaCloud”) had been expanding its services and functions
to provide patient information (i.e., disease diagnosis, examinations, laboratory testing, and medication) to hospitals and clinics since its initiation in 2015. After years of promotion and system advancement, the usage of MediCloud is currently over 99%, and MediCloud has become the essential platform for information sharing among medical institutions. Once interface linkage was established between the National Immigration Agency (part of the Ministry of the Interior of Taiwan) and the NHIA, the travel information database was integrated with medical records within just a few days. Now the NHIA has been able to provide inquiry services for travel history among infected countries or regions. In response to the progression of the COVID-19 pandemic, the features of querying wider ranges of travel history and occupations were included (Figure 2). These features contribute greatly to the prevention of nosocomial infections and enable timely screening to prevent COVID-19 outbreaks. Front-line medical workers are able to identify potentially infected individuals on the basis of their travel history and have reported symptoms with the aid of real-time alerts from the integrated information system and taken appropriate steps to adequately protect themselves from COVID-19.

**Figure 2.** Timeline of technology usage in COVID-19 prevention in Taiwan. Green blocks represent the launching date of the travel history inquiry system and the name-based mask-rationing system, blue blocks represent the procedures and services for border control and the home quarantine system, and the yellow block represents the date when CECC announced guidelines for contact information–based measures and data collection. CECC: Central Epidemic Command Center, MOI: Ministry of the Interior, NHI: National health Insurance, NHIA: National Health Insurance Administration.

**Name-Based Mask-Rationing System for Purchase**

At the beginning of February 2020, the CECC announced that the daily production of face masks was approximately 2 million, which was markedly lesser than the total population of Taiwan (approximately 23 million). Meanwhile, China also proceeded with purchasing large amounts of face masks in response to the COVID-19 pandemic. Since the people of Taiwan have had experiences with the SARS pandemic, people in some areas started stocking up face masks at home to avoid shortage [9]. In response to the face mask shortfall, the government began to increase face mask production to ensure all citizens have equal access to high-quality face masks. The policy that the government deployed, the “name-based mask-rationing system,” inevitably ensured fair distribution of face masks in the community. Since all insurees (including legal foreign workers in Taiwan) obtain an NHI IC card, the CECC instructed the NHIS to contract pharmacies to link with the MediCloud system such that the policy of “three face masks per week per individual” can be executed for all insured individuals. The policy utilized the information that the NHI IC card provides to verify and control the allocation of face masks to ensure that everyone has access to face masks for basic protection against COVID-19. Furthermore, at the beginning of March, the CECC had announced a payment mechanism where the public can utilize kiosks to reserve face masks, pay the fees, and collect them at either local convenience stores or pharmacies per their preference. Local manufacturers in Taiwan have been able to increase face mask production; hence, the purchasing policy was modified by the CECC to “nine face masks every two weeks per individual” in early May. Starting on June 1, 2020, the public was allowed to make more purchases if needed, other than the primary rationing.
The current infrastructure of the NHIS allows the aforementioned functions such as travel history tracking and executing a “name-based mask-rationing system” policy; thus, all pandemic prevention strategies postulated by the CECC can be implemented in a timely manner. The establishment of the NHI IC card, MediCloud, and a virtual private network were mostly completed after the SARS outbreak in 2003. The original purpose was not pandemic control, but rather for Taiwan’s citizens to utilize medical services at their convenience. The original purpose of establishing the NHI IC card was to avoid the misuse of medical services by the public and to enhance medication safety by using information technologies to share information among hospitals, clinics, and pharmacies rather than for pandemic control. Meanwhile, this “centralized” data linkage structure has become the key enabler for the government to implement pandemic prevention strategies.

Establishment of a Pandemic Prevention System from the Border to the Community

Toward the end of January 2020, the CECC decided to instruct passengers arriving from China, Hong Kong, and Macau to follow home quarantine procedures. The procedure required passengers to receive a home quarantine notice once they entered Taiwan (both by air and sea). Both the civil affairs department and the health department could be informed with lists of people who require home quarantine in their responsible areas. The civil affairs personnel would then monitor those who are in home quarantine with regard to basic living and health needs, and the health department would arrange for medical treatments if needed.

Information-Driven System Planning

Owing to the lack of assistance from DT, the manpower required to carry out those surveillance duties was tremendous and ineffective in the beginning. For instance, the airport staff needed to identify those who require home quarantine from among 70,000 passengers entering Taiwan each day. Therefore, airports needed to recruit a large number of health officers or temporary assistants to carry out verification duties. According to the infectious disease prevention and treatment law, the duty of performing home quarantine is fulfilled by civil affairs personnel of the Ministry of Home Affairs and the local government. Health officers who are responsible for COVID-19 testing at the airport collected all the information on paper, performed web-based data entry, and the information was sent out from the health department to the Ministry of Home Affairs and then passed on to the local government. The local government passed on the information regarding the results of COVID-19 testing to the chief of the village, who in turn would check and assist those who are in home quarantine. Those who violate home quarantine procedures are subject to administrative penalties by the health administrative system. Many government employees are under extreme pressure with regard to mishandling of COVID-19-related tasks and the creation of loopholes in the disease prevention system during the pandemic. The delay in information received by the local government employees, misinformation regarding personal data (such as telephone numbers and addresses), quality of information, and efficiency may all contribute to the pressure felt by the government employees.

By the end of January 2020, the CECC had begun to improve data quality and efficiency and attempted to improve the sharing of correct personal information such as residential addresses, telephone numbers, cellphone numbers, and the start date of home quarantine among different government departments. As an information center, the CECC has established both the information flow and a relevant application system to allow for the circulation of information from the border to the community. Because 80% of the people of Taiwan are smartphone users, smartphones were being used as the main tool to keep track of individuals. A mobile app was not considered a viable option regardless of the smartphone’s operating system (iOS or Android) since it may take considerable time for approval. Nevertheless, more time may be required for program correction. Therefore, the option of using a mobile app was eliminated as it was time-consuming during the critical outbreak.

Establishment of the Information-Driven System

The information-driven system was ready for launch after 2 weeks of brainstorming ideas to the completion of the entire system. In mid-February 2020, the information system became available and allowed data linkage among border control and local government services with the Advance Passenger Information System from the National Immigration Agency and Household Registration Information from the department of household affairs (also part of the Ministry of the Interior of Taiwan) for the management of home quarantine cases (Figure 3). For instance, the information system would ask all inbound passengers to use smartphones to scan a specific QR code prior to their departure and fill out personal information, health status, travel history, cellphone number, and public transportation needs. Before the aircraft reaches the gate, passengers will receive text messages regarding information on home quarantine notice and health declaration certificates. If passengers report symptoms related to COVID-19 under health status, the health personnel would proceed to test them immediately and arrange for medical treatment. If passengers indicate the need for public transportation, arrangements would be made. At present, there are on average 40,000 travelers arriving in Taiwan every day, and our information system has been functioning well in entry control.
Immigration information can be delivered in a timely manner to the home quarantine management system, which is based on the regional joint defense concept to directly assign people who require home quarantine to the village, which prevents delays in information transfer. Initially, when the system was established, issues such as the submission of incorrect contact information were reported. The village-based civil affairs personnel (such as village officials) are responsible for confirming whether the individual has returned to the correct home quarantine location; if not, all the other possible addresses or telephone numbers may be used to track the individual down. If needed, the civil affairs personnel would check on the individual in person to ensure the individual stays at the designated quarantine location. The civil affairs personnel from different villages would also assist one another to carry out the surveillance duty. During the 14-day home quarantine period, the civil affairs personnel would provide home care services to the quarantined individuals on the basis of the address and contact number that appears in the system. Home care services provided by the civil affairs personnel are often delivered to the individual through smartphones, which will allow tracing of records for future reference. If there is an incidence of violation of home quarantine, the CECC would coordinate with telephone service providers to send out timely text messages to remind the concerned individual to return to their designated home quarantine location.

**Merging of Information-Driven Systems and Instant Messaging Apps**

As the system functions better each day and the accuracy of information continues to improve, the initiation of complete border control still remains a challenge. On March 19, 2020, the CECC announced that all travelers entering Taiwan will need to fulfill the home quarantine requirement. Although on average only approximately 7000 travelers entered Taiwan each day, the number of home quarantine cases still increased significantly (maximum 50,000 people/day to be monitored), and this certainly adds tremendous pressure on the local civil affairs personnel. The CECC used the media as a channel to advocate and invite the citizens to use the instant messaging app LINE and add the LINE Bot as a friend. Once there is a consensus from home quarantine cases, the local civil affairs personnel could use the LINE app to follow up on home-quarantined individuals with regard to self-health management and personal needs on a daily basis. According to a survey performed in mid-May 2020, 7100 home-quarantined people in Taiwan who used the LINE app were sampled. The data revealed that chatting with LINE Bot and chatting with local civil affairs personnel scored 8.68 and 8.56, respectively, on a scale of 10 (0=completely unsatisfactory and 10=very satisfied).
Until June 30, 2020, form among 447 confirmed cases of COVID-19, 356 (80%) were imported, and only 55 (12%) local cases and 36 (8%) confirmed cases were from navy clusters. For the imported cases, 141 infected individuals tested positive on arrival at the Taiwan border, 150 infected individuals tested positive during the 14-day quarantine, and the remaining 65 individuals tested positive during cluster quarantine, home quarantine, or isolation (Table 1). The information-based disease control system was the main “driver” to successfully block the spread of COVID-19 at the border and away from the community. The local rate of penalization for violating the home quarantine policy was lower than 0.5% (n=720/175,720 people).

Table 1. Source of confirmed COVID-19 cases in Taiwan as on November 30, 2020.

<table>
<thead>
<tr>
<th>Records</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tests performed, n</td>
<td>110,685</td>
</tr>
<tr>
<td>Confirmed cases (positive rate), n (%)</td>
<td>679 (0.6)</td>
</tr>
<tr>
<td><strong>Imported cases</strong></td>
<td></td>
</tr>
<tr>
<td>Immigration testing</td>
<td>588 (86.6)</td>
</tr>
<tr>
<td>During home quarantine</td>
<td>232 (39.5)</td>
</tr>
<tr>
<td>Others</td>
<td>207 (35.2)</td>
</tr>
<tr>
<td>Locally acquired infections</td>
<td>149 (25.3)</td>
</tr>
<tr>
<td>Navy crew members aboard the Panshi Fast Combat Support Ship</td>
<td>55 (8.1)</td>
</tr>
</tbody>
</table>
| Imported cases, locally acquired infections, and navy crew members aboard the Panshi Fast Combat Support Ship are calculated relative to the number of confirmed cases.

Recommendation and Discussion

From the perspective of using data linkage to enhance pandemic control, the success of COVID-19 control in Taiwan was analyzed and could be attributed to 2 main data linkage models. These 2 main models enhance and improve 4 key public health strategies in Taiwan, including border control, prevention of community outbreaks, enhancement of personal hygiene, and prevention of nosocomial infections. Through data linkage between the NHIS and other departments, Taiwan was able to secure the supply of face masks and avoid nosocomial infections, which have been reported in previous studies [10,11]. The efficiency of the “centralized” data linkage model can be optimized as long as the integrity of the database is sufficient. Moreover, the range of travel history and the traveler’s identity can be expanded as the pandemic progresses. The amount of allowance to purchase face masks and participating vendors can also be adjusted as needed. Overall, it is quite feasible to have the aforementioned flexibilities in a country such as Taiwan where the NHIS has demonstrated great functionality and performance. Unlike Taiwan, the United States has multiple insurance systems. Nevertheless, it is still feasible to use existing web-based medical networks to create similar data linkages through additional effort. From the border to the community, the information-oriented prevention system is considered a type of “downstream supply chain” of data linkage, and the key to
its success is attributed to the accuracy and timeliness of data collection [6,12]. For instance, for people who require home quarantine, within the first hour or 2 hours of arrival, the information should be sent directly to the civil affairs personnel of the appropriate residential area. This process can significantly ensure that information is received in a timely manner and can avoid any flaws in disease prevention. It is essential to implement the correct system at the right time to reinforce border management and prevent community outbreaks. Therefore, using the agile approach instead of the traditional approach in building the correct system is preferable during the COVID-19 outbreak.

Similar to other countries that rely heavily on information technologies, it is essential to establish a balance between disease prevention and personal data protection. However, the public generally agrees with and follows the necessary pandemic control policies despite the concern of personal data protection. Unlike Taiwan, South Korea has implemented a law allowing the government to reduce the level of personal data protection during the critical phase of the pandemic [13]. The government of Taiwan applies the current Infectious Disease Control Act and Personal Data Protection Act and openly discloses the prevention measures that are required to be followed by all travelers on entering Taiwan. On May 28, 2020, the CECC announced guidelines for contact information–based measures and data collection in response to the COVID-19 outbreak to ensure personal data protection and facilitate outbreak investigations. On the other hand, Taiwan chose to use a less privacy-sensitive DT approach, such as using smartphone-based station tracking instead of real-time GPS technology to monitor people who are in home quarantine or home isolation. Furthermore, a proposal has been approved, endorsed, and authorized by the legislature to eliminate all the unnecessary electronic records and linkages after the pandemic, which can also be adopted by other countries.

Currently, Taiwan has been free from local COVID-19 transmission for more than 200 days. The CECC has cautiously reopened the economy in a stepwise manner. As the restrictions on social activities are being lifted gradually, the “from border to community” information-driven prevention system continues to strengthen border control, ensuring that imported cases can be isolated immediately to minimize contact with others and information on the number of screenings performed and the number of confirmed cases can be compiled at the airport on a daily basis. Furthermore, the system can also help analyze and understand the changes in the number of confirmed cases overseas once border restrictions are lifted and adjustments are made to border control policies accordingly. Furthermore, in the post–COVID-19 era, new technology-driven practices will now form a part of “the new normal.” The government and organizations need to adopt new DT systems during the pandemic and devise methods to normalize these new practices. These new technology-driven work practices are usually implemented during the most severe times under high-pressure conditions and often without former experience or training. Taiwan’s experience can therefore be considered a valuable reference for other countries to further the current understanding of how DT can be embedded within government practices and form the “new normal” in the post–COVID-19 era.

In conclusion, the integrity, accuracy, and timeliness of data linkage and DT infrastructure ensure that essential public health interventions, such as border control, quarantine, case detection, contact tracing, and universal surgical mask–wearing can be effectively implemented and become the foundation of the highly successful COVID-19 pandemic response in Taiwan.

Acknowledgments
We appreciate the support from the Department of Information Management and Centers for Disease Control at the Ministry of Health and Welfare, Department of Cyber Security of the Executive Yuan, and the National Immigration Agency at the Ministry of the Interior of Taiwan.

Authors’ Contributions
All authors contributed substantially to this study. IMP and HYC conceived and designed the study, and contributed to the manuscript equally. FCW, HWJ, HCW, and YLH prepared the figures and tables. WCL, FCW, and LYL drafted the manuscript. All authors contributed to the interpretation of data, critically revised the manuscript, and approved the final manuscript.

Conflicts of Interest
None declared.

References


Abbreviations

CECC: Central Epidemic Command Center
DT: digital technology
NHIA: National Health Insurance Administration
NHI IC card: National Health Insurance IC card
NHIS: National Health Insurance System
SARS: severe acute respiratory syndrome

©Wei-Cheng Lo, Fu-Chung Wang, Li-Yin Lin, Hong-Wei Jyan, Hsuan-Chien Wu, Yao-Liang Huang, I-Ming Parng, Hung-Yi Chiou. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 07.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the...
Lo et al

Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.
Understanding Public Perceptions of COVID-19 Contact Tracing Apps: Artificial Intelligence–Enabled Social Media Analysis

Kathrin Cresswell¹, BSc, MSc, PhD; Ahsen Tahir²,³, BSc, MSc, PhD; Zakariya Sheikh⁴; Zain Hussain⁴, BSc, MBChB; Andrés Domínguez Hernández⁵, BSc, MSc, PhD; Ewen Harrison⁴, MB, ChB, MSc, PhD, FRCS; Robin Williams⁶, MA, MSc, PhD; Aziz Sheikh¹, BSc, MBBS, MSc, MD; Amir Hussain³, BEng, PhD

¹Usher Institute, The University of Edinburgh, Edinburgh, United Kingdom
²School of Computing, Edinburgh Napier University, Edinburgh, United Kingdom
³University of Engineering and Technology, Lahore, Pakistan
⁴Edinburgh Medical School, The University of Edinburgh, Edinburgh, United Kingdom
⁵Department of Computer Science, University of Bristol, Bristol, United Kingdom
⁶Institute for the Study of Science, Technology and Innovation, The University of Edinburgh, Edinburgh, United Kingdom

Corresponding Author:
Kathrin Cresswell, BSc, MSc, PhD
Usher Institute
The University of Edinburgh
Teviot Place
Edinburgh, EH8 9AG
United Kingdom
Phone: 44 (0)131 651 4151
Email: kathrin.cresswell@ed.ac.uk

Abstract

Background: The emergence of SARS-CoV-2 in late 2019 and its subsequent spread worldwide continues to be a global health crisis. Many governments consider contact tracing of citizens through apps installed on mobile phones as a key mechanism to contain the spread of SARS-CoV-2.

Objective: In this study, we sought to explore the suitability of artificial intelligence (AI)–enabled social media analyses using Facebook and Twitter to understand public perceptions of COVID-19 contact tracing apps in the United Kingdom.

Methods: We extracted and analyzed over 10,000 relevant social media posts across an 8-month period, from March 1 to October 31, 2020. We used an initial filter with COVID-19–related keywords, which were predefined as part of an open Twitter-based COVID-19 dataset. We then applied a second filter using contact tracing app–related keywords and a geographical filter. We developed and utilized a hybrid, rule-based ensemble model, combining state-of-the-art lexicon rule-based and deep learning–based approaches.

Results: Overall, we observed 76% positive and 12% negative sentiments, with the majority of negative sentiments reported in the North of England. These sentiments varied over time, likely influenced by ongoing public debates around implementing app-based contact tracing by using a centralized model where data would be shared with the health service, compared with decentralized contact-tracing technology.

Conclusions: Variations in sentiments corroborate with ongoing debates surrounding the information governance of health-related information. AI-enabled social media analysis of public attitudes in health care can help facilitate the implementation of effective public health campaigns.

(J Med Internet Res 2021;23(5):e26618) doi:10.2196/26618
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Introduction

SARS-CoV-2 is a major global threat to public health. Many governments worldwide are using mobile apps for contact tracing of citizens to contain the spread of SARS-CoV-2 [1]. The contact tracing applications used vary within and between countries, but they generally track movements of individuals and aggregate data to communicate to users when they may have been exposed to the virus, and if they need to be tested and/or self-isolated.

The higher the user base of contact tracing apps, the larger the anticipated impact on reducing the estimated effective reproduction number of the virus [2,3]. However, there is inconsistent and incomplete uptake of these technologies, especially in individualistic societies where intended users may perceive such apps to be of limited personal benefit or infringing on personal privacy and where the use of such apps is difficult to mandate [4,5]. To understand what public health measures may promote the use of contact tracing apps in the United Kingdom, policy makers need to understand the reasons why members of the public may be hesitant to use them. The empirical literature shows how attitudes of prospective users influenced by their individual backgrounds, technological features of the app in question, and perceived benefits and trade-offs can be a key barrier to the effective implementation of such apps (see Textbox 1) [6-9].

More than half of the world’s population, and around two-thirds of the UK population, currently use social media platforms, with significantly increased engagement levels during the ongoing pandemic [10]. We here sought to explore how analyzing public attitudes on these forums can provide insights into low levels of adoption of contact tracing apps in the United Kingdom. Our recent work has demonstrated the value of artificial intelligence (AI)–based sentiment analysis of social media data [11].

Textbox 1. Factors likely to impact the use of contact tracing apps identified in the literature.

- **Individual backgrounds**: demographics, health status, involvement with COVID-19, and previous experiences (technology, health, and other factors associated with COVID-19).
- **Technological features**: effectiveness, privacy, security, cost, trust in system vendor, performance and reliability (eg, false-positive or false-negative alerts), compatibility with installed base, interoperability, and architecture of systems (eg, centralized vs decentralized).
- **Perceived benefits**: self, society, research, epidemiology, mediators (eg, if the user or others will take action based on risk, if they care about the environment or society, if they believe data will be used effectively), and tension between perceived benefit to the user and altruistic benefit to the whole population.
- **Perceived trade-offs, risks, and limiting factors**: data collected (who will know what about the user), risk of marginalization of certain demographic groups, level of control of who sees what aspects of data and who can retain it for how long, and transparency of app.

Methods

Data Sources

To assess the potential of an AI-based sentiment analysis to understand public views and concerns, we analyzed data from two popular social media platforms—Facebook and Twitter. Facebook posts were extracted using the CrowdTangle platform [12], and Twitter posts were extracted from the COVID-19 Twitter chatter dataset, constructed by Panacea Lab (using a publicly available Twitter application programming interface) [13]. English-language Facebook posts and tweets posted in the United Kingdom from March 1 to October 31, 2020, were extracted, and thematically filtered using a two-step process, for keywords related to both COVID-19 and contact tracing apps. The Twitter dataset was already filtered with predefined COVID-19–related keywords as detailed previously [13], and the same keywords were used to apply an initial filter to the Facebook data. The following contract tracing app–related keywords for the second step filtering were selected by our interdisciplinary team: “covid app,” “tracing app,” “contact tracing,” “privacy,” “security,” “app security,” “app privacy,” “contain virus spread,” “movement tracking,” “tracking,” and “surveillance.” Following geographical filtering for the United Kingdom, a total of 2000 tweets and 8000 Facebook posts were obtained for the analysis.

Analysis

A novel ensemble-based AI model developed by the authors in a recent study [14] was adapted and utilized for this study, by combining lexicon rule-based and deep learning (DL)–based approaches. Specifically, an average-weighting ensemble [15] of lexicon-based models, including Valence Aware Dictionary and Sentiment Reasoner (VADER) [16] and TextBlob [17], was combined with a state-of-the-art DL-based model Bidirectional Encoder Representations from Transformers (BERT) [18]. The overall hybrid rule-based ensemble method is illustrated in Figure 1.

The hybrid rule-based ensemble model was hyperparameter tuned based on manual validation by using 1000 randomly selected posts and labelled by the team. Specificity and sensitivity analyses showed that the lexicon-based model demonstrated better performance accuracy for positive sentiment and that the DL-based BERT model demonstrated enhanced accuracy for neutral and negative sentiments, as shown in the confusion matrices (Multimedia Appendix 1). The TextBlob lexicon-based model utilizes a higher weight (0.52) than the VADER model, as it demonstrated marginally better accuracy (VADER × 0.48 + TextBlob × 0.52) for positive sentiments. For the ensemble, weighted averaging was utilized to combine the two lexicon-based models. The output of the weighted average lexicons was combined with the DL-based BERT model through a rule-based approach. For positive sentiments, the weighted average output of the lexicon models was selected as
the final output. For neutral and negative sentiments, the output of the DL-based BERT model was chosen as the final output.

**Figure 1.** Hybrid rule-based ensemble model for sentiment classification of social media data. AI: artificial intelligence; BERT: Bidirectional Encoder Representations from Transformers.

**Ethics**

No ethical review was necessary since the data analyzed was fully in the public domain. A thorough assessment of the privacy risk to individuals posed by our research was conducted to ensure compliance with relevant sections of the General Data Protection Regulation (GDPR). We have also striven to comply with best practices for user protection to ensure no nonpublic material was included in our dataset.

**Data Availability**

The code and data used for data analysis and generation of figures are openly available on GitLab [19] for reproducibility and transparency of the analysis. Due to the computationally expensive nature of the code, we recommend using a high-performance computing resource.

**Results**

**Figure 2** shows the average weekly sentiment trends on using contact tracing apps on Facebook and Twitter. The sentiments were computed by utilizing our ensemble-based AI model to predict the overall polarity of each post as positive, negative, or neutral. Due to the relatively small number, sentiments extracted from Facebook and Twitter posts were combined using weighted weekly averages. Sentiment word clouds were used to explore the topics being discussed at different time points of interest (Figure 2). Overall, the average positive sentiments were found to far outnumber the negative sentiments. We observed a six-fold difference between the sentiment type, with 76% positive and 12% negative sentiments. These were found to broadly corroborate with findings from independent surveys that show strong support for contact tracing apps. For example, an Ipsos MORI survey of 1983 UK adults conducted in May 2020 found that two-thirds (67%) of the population was in support and 12% was against the government’s plans to use a smartphone app to track and trace new cases of COVID-19 [20]. However, the public’s attitudes were found to be heavily influenced by demographics and the digital divide [12,21]. Several new survey studies are currently underway to explore public attitudes towards contact tracing apps.

**Figure 2** illustrates some of the key events that are likely to have influenced changes in the public’s sentiments toward using contact tracing apps. Following the successful implementation of contact tracing strategies in several East Asian countries and high-profile research reporting that app-based contact tracing was likely to be effective in curbing the spread of the virus [22-24], Apple and Google partnered on developing a decentralized COVID-19 contact tracing technology [25]. Shortly after, the UK government released contact tracing guidance with plans to develop a home-grown app and deploy it through a centralized model, implying that individual information would be shared with health services [26,27]. This model was controversial, primarily driven by public concerns around privacy and security of the app, its incompatibility with iPhones, and potential breaches of the Data Protection Law [28]. In June 2020, the centralized UK app was abandoned [29]. In August 2020, the UK government decided to implement the decentralized contact tracing system developed by Apple and Google [30], launching the app in September 2020 [31]. Since then, there have been concerns around high rates of false-positive COVID-19 cases reported via the app, hindering its uptake among the public [32].

We also carried out spatial mapping of the sentiments extracted from geo-tagged tweets to counties in the United Kingdom (see **Figure 3**). Most tweets had an overall positive sentiment toward COVID-19 contact tracing. The counties with the most positive sentiment included Lincolnshire, Norfolk, Nottinghamshire, Leicestershire, and Northamptonshire in England, and Stirling, Fife, Dumfries and Galloway, East Ayshire, and West Lothian in Scotland. Counties with the most negative sentiment were Suffolk, Somerset, Devon, and North Yorkshire—all in England.
Figure 2. Average weekly sentiments extracted from Facebook and Twitter posts (combined) in the United Kingdom.

Figure 3. Spatial mapping of (averaged) UK public sentiment related to COVID-19 contact tracing apps on Twitter.
Discussion

Principal Findings

This study has provided insights into some of the underlying issues and concerns surrounding contact tracing apps, and particularly how decisions surrounding system architecture (eg, centralized vs decentralized) can influence public attitudes.

More fine-grained spatiotemporal variation in sentiments across the United Kingdom, and globally, should be further studied. Failure to pay timely attention to negative attitudes and resistance to emerging technologies in population health can have potentially damaging consequences, whereas an understanding of barriers can facilitate the development of effective interventions.

Limitations of our preliminary analysis include that social media platform users are largely not representative of the total UK population (eg, users are younger, more left-wing, and have higher incomes) [33]. Only about 15% of UK adults are regular Twitter users, with activity levels varying among passive and active users, and the demographics of users do not reflect the demographics of the general population [34]. It has also been shown that sentiments of tweets can vary across geographical locations and may therefore reflect the demographics of the population being studied [35]. Variations in sentiments can occur at an individual level, influenced by personal experiences and changes not necessarily related to the subject of the tweet [36]. The developed ensemble-based sentiment analysis approach can be optimized by using additional labelled data for transfer learning and fine-tuning the BERT base model. Adaptive neuro-fuzzy inferencing [37] can also be utilized to replace the current nonadaptive (weighted-average and logical rule-based) constructs.
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Abstract

Background: The use of technology to support health and health care has grown rapidly in the last decade across all ages and medical specialties. Newly developed eHealth tools are being implemented in long-term management of growth failure in children, a low prevalence pediatric endocrine disorder.

Objective: Our objective was to create a framework that can guide future implementation and research on the use of eHealth tools to support patients with growth disorders who require growth hormone therapy.

Methods: A total of 12 pediatric endocrinologists with experience in eHealth, from a wide geographical distribution, participated in a series of online discussions. We summarized the discussions of 3 workshops, conducted during 2020, on the use of eHealth in the management of growth disorders, which were structured to provide insights on existing challenges, opportunities, and solutions for the implementation of eHealth tools across the patient journey, from referral to the end of pediatric therapy.

Results: A total of 815 responses were collected from 2 questionnaire-based activities covering referral and diagnosis of growth disorders, and subsequent growth hormone therapy stages of the patient pathway, relating to physicians, nurses, and patients,
parents, or caregivers. We mapped the feedback from those discussions into a framework that we developed as a guide to integration of eHealth tools across the patient journey. Responses focused on improved clinical management, such as growth monitoring and automation of referral for early detection of growth disorders, which could trigger rapid evaluation and diagnosis. Patient support included the use of eHealth for enhanced patient and caregiver communication, better access to educational opportunities, and enhanced medical and psychological support during growth hormone therapy management. Given the potential availability of patient data from connected devices, artificial intelligence can be used to predict adherence and personalize patient support. Providing evidence to demonstrate the value and utility of eHealth tools will ensure that these tools are widely accepted, trusted, and used in clinical practice, but implementation issues (eg, adaptation to specific clinical settings) must be addressed.

Conclusions: The use of eHealth in growth hormone therapy has major potential to improve the management of growth disorders along the patient journey. Combining objective clinical information and patient adherence data is vital in supporting decision-making and the development of new eHealth tools. Involvement of clinicians and patients in the process of integrating such technologies into clinical practice is essential for implementation and developing evidence that eHealth tools can provide value across the patient pathway.

(J Med Internet Res 2021;23(5):e27446) doi:10.2196/27446
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Introduction

eHealth Implementation

The implementation of eHealth solutions in clinical practice is growing rapidly [1]. Digitalization of the health sector brings many opportunities, such as the collection of patient-generated data [2] and the provision of health services over distance, also known as telehealth [3]. These technological advances are supporting a paradigm shift towards more integrated health care [4]. However, implementing technologies in the highly complex setting of health care delivery faces many challenges, which include both technical and human factors (eg, organizational issues, service integration, usability, legal frameworks, privacy) [5].

Opportunities of eHealth for Patient Empowerment in Growth Hormone Therapy

Pediatric endocrinology (the management of endocrine disorders in children) has adopted eHealth solutions for decades. For example, diabetes mellitus education uses game-based interventions [6,7], and more recent advanced technologies, such as augmented reality [8] and robotics [9], have been integrated into education and assistive care in diabetes mellitus. These approaches have traditionally looked at chronic conditions that require intensive lifestyle modifications, where lack of adherence to medication has a negative impact, with an increased risk of health complications and hospitalization.

Similarly, one of the areas that may benefit from implementation of novel eHealth tools is the long-term use of growth hormone therapy in the management of childhood growth failure. Growth hormone therapy is indicated for a heterogeneous set of growth disorders: in addition to growth hormone deficiency, approved pediatric indications include Turner syndrome, short stature after being born small for gestational age, Noonan syndrome, Prader-Willi syndrome, SHOX (short stature homeobox-containing gene) deficiency, chronic renal failure, and idiopathic short stature, although licensed indications vary by country and growth hormone formulations [10,11]. Importantly, growth hormone affects not only growth of children, but also metabolism, cardiovascular health, bone strength, and quality of life in the short and long term [12-14]. These effects continue into adult life, and a proportion of patients treated as children continue to require growth hormone therapy as adults. During the transition from pediatric to adult care, eHealth tools have been shown to be important in supporting patients to achieve positive outcomes and enhance ongoing engagement with health care [15,16].

The case of growth hormone therapy is somewhat different from that of diabetes because patients do not require intensive or large-scale lifestyle modifications. Because growth hormone therapy is administered by daily injection, the most important self-management behavior is adherence to medication, which affects long-term outcome. Growth hormone therapy for children with short stature must be administered consistently and with a high level of adherence over many years for an effective gain in height and optimal adult height [17]. Therapy is required from early childhood to adolescence; therefore, support and involvement of the patient’s family and caregivers are crucial to achieving the best outcomes. Thus, eHealth tools to support growth hormone therapy must be developed with a holistic approach that involves the family and must also take into consideration physiological, psychological, and developmental changes as children grow, with a view to using these tools over many years [18,19]. Additionally, some of the conditions that are supported with growth hormone therapy are classified as rare diseases (incidence <1 in 2500 [20]), posing extra challenges. Physicians’ knowledge may be limited, which can often lead to delayed referral and diagnosis, and the small number of patients creates difficulties in collection of data to generate large and meaningful data sets unless performed on an international scale. The collection of adherence data is of crucial importance [21] to optimizing adherence and improving adult height [22,23].

An optimal adult height is attained through the early recognition and understanding of the different causes of growth failure, thus leading to early referral, diagnosis, and growth hormone therapy
initiation. As mapped out in Figure 1, outcomes can be improved at all stages of the patient journey through comprehensive monitoring of growth, education, and clinical support to achieve a high level of therapy adherence. We surmised that eHealth tools could play a significant role in the management of growth disorders and growth hormone therapy through additional and comprehensive support and monitoring.

**Figure 1.** Patient journey for children with growth failure and those who receive growth hormone therapy. GH: growth hormone; GP: general practitioner; HSDS: height standard deviation score; Ht: height; HV: height velocity; IGF-1: insulin-like growth factor-1; PSP: pediatric specialist physician; SDS: standard deviation score.

**Objective**

We aimed to develop a framework for using eHealth tools in the identification, investigation and diagnosis of growth failure and the management of growth hormone therapy in pediatric patients. Development of this framework was carried out as a multistep process, guided by the principles of participatory research involving key informants across a series of workshops and virtual activities. Similar approaches have been widely applied in medical informatics to identify implementation challenges of digital health tools [24], including the application of the Delphi method [25] in other endocrine disease areas [26] and eHealth for pediatrics [27].

**Methods**

Initially, we conducted 3 online webinars with presentations and interactive discussions around key concepts and issues of eHealth, including data science and use in pediatric patients with growth failure and growth hormone therapy. Based on active involvement in this initial step, a group of 12 participants were subsequently invited to more detailed discussions. This report describes the approach that was adopted for these online detailed discussion workshops and is outlined (Figure 2) and explained in more detail in the following sections.

The 12 participants were pediatric endocrinologists who have experience in the treatment of growth disorders. Convenience sampling was used to select participants on the basis of previous participation, interest or experience in eHealth activities, and patients’ use of connected injection devices for growth hormone therapy. Sampling also considered participants on the basis of providing worldwide geographical representation, with participants from Argentina, Brazil, Finland, France, Germany, Malaysia, Sweden, Spain, Taiwan, and the United Kingdom, encompassing a wide base of health care and socioeconomic conditions. The participants completed preparation activities that included reading relevant publications [28-30], brainstorming activities (see Multimedia Appendix 1), and completing an adapted version of the eHealth literacy scale (eHEALS) survey [31] related to digital health literacy (see Multimedia Appendix 2).

The brainstorming activities solicited opinions of the participants on opportunities, challenges, and established or potential eHealth tools relating to 3 stakeholder groups: (1) pediatric endocrinologists, (2) patients and their parents/caregivers, and (3) nurses. Simultaneously, the pediatric endocrinologists completed a survey about their perception of eHealth tools in aiding clinical decisions and their confidence in use of such tools, with results quantified as proportions of respondents agreeing or disagreeing with the statements on a 5-point scale. The brainstorming activities and surveys were designed using the SurveyMonkey tool (SVMK Inc).
Workshop participation methodological steps. Each step was carried out twice, first in relation to referral and diagnosis stages and second in relation to all stages from growth hormone therapy initiation to completion.

For the first online workshop, the physicians completed the brainstorming exercise and eHealth literacy questionnaire with respect to the first part of the patient journey (Figure 1), through referral and diagnosis. For the second online meeting, the exercise and questionnaire were completed with respect to the subsequent stages of the patient journey from start of growth hormone therapy, through monitoring, tracking, and assessment of outcomes, to either growth hormone discontinuation or into the transition phase from pediatric to adult care for patients still requiring growth hormone therapy.

In each case, the brainstorming responses were initially categorized according to common themes, which were then discussed in the online workshops under the moderation of PD who was the key facilitator and with additional availability of textual responses. The brainstorming responses for each of the 3 categories of opportunities, challenges, and eHealth tools were finally categorized as relating to process, clinical pathway (including diagnostics for the first meeting), or education. These 3 main categories reflected important aspects for the implementation of eHealth solutions in clinical practice and formed the basis for the framework for best practices: (1) process—responses that related to everyday tasks that aided the distance and time logistics required by the specified people for delivery of health care; (2) clinical—responses relating to the medical condition, including those relating to establishing diagnosis; and (3) education—responses relating to digital technologies that can enhance learning and understanding of the condition, and therapy for either health care specialists or the patients and families.

Results

Survey Responses

A total of 815 responses were received from the 2 brainstorming exercises, comprising 419 in relation to referral and diagnosis stages and 396 relating to growth hormone therapy stages. In each case, the responses were grouped and categorized; Figure 3 shows the grouped responses relating to physicians for the referral and diagnosis stages, while Figure 4 shows the growth hormone therapy stages (responses relating to patients/parents/caregivers can be found in Multimedia Appendix 3 for referral/diagnosis and Multimedia Appendix 4 for growth hormone therapy, and responses relating to nurses in Multimedia Appendix 5 for referral/diagnosis and Multimedia Appendix 6 for growth hormone therapy). In the following subsections we describe the responses provided, assigned to each group in turn.
Brainstorming Responses Relating to Physicians

**Growth Monitoring and Screening**

For the referral and diagnosis stages, the perceived opportunities for physicians largely concerned process, particularly regarding digital reminders to record growth. It was noted that this could be done by primary care personnel, such as in Finland where children’s height is routinely monitored and data immediately entered and integrated into electronic health records. Machine learning or artificial intelligence algorithms could be used to identify faltering growth and be followed by notification of health care professionals of this issue. Although such a system may overestimate referrals, it could support earlier diagnosis of conditions such as Turner syndrome and SHOX deficiency; it was noted that physicians may lack knowledge of these types of conditions, and pediatricians may not readily associate signs or symptoms with a diagnosis, resulting in late referral and therapy delay. Algorithms that have been developed to follow through symptomatic characteristics to identify the cause of growth failure could be incorporated into eHealth tools to aid physicians through the early stages of the referral and diagnostic process. Streamlining the screening, referral, and diagnostic process may expedite subsequent genetic testing, particularly for rare conditions associated with growth failure, thus identifying patients eligible for growth hormone therapy at an earlier stage.
Automated Height Measurements

At each stage of the patient journey, during referral, diagnosis, and monitoring of response to growth hormone therapy, the ability to accurately measure height electronically was cited as a significant area of development that could overcome the labor-intensive challenge of manually measuring height and inputting this into the patient record. There is potential for height and height velocity to be determined using electronic devices, such as mobile phones or tablet computers, which could be used by health professionals and parents or caregivers. Development of digital techniques for height measurement outside of the clinic would be very helpful in countries with remote rural communities where primary care is lacking, and data could be incorporated directly by linking to electronic health records. A tool that could be used by patients or caregivers to measure height electronically and be linked to artificial intelligence-based technology could increase the frequency of height measurements and provide a signal to health care providers about faltering growth to support earlier intervention.

Growth Hormone Response Prediction Models

The response to growth hormone therapy can be determined using validated prediction models that estimate potential adult height by incorporating parameters related to growth. These parameters include bone age, which is a determination of skeletal physiological maturity relative to chronological age through use of hand radiographs that can be evaluated with an automated digital method. There are multiple prediction models and a current lack of consensus regarding which of these is the gold standard. Clinicians wished to see a more unified international approach to growth prediction, which could subsequently lead to the incorporation of a model into an eHealth platform to aid clinicians in determining adult height.

Incorporation of prediction models into apps was considered a challenge, particularly given the lack of consensus on which model to use. It was, however, considered to be an important tool to allow identification of those patients who would most benefit from growth hormone therapy. Moreover, by using a digital device to measure height and then linking this to an electronic patient record, adult height prediction could be provided in a more seamless way through the integration of a prediction model into the process.

Communication, Logistics, and Engagement

Remote Delivery of Care and Communication

Communication between primary care and pediatric endocrine specialists, and others in multidisciplinary teams, was identified as an opportunity for eHealth tools to improve service provision. Multidisciplinary teams require good videoconferencing facilities; current platforms require improvements, such as increased bandwidth, to facilitate greater use of telemedicine. Guidelines for physicians that augment their ability to carry out online consultations are required, and education facilities for this could be provided through online workshops and video recordings.

One of the biggest challenges mentioned was constraints of time and distance when patients have to attend a hospital or clinic in order for assessments to be made. This may involve considerable travel over long distances (particularly for those in rural settings) and a large amount of time for both patients and health care personnel to ensure that appointments can be initiated and kept. Thus, the refinement of telecommunication systems will help to overcome this barrier.

Participants proposed that electronic health records could be used for automating appointments, referrals, and data reporting. As consultations improve efficiency, more information could be made available for each patient, giving interoperability greater importance in order that data entry does not require additional time. Overall, eHealth tools need to be efficient to use if they are to gain acceptance.

Patient Engagement

Digital technologies that can seamlessly record adherence with the therapy regimen allow of evaluation and timely intervention if adherence decreases over time. Adding adherence data to growth prediction models was considered a potential aid to the assessment of patients that would benefit from therapy and could be used as an additional variable in prediction of adult height.

Interactive games that motivate and engage the patient may also increase the long-term adherence to growth hormone therapy, and their development requires involvement of families, nurses, and physicians as key stakeholders.

Psychological Well-Being

One challenge for physicians is dealing with the psychological impact of growth hormone therapy. As patients move through different stages of their therapy journey, with evolving physical and emotional maturity, variations in therapy adherence are expected. Digital tools to evaluate the psychological status of patients could enable the identification and assessment of anxiety related to the condition and long-term therapy. Participants suggested that therapy-related psychology could be assessed using short online questionnaires, with standardization across different clinics. In addition, as online and digital tools are developed to deliver psychological interventions, these could be used to support patient care, thus reinforcing therapy adherence.

Evaluation of psychological status is particularly important at the end of pediatric care when patients who remain growth hormone–deficient transition to adult care in order to continue growth hormone therapy to optimize benefits of therapy beyond growth. Digital tools can be used to explain the pathway changes and specific needs to children and young adults, and can also provide feedback to refine care pathways.

Safety Assessments

Medical devices should also enable and encourage safety, with mechanisms built into the reporting platforms to individualize according to the specific diagnosis, therapy device, and condition of the patient. The reporting mechanism for safety concerns needs to be carefully considered to determine who should receive and respond to reports. Physicians could also be alerted to any problems in order to differentiate between...
background symptoms of the condition and adverse events potentially related to therapy.

**Brainstorming Exercise Responses From the Patient/Parent/Caregiver Perspective**

**Patient Education**

Physician perspectives on opportunities and eHealth tools relating to patients, parents, or caregivers predominantly focused on education, largely concerning patient awareness, access to trusted information, and increased remote training. Videoconferencing tools are already being used for this to some extent, but more online tools involving apps, websites, medical portals, and search resources are needed to provide information that is accurate, trustworthy (ie, endorsed or produced by reputable sources with knowledge in the area), and easily understood. These tools could also be used to increase access to and interaction with health care personnel; however, access may need to be limited to avoid out-of-hours timing, but this could be mitigated by use of technologies such as virtual assistants or “chatbots” to provide automated answers.

**Patient-Reported Outcomes**

Digital techniques to accurately measure height at home would enable growth to be monitored without the need for clinical review. These methods could also detect growth deceleration, with integration into electronic health records and prompting alerts sent to patients, parents, or caregivers. Therapy-related anxiety and psychological problems could be aided through games to generate interest in diagnosis and therapy, and to reduce needle anxiety. Appropriate tools could be developed to enhance psychological care, although it was noted that language barriers and digital access problems would need to be overcome to avoid digital exclusion and polarization of patients. Behavioral management may be enhanced through educational tools with a holistic approach, incorporating factors such as good nutrition and exercise to improve metabolic and physical outcomes beyond growth.

**Brainstorming Exercise Responses From the Clinic Nurse Perspective**

Responses in regard to nurses, similar to those from physicians, were more often related to process, including support for adherence, and on the medical devices used for therapy delivery. These patient-support tasks are frequently the responsibility of specialized nurses. Difficulties were noted in the delivery of roles, including patient testing, education, and ongoing support, which could be made easier by improved digitalization of and access to records, telemedicine technologies, and remote monitoring; eHealth tools could relieve nurses of some duties, yielding more time for personal interaction with the patient.

Responses also indicated challenges in the receipt and delivery of training and education to nurses around the management of growth failure and therapy, with limited opportunities for learning. In some counties, clinics do not have specialist nurses, and responsibilities may be inadequately defined, with no clear career paths. In such situations, online interactive learning resources could support training.

During growth hormone therapy, virtual reality or augmented reality immersive experiences could help with training and distraction during injections and blood sampling. During transition from pediatric to adult care, digital tools can assist nurses in providing psychological support and education for patients.

**eHealth Literacy Survey**

The questionnaire results indicated that the majority of the participants felt that eHealth tools were useful, but some were uncertain about evidence for their usefulness. There was also some uncertainty about what eHealth tools are currently available and how to use them. Most felt that digital tools are important and that they had the skills to use them, but many lacked confidence in their use largely due to the perceived lack of evidence. The respondents indicated that more data on the effectiveness of eHealth tools need to be presented for mainstream use in clinical practice, and interoperability would be required for routine clinical use.

**Pediatric Growth Disorders and Growth Hormone Therapy Management Framework**

From the workshop and questionnaire information, we devised a framework for developing eHealth tools for growth disorders and growth hormone therapy, as shown in Figure 5. The framework was devised to support integration of new eHealth tools into health care systems and assist health care professionals, patients, and families throughout the patient journey.
Figure 5. Framework for managing pediatric growth disorders and growth hormone therapy mapped to the patient journey. AR/VR: augmented reality/virtual reality; HCP: healthcare provider.

Discussion

Principal Findings

We are not aware of any similar studies and, to the best of our knowledge, this is the first time global experts in pediatric endocrinology have come together to consider possible eHealth solutions for the care of children and young people with growth disorders. Our work has led to greater understanding of the acceptability, confidence, and knowledge of the use of eHealth tools in growth disorders, and has opened up digital health care options to improve current clinical management.

Several key themes arose, which were aligned across the themed stakeholder groups considered: physicians, patients/parents/caregivers, and nurses. It was agreed that communication through established and novel technologies are likely to provide significant opportunities to improve interactions between clinicians across the health sector and to facilitate diagnosis, referral, and patient management. Importantly, telecommunication has the potential to improve management of patients who may be in isolated communities or rural areas remote to the central health care provider and to enable parents and caregivers to rapidly communicate with health care professionals when problems arise [32]. Connected digital systems will reduce travel time for families and reduce time of missed education, in turn supporting cost and efficiency savings for families and health services [33]. Integration of these systems into electronic patient records would optimize this process.

Additionally, physicians suggested that parents and caregivers would value electronic processes to help them manage appointments, that administration tasks should be automated, and that improved interoperability between systems and within and across centers would allow sharing and integration of vital patient information.

Rapid development of technology could also facilitate the earlier identification of growth disorders through electronic screening programs, with the proviso that the input of height data is accurate. Thus, the development of a mobile phone or tablet-based tool that can accurately measure height in the home environment and that could link with a centralized electronic system may accelerate the identification and referral of patients with short stature and poor growth, reducing the prevalence of late diagnosis of rare disorders of growth where other comorbidities may exist [34-36]. However, a reliable electronic system for early identification of growth disorders is complex and will depend on the integration of systems that monitor height at home and in the clinical environment, with a high sensitivity and specificity [37].

Once a diagnosis of growth failure has been established, an accurate and validated digital tool to monitor height will provide a means of assessing response to growth hormone therapy. Response to growth hormone therapy and improved adherence are both predictors of adult height [23,38,39]. Fundamental to this is the use of artificial intelligence to understand and analyze patient growth data, which can be fed into an electronic health record. When patients become established on growth hormone, clinicians would value a unified means of predicting adult height, encompassing the diverse growth prediction models currently available [40-43]; identifying the impact of growth hormone through prediction models on digital platforms that link to or are embedded in patient records can aid optimization of therapy.

Education was identified as a key area to which eHealth tools could add significant value. Physicians, nurses, and families (including the patients) require relevant and trusted information delivered in an engaging, and developmentally and professionally appropriate way to support the rapid acquisition in knowledge [44,45]. Recent advances in medical education for patients and clinicians have focused on using immersive virtual and augmented reality (AR/VR), app-based interactive training, virtual assistants to answer questions in real-time, 3D modeling, and online real-time education [8,46,47]. In particular, virtual assistants or chatbots have been identified as a technology suitable for supporting patient groups with focused information available in real time [48-50]. One of the challenges in using novel technology-based education is ensuring that hard-to-reach and vulnerable groups have appropriate access to and understanding of these tools [51,52].

Participants also suggested that eHealth tools could be developed to support adherence to growth hormone therapy through the identification of therapy-related psychological and medical issues, potentially via access to data on patient-reported outcome measures [53] or ecological momentary assessments [54]. Given
the psychological and physiological changes that take place during growth and puberty, these tools will need to be versatile and responsive, supporting patients and their families during the transition from pediatric to adult health care settings [55]; furthermore, to mitigate the risk of future health complications, such tools need to reiterate education and prevent disengagement from health care [15,16,56]. Importantly, eHealth tools were also cited as an option to address some of the psychological issues identified, with digital platforms providing online psychological support; technologies including VR or AR could provide a means of reducing anxiety during painful procedures such as growth hormone injections, similar to the application of VR and AR as distraction tools in other conditions [8,46,56,57].

Although there was clear support for eHealth solutions to address challenges in the diagnosis and management of patients with growth disorders, results from the e-literacy questionnaire identified a need to ensure that the development and implementation of these tools is supported by a well-established evidence base and that integration within a clinical or home-based setting is supported by education and training.

The workshops and questionnaires have provided information that has led us to devise a framework to support the development of eHealth tools for growth disorders, which may also be relevant to other long-term conditions. The framework (Figure 5) has been devised as an eHealth overlay for the patient journey from identification of a problem, to diagnosis, implementation of therapy, and subsequent monitoring and support. The framework maps directly onto the patient pathway and thus will provide the relevant context for those developing novel technologies. It will support appropriate service and health care integration of new eHealth tools for health care professionals, patients, and families, which in turn will provide reassurance that technology development has appropriately addressed unmet needs for growth disorders.

Limitations

Participants in this study were chosen for their experience in childhood growth disorders and active interest and involvement in use of eHealth tools. However, participation was limited to physicians, albeit with significant experience in this field of medicine; thus, the views relating to patients, parents, caregivers, and nurses may be skewed by personal reflections and opinions, but responses were perhaps more directed and uniform. The relatively small number that provided responses and opinions may not be wholly representative of the pediatric endocrine community although they represented a wide geographical distribution, allowing us to consider the variation in health care systems in different countries. Due to logistic reasons, face-to-face meetings were not ideal, and we decided to conduct the workshops online, which might have restricted some activities that could have been better conducted through a face-to-face format. Although all participants were highly experienced pediatric endocrinologists, their differing backgrounds meant that there was an inherent variation in cultural perspectives, health care system setups, funding arrangements, and governmental priorities; however, this broad range of experiences could be viewed as reflective of real-world scenarios. Despite all participants having a strong interest in the use of digital techniques, eHealth tools may sometimes be seen to be purely theoretical, as they encompass technologies that could potentially be devised but are not yet established. The integration and adoption of our proposed eHealth framework into clinical practice remains to be assessed and rigorously tested in future studies.

Conclusions

By bringing together established and experienced pediatric endocrinologists from across the world, we have developed a framework for the implementation and integration of eHealth tools to support the identification and ongoing referral of children with growth disorders, and the subsequent management and monitoring of growth hormone therapy. Integration of eHealth tools in the management of patients with growth disorders will support height screening and regular height monitoring; improve communication; facilitate the delivery of and access to training and education for health care providers, patients, parents, and caregivers; improve therapy adherence; enable the earlier identification of problems; and support patients and families during their journey. Digitalization can enhance the collection of data from multiple sources to support research in low prevalence diseases, such as those treated with growth hormone, to build on best practice by providing an additional incentive for research collaboration using eHealth tools. The use of eHealth tools in the patient pathway has the potential to increase efficiency in care delivery while introducing cost benefits. The involvement of both service providers and service users is of crucial importance for the successful design and implementation of eHealth solutions. The credibility of these eHealth tools will be dependent on appropriate clinical evaluation of established and emerging digital tools. Moreover, training health care professionals and patients and their families in the use of eHealth tools while ensuring successful service integration and ongoing support will prevent the misuse or rejection of eHealth tools and unintended negative health consequences.

We conclude that novel eHealth tools have considerable potential for supporting patients and their families, and for health care providers in the detection and management of growth disorders. We envisage that our work may provide a blueprint for other chronic conditions that could benefit from eHealth tools in supporting long-term adherence.
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Abstract

As of March 2021, the SARS-CoV-2 virus has been responsible for over 115 million cases of COVID-19 worldwide, resulting in over 2.5 million deaths. As the virus spread exponentially, so did its media coverage, resulting in a proliferation of conflicting information on social media platforms—a so-called “infodemic.” In this viewpoint, we survey past literature investigating the role of automated accounts, or “bots,” in spreading such misinformation, drawing connections to the COVID-19 pandemic. We also review strategies used by bots to spread (mis)information and examine the potential origins of bots. We conclude by conducting and presenting a secondary analysis of data sets of known bots in which we find that up to 66% of bots are discussing COVID-19. The proliferation of COVID-19 (mis)information by bots, coupled with human susceptibility to believing and sharing misinformation, may well impact the course of the pandemic.
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Introduction

Globally, 2020 has been characterized by COVID-19, the disease caused by the SARS-CoV-2 virus. As of March 2021, the COVID-19 pandemic has been responsible for over 115 million documented cases, resulting in over 2.5 million deaths. The United States accounts for 24.9% of the world’s COVID-19 cases, more than any other country [1].

As the virus spread across the United States, media coverage and information from online sources grew along with it [2]. Among Americans, 72% report using an online news source for COVID-19 information in the last week, with 47% reporting that the source was social media [3]. The number of research articles focusing on COVID-19 has also grown exponentially; more research articles about the disease were published in the first 4 months of the COVID-19 pandemic than throughout the entirety of the severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) pandemics combined [4]. Unfortunately, this breadth, and the speed with which information can travel, sets the stage for the rapid transmission of misinformation, conspiracy theories, and “fake news” about the pandemic [5]. One study found that 33% of people in the United States report having seen “a lot” or “a great deal” of false or misleading information about the virus on social media [3]. Dr Tedros Adhanom Ghebreyesus, the Director-General of the World Health Organization, referred to this accelerated flow
of information about COVID-19, much of it inaccurate, as an “infodemic” [6].

Though the pandemic is ongoing, evidence is emerging regarding COVID-19 misinformation on social media. Rumors have spread about the origin of the virus, potential treatments or protections, and the severity and prevalence of the disease. In one sample of tweets related to COVID-19, 24.8% of tweets included misinformation and 17.4% included unverifiable information [7]. The authors found no difference in engagement patterns with misinformation and verified information, suggesting that myths about the virus reach as many people on Twitter as truths. A similar study demonstrated that fully false claims about the virus propagated more rapidly and were more frequently liked than partially false claims. Tweets containing false claims also had less tentative language than valid claims [8].

This trend of misinformation emerging during times of humanitarian crises and propagating via social media platforms is not new. Previous research has documented the spread of misinformation, rumors, and conspiracies on social media in the aftermath of the 2010 Haiti earthquake [9], the 2012 Sandy Hook Elementary School shooting [10], Hurricane Sandy in 2012 [11], the 2013 Boston Marathon bombings [12,13], and the 2013 Ebola outbreak [14].

Misinformation can be spread directly by humans, as well as by automated online accounts, colloquially called “bots.” Social bots, which pose as real (human) users on platforms such as Twitter, use behaviors like excessive posting, early and frequent retweeting of emerging news, and tagging or mentioning influential figures in the hope they will spread the content to their thousands of followers [15]. Bots have been found to disproportionately contribute to Twitter conversations on controversial political and public health matters, although there is less evidence they are biased toward one “side” of these issues [16-18].

This paper combines a scoping review with an unpublished secondary analysis, similar in style to Leggio et al [19] and Zhu et al [20]. We begin with a high-level survey of the current bot literature: how bots are defined, what technical features distinguish bots, and the detection of bots using machine learning methods. We also examine how bots spread information, including misinformation, and explore the potential consequences with respect to the COVID-19 pandemic. Finally, we analyze and present the extent to which known bots are publishing COVID-19–related content.

What Are Bots?

Before addressing issues surrounding the spread of misinformation, we provide a definition of bots, describe their typical features, and explain how detection algorithms identify bots.

Definition and Identification

Bots, shorthand for “software robots,” come in a large variety of forms. Bots are typically automated in some fashion, either fully automated or human-in-the-loop. There is a common conception that all bots spam or spread malware, but this is not the case. Some bots are benign, like the Twitter account @big_ben_clock, which impersonates the real Big Ben clock by tweeting the time every hour [21]. Others have even been used for social good, such as Botivist, which is a Twitter bot platform used for recruiting volunteers and donations [22]. Groups of bots can function in coordination with each other, forming what are called botnets [23]. One botnet of roughly 13,000 bot accounts was observed tweeting about Brexit, with most of these bot accounts disappearing from Twitter shortly after the vote [24]. Bots of all types are ubiquitous on social media and have been studied on Reddit [25,26], Facebook [27], YouTube [28], and Twitter [29], among other platforms.

Given their large variety, bots are often organized into subclasses, a selection of which we discuss here. Content polluters are one subclass; these are “accounts that disseminate malware and unsolicited content.” Traditional spambots, another subclass, are “designed to be recognizable as bots” [30]. Social bots—a newer, more advanced type of bot [31-33]—use “a computer algorithm that automatically produces content and interacts with humans on social media, trying to emulate and possibly alter their behavior.” There are also hybrid human-bot accounts (often called cyborgs) [34], which “exhibit human-like behavior and messages through loosely structured, generic, automated messages and from borrowed content copied from other sources” [35]. It is not always clear which category a bot may fall into (eg, if a given social bot is also a cyborg).

Various methods have been used to identify bots “in the wild,” so as to build the data sets of known bots used to train bot-detection algorithms. One method, the “social honeypot” [36], mimics methods traditionally used by researchers to monitor hacker activity [37] and email harvesting [38]. Specifically, social honeypots are fake social media profiles set up with characteristics desirable to spammers, such as certain demographics, relationship statuses, and profile pictures [39]. When bots attempt to spam the honeypots (by linking malware-infested content or pushing product websites), researchers can easily identify them.

Technical Features of Bots

Overview

Features that distinguish bots from humans roughly fall into three categories: (1) network properties, such as hashtags and friend/follower connections, (2) account activity and temporal patterns, and (3) profile and tweet content. These feature categories have the advantage of being applicable across different social media platforms [27].

Network Properties

Networks based on friend/follower connections, hashtag use, retweets, and mentions have been used in a number of studies that seek to identify social bots [40-43], exploiting network homophily (ie, humans tend to follow other humans and bots tend to follow other bots). As bots become more sophisticated, network properties become less indicative of them; studies have found groups of bots that were able to build social networks that mimic those of humans [44].
Account Activity and Temporal Patterns

Patterns of content generation can be good markers of bots. Bots compose fewer original tweets than humans, but retweet others’ tweets much more frequently, and have a shorter time interval between tweets [40]. Ferrara et al [31] found that humans are retweeted by others more than are bots, suggesting that bots may struggle to compose convincing or interesting tweets. However, many others have found this not to be the case [15,16,33]. Finally, humans typically modify their behavior during each online session; as the session progresses, the density of new tweets decreases. Bots do not engage in these “sessions” of social media usage, and accordingly do not modify their behavior [45].

Profile and Tweet Content

Profile metadata such as account age and username can be used to identify social bots. Ferrara et al [31] showed that bots have shorter account age (i.e., the accounts were created more recently), as well as longer usernames. Automatic sentiment analysis of tweet content has also been studied as a means of distinguishing bots from humans. One study found humans expressed stronger positive sentiment than bots, and that humans more frequently “flip-flopped” in their sentiment [42].

Detection of Bots

Over the past decade, several teams have sought to develop algorithms that successfully identify bots online. Social media platforms use similar algorithms internally to remove accounts likely to be bots. These algorithms originated in early attempts to identify spam emails [46], social phishing [47], and other types of cybercrimes [37]. With the advent of online communities, cybercriminals turned their attention to these sites, eventually creating fake, automated accounts at scale [48]. Table 1 provides a summary of several prominent papers on bot identification. We note that the details of specific machine learning algorithms are beyond the scope of this paper and therefore are not included in this manuscript.

Table 1. Review of state-of-the-art detection of bots on Facebook and Twitter.

<table>
<thead>
<tr>
<th>Type and reference</th>
<th>Platform</th>
<th>Number of accounts</th>
<th>Features</th>
<th>Model</th>
<th>Metric</th>
<th>Predictive accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human judgment (manual annotation)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cresci et al (2017) [33]</td>
<td>Twitter</td>
<td>928</td>
<td></td>
<td>N</td>
<td></td>
<td>F1-score 0.57</td>
</tr>
<tr>
<td>Automatic methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahmed and Abulaish (2013) [27]</td>
<td>Facebook and Twitter</td>
<td>320 (Facebook), 305 (Twitter)</td>
<td>✓ ✓</td>
<td>Naive Bayes, decision trees, rule learners</td>
<td>Detection rate</td>
<td>0.96 (Facebook), 0.99 (Twitter)</td>
</tr>
<tr>
<td>Dickerson et al (2014) [42]</td>
<td>Twitter</td>
<td>897</td>
<td>✓ ✓ ✓</td>
<td>Gradient boosting</td>
<td>Area under the curve</td>
<td>0.73</td>
</tr>
<tr>
<td>Cresci et al (2017) [33]</td>
<td>Twitter</td>
<td>928</td>
<td>✓</td>
<td>Digital DNA sequences</td>
<td>F1-score</td>
<td>0.92</td>
</tr>
<tr>
<td>Varol et al (2017) [41]</td>
<td>Twitter</td>
<td>21,000</td>
<td>✓ ✓ ✓</td>
<td>Random forests</td>
<td>Area under the curve</td>
<td>0.95</td>
</tr>
<tr>
<td>Kudugunta and Ferrara (2018) [49]</td>
<td>Twitter</td>
<td>8386</td>
<td>✓</td>
<td>AdaBoost</td>
<td>Area under the curve</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Mazza et al (2019) [50]</td>
<td>Twitter</td>
<td>1000</td>
<td>✓</td>
<td>Long short-term memory networks</td>
<td>F1-score</td>
<td>0.87</td>
</tr>
<tr>
<td>Santia et al (2019) [51]</td>
<td>Facebook</td>
<td>1000</td>
<td>✓</td>
<td>Support vector machines, decision trees, Naive Bayes</td>
<td>F1-score</td>
<td>0.72</td>
</tr>
<tr>
<td>Yang et al (2020) [52]</td>
<td>Twitter</td>
<td>137,520</td>
<td>✓ ✓</td>
<td>Random forests</td>
<td>Area under the curve</td>
<td>0.60-0.99</td>
</tr>
</tbody>
</table>

aN: network properties.
bT: account activity and temporal patterns.
cC: profile and tweet content.

The first reference in Table 1 involved a manual annotation task in which raters were asked to label a Twitter account as human or bot. The fourth study listed in the table is the same as the first study; in this study, the same data set was evaluated by both human annotators and machine learning methods [33]. There was a large discrepancy in predictive accuracy (F1-score) between the two methods: 0.57 for the human annotators versus 0.92 for the automated method. Stated another way, human participants correctly identified social bots less than 25% of the time, though they were quite good at identifying genuine (human) accounts (92%) and traditional spambots (91%). These results suggest that social bots have a very different online presence from traditional spambots, or “content polluters”—and that this presence is convincingly human. Even if the human annotators are compared to the lowest scoring automated method (which we note is in a different domain and, thus, not directly comparable), the machine learning algorithm still provides a considerable boost in F1-score (0.57 versus 0.72).
There is no good way to compare all automated methods directly, as data sets are typically built in a single domain (ie, a single social media platform) and rapid advances in machine learning techniques prevent comparisons between models published even a few years apart. Furthermore, results suggest that models trained on highly curated bot data sets (eg, groups of accounts promoting certain hashtags or spamming a particular honeypot) may not perform well at detecting bots in other contexts. Yang et al [52] used a large number of publicly available bot data sets, training machine learning models on each set and testing them on those remaining. The result was a wide range of predictive accuracies across different bot data sets.

How Do Bots Amplify and Spread Misinformation?

We adopt the definition of misinformation used by Treen and colleagues: “misleading [or false] information that is created and spread, regardless of intent to deceive” [53]. For the purposes of this paper, we include fake news and false conspiracy theories under this umbrella term.

Many features of bots likely enable them to be “super-spreaders” of misinformation. Bots have been shown to retweet articles within seconds of their first being posted, contributing to the articles going viral [15]. Moreover, the authors of this study found that 33% of the top sharers of content from low-credibility sources were likely to be bots, significantly higher than the proportion of bots among top sharers of fact-checked content. Similarly, in a study of bots and “anti-vaxxer” tweets, Yuan et al [18] found that bots were “hyper-social,” disproportionately contributing to content distribution. Bots also employ the strategy of mentioning influential users, such as @realDonaldTrump, in tweets linking to false or misleading articles, and are more likely to do so than their human counterparts [15]. The hope is that these users will share the article with their many followers, contributing to its spread and boosting its credibility. “Verified” (blue check) Twitter users, often celebrities, have been shown to both author and propagate COVID-19–related misinformation [54]. Interestingly, the frequency of false claims about the 2020 election dropped dramatically in the week after former president Donald Trump was removed from the platform [55].

In light of findings that humans are largely unable to distinguish social bots from genuine (human) accounts [33], it is likely that humans unknowingly contribute to the spread of misinformation as well. Accordingly, one study found that in regard to low-credibility content, humans retweet bots and other humans at the same rate [15]. Similarly, Vosoughi et al [56] found that “fake news” articles spread faster on Twitter than true news articles because humans, not bots, were more likely to retweet fake articles. Given human susceptibility to both automated accounts and “fake news,” some have warned that intelligent social bots could be leveraged for mass deception or even “political overthrow” [57].

There is reason to believe that bots have already infiltrated political conversations online. Leading up to the 2016 presidential election in the United States, 20% of all political tweets originated from accounts that were likely to be bots [16]. While it did not specifically implicate bots, one study found that a majority of “fake” or extremely biased news articles relating to the 2016 election were shared by unverified accounts—that is, accounts that were not confirmed to be human [58]. There is also evidence that bots spread misinformation in the 2017 French presidential election, though ultimately the bot campaign was unsuccessful, in part because the human users who engaged with the bots were mostly foreigners with no say in the election outcome [59]. Bot strategies specifically relevant to political campaigns include “hashtag hijacking,” in which bots adopt an opponent’s hashtags in order to spam or otherwise undermine them, as well as flagging their opponent’s legitimate content in the hopes it gets removed from the platform [60].

Where Do Bots Come From?

The origin of social bots is a challenging question to answer. Given the aforementioned concerns of political disruption by social bots, one may assume that foreign actors create social bots to interfere with political processes. Indeed, the Mueller report found evidence of Russian interference in the 2016 US election via social media platforms [61], and Twitter reports removing over 50,000 automated accounts with connections to Russia [62]. However, locating the origin of a social media account is difficult, as tweets from these accounts are rarely geotagged. Rheault and Musulan [63] proposed a methodology to identify clusters of foreign bots used during the 2019 Canadian election using uniform manifold approximation and projection combined with user-level document embeddings. Simply put, the authors constructed communities of users via linguistic similarities, and identified members significantly outside these communities as foreign bots.

Of note, studies have shown that a majority of social bots focusing on election-related content originate domestically [63]. Reasons for a candidate or their supporters to employ social bots may be relatively benign, such as boosting follower counts or sharing news stories, or they may involve smear campaigns [64].

While the ability to investigate the origin and motive of social bots is difficult, the means to create a social bot are fairly easy to access. Social bots are available for purchase on the dark web, and there are tens of thousands of codes for building social bots on free repositories like GitHub [65]. Of note, the top contributors of bot-development tools for mainstream social media sites are the United States, the United Kingdom, and Japan. The authors of this paper also note the intelligence and capabilities of these freely available bots may be overstated.

Are Bots Tweeting About COVID-19?

In light of the COVID-19 “infodemic” and findings that social bots have contributed to misinformation spread in critical times, we sought to assess the number of known Twitter bots producing COVID-19–related content. To this end, we gathered a number of publicly available bot data sets from the Bot Repository [66]. These data sets include both traditional spambots and social
bots that were first identified through a number of different methods (see the original papers for more details).

Using the open-source Python package TwitterMySQL [67], which interfaces with the Twitter application programming interface (API), we were able to pull all tweets from 2020 for each bot in the combined data set. Of note, Twitter’s API limits access to tweets and account information available at the time of collection. Tweets and accounts that have been deleted or made private since originally appearing in one of the above papers are not made available, meaning we had less data than what was reported in the original papers. Our final data set consisted of 3.03 million tweets from 3953 bots, with an average of 768.9 (SD 1145.4) tweets per bot, spanning January 1, 2020, to August 21, 2020.

Implications for the COVID-19 Pandemic

Here we have shown that a majority of known bots are tweeting about COVID-19, a finding that corroborates similar studies [68,70]. Early in the pandemic, one study found that 45% of COVID-19–related tweets originate from bots [71], although Twitter has pushed back on this claim, citing false-positive detection algorithms [72]. Another study showed that COVID-19 misinformation on Twitter was more likely to come from unverified accounts—that is, accounts not confirmed to be human [7]. In an analysis of 43 million COVID-19–related tweets, bots were found to be pushing a number of conspiracy theories, such as QAnon, in addition to retweeting links from partisan news sites [73]. Headlines from these links often suggested that the virus was made in Wuhan laboratories or was a biological weapon.

One limitation of our study is that we did not investigate the validity of COVID-19–related claims endorsed by bots in our analyses. It may be that bots are largely retweeting mainstream news sources, as was the case in a recent study of bots using #COVID19 or #COVID-19 hashtags [68]. However, previous research has connected bots to the spread of misinformation in other public health domains, such as vaccines [30] and e-cigarettes [74], and unsubstantiated medical claims surrounding the use of marijuana [75].

Such misinformation can have detrimental consequences for the course of the COVID-19 pandemic. Examples of these real-world consequences include shortages of hydroxychloroquine (a drug that is crucial for treating lupos and malaria) due to increased demand from people who believe it will protect them from COVID-19 [76,77]. This drug has been promoted as a preventative against COVID-19 on social media, even though several randomized controlled trials have found it ineffective, [78,79], and the National Institutes of Health recently halted its own trial due to lack of effectiveness [80]. Moreover, belief in conspiracy theories about COVID-19 is associated with a decreased likelihood of engaging in protective measures such as frequent handwashing and social distancing, suggesting that misinformation may even contribute to the severity of the pandemic [81]. In addition, exposure to misinformation has been negatively correlated with intention to take a COVID-19 vaccine [82].

We are certainly not the first to express concern with viral misinformation; in May 2020, Twitter began labeling fake or misleading news related to COVID-19 in an effort to ensure the integrity of information shared on the platform [83]. Facebook introduced even more controls, such as organizing the most vetted articles at the top of the news feed, banning antimask measures such as frequent handwashing and social distancing, and sending antimisinformation messages to users who have shared fake news [84]. However, these measures are designed to target humans. In light of the numerous viral rumors relating to COVID-19 and the US response to the pandemic, we believe that bots likely contributed to their spread.

Major social media platforms like Twitter and Facebook do have methods to curtail suspected bots. In 2018, Twitter banned close to 70 million suspicious accounts in a matter of months [85]. Facebook banned 1.3 billion suspicious accounts in the third quarter of 2020. The platform estimates these accounts represent 5% of its worldwide monthly active users. The vast

Table 2. Open-source data sets of bots discussing COVID-19a.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Original sample size, n</th>
<th>Current sample size, n</th>
<th>Bots discussing COVID-19, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee et al [36]</td>
<td>2011</td>
<td>22,223</td>
<td>2623</td>
<td>1427 (54)</td>
</tr>
<tr>
<td>Varol et al [41]</td>
<td>2017</td>
<td>826</td>
<td>292</td>
<td>164 (56)</td>
</tr>
<tr>
<td>Gilani et al [69]</td>
<td>2017</td>
<td>1130</td>
<td>780</td>
<td>515 (66)</td>
</tr>
<tr>
<td>Cresci et al [33]</td>
<td>2017</td>
<td>4912</td>
<td>77</td>
<td>48 (62)</td>
</tr>
<tr>
<td>Mazza et al [50]</td>
<td>2019</td>
<td>391</td>
<td>182</td>
<td>96 (53)</td>
</tr>
</tbody>
</table>

aOriginal sample size is the number of bot IDs publicly released on the Bot Repository, while current sample size is the number of active accounts tweeting in 2020. Percentage discussing COVID-19 is the percentage of bots with at least one tweet containing a COVID-19 keyword out of those active in 2020.
majority of suspicious accounts were identified using automated detection methods, but 0.7% were first flagged by human users, suggesting that everyday Facebook users concerned about malicious activity on the platform can contribute to efforts to ban these accounts [86].

Mitigation of the harmful effects of social bots can also occur at the policy level. In 2018, California became the first and only state to pass a law requiring social bots to identify themselves as such [87]. In 2019, Senator Dianne Feinstein proposed a similar bill federally; the bill would allow the Federal Trade Commission to enforce bot transparency and would prohibit political candidates from incorporating social bots in their campaign strategy [88]. The United States Congress has brought top executives from Facebook, Twitter, and Google to testify before Congress about Russian influence on their platforms in advance of the 2016 election [89]. Scholars have interpreted these actions as a sign that the government wishes to maintain the right to regulate content on social media—a prospect that brings concerns of its own [90]. Presently, content problems on social media platforms are almost exclusively dealt with by the owners of those platforms, usually in response to user complaints, but in the coming years we may see an increase in government oversight on these platforms, fueling concerns about state-sponsored censorship [91,92]. More fundamentally, some have argued that, before any actionable policy or automatic interventions can be enabled, ambiguities in both bot definitions and jurisdiction and authority need to be addressed [90].

Even as citizens, social media platforms, and policy makers converge on the notion that bots and misinformation are urgent problems, the methods used to address the issue have had mixed results. When social media platforms crack down on bots and misinformation, either through automated techniques or manual content moderation, they run the risk of censoring online speech and further disenfranchising minority populations. Content promotion and moderation can lead to arbitrary policy decisions that may be inconsistent across or even within platforms [93]. In one example, Facebook ignited a controversy when their moderators flagged a breastfeeding photo as obscene, leading to a large number of protests on both sides of the debate [94]. Automated methods suffer from similar drawbacks, with multiple studies showing that biases in machine learning models can have unintended downstream consequences [95]. For example, algorithms designed to detect hate speech were more likely to label a post as “toxic” when it showed markers of African American English [96].

Finally, there is a continued arms race between bot-detection algorithms and bot creators [21,33]. As bots inevitably become more intelligent and convincingly human, the means for identifying them will have to become more precise. We observed that the majority of known bots in a sample of publicly available data sets are now tweeting about COVID-19. These bots, identified between 2011 and 2019, were discovered before the pandemic and were originally designed for non–COVID-19 purposes: promoting product hashtags, retweeting political candidates, and spreading links to malicious content. The COVID-19 pandemic will eventually end, but we have reason to believe social bots, perhaps even the same accounts, will latch on to future global issues. Additionally, we can expect bot generation techniques to advance, especially as deep learning methods continue to improve on tasks such as text or image generation [97,98]. Bot creators will continue to deploy such techniques, possibly fooling detection algorithms and humans alike. In the end, we should not expect current detection techniques, self-policing of social media platforms, or public officials alone to fully recognize, or adequately address, the current landscape of bots and misinformation.
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Abstract

Real-world data are crucial to continuously improve the management of patients with rheumatic and musculoskeletal diseases (RMDs). The German RheumaDatenRhePort (RHADAR) registry encompasses a network of rheumatologists and researchers in Germany providing pseudonymized real-world patient data and allowing timely and continuous improvement in the care of RMD patients. The RHADAR modules allow automated anamnesis and adaptive coordination of appointments regarding individual urgency levels. Further modules focus on the collection and integration of electronic patient-reported outcomes in between consultations. The digital RHADAR modules ultimately allow a patient-centered adaptive approach to integrated medical care starting as early as possible in the disease course. Such a closed-loop system consisting of various modules along the whole patient pathway enables comprehensive and timely patient management in an unprecedented manner.

(J Med Internet Res 2021;23(5):e28164) doi:10.2196/28164
Current Challenges in Rheumatology

The efficacy and safety of treatments for patients with rheumatic and musculoskeletal diseases (RMDs) have continuously improved during previous decades. However, the combination of a declining number of rheumatologists [1] on the one hand and a rising life expectancy in developed countries on the other imposes a significant challenge to rheumatology care nowadays. The growing need for a professional evaluation of common symptoms, such as joint pain [2,3], can hardly be met by the number of available rheumatologists. Besides the lack of the latter, multiple factors contribute to the omnipresent diagnostic delay in rheumatology. Unspecific rheumatic symptoms are challenging to patients [4], general practitioners [5], and experienced rheumatologists [6] alike. Even the most advanced and innovative therapies cannot reverse the health impairment that manifests due to diagnostic delay. “Time is joint” depicts the concept of a timely diagnosis as an indispensable goal in rheumatology. Focusing on this goal could be more cost-effective and generate better outcomes than the development of new RMD drugs.

The shortage of rheumatologists translates to reduced doctor-patient time, especially for follow-up appointments. On average, patients have appointments every 3 to 6 months, while rheumatologists spend 15 minutes for each consultation. In complex diseases like RMDs, the long-term treatment effectiveness cannot be deduced from a single laboratory result like HbA₁c in diabetes mellitus. The current monitoring approach in rheumatology relies mainly on the collection of laboratory, clinical, and anamnestic snapshots. This “black box” monitoring approach hardly represents modern personalized medicine. Apart from diagnostic delay, timely treatment adaptions are hampered by the status-quo approach.

Rheumatology encompasses various rare diseases, with limited evidence aiding clinicians in their treatment decisions. Despite the growing number of therapeutic options and treatment guidelines, patients frequently feel like guinea pigs, with prescribed anti-inflammatory treatments not showing the expected therapeutic effect. Thus, clinical evidence supported by real-world data is needed to improve personalized evidence-based treatment decisions.

Potential of a Digital Patient Pathway in Rheumatology

The potential of digitalization in rheumatology has been depicted in recent publications [7-14]. The European League Against Rheumatism (EULAR) recommends that patients experiencing morning stiffness, joint pain, or swollen joints should see a rheumatologist no later than 6 weeks after symptom onset [15]. A symptom-based, patient-centered, digital screening approach could allow the successful implementation of this guideline. This low burden approach could effectively cut diagnostic delay. The omnipresence of smartphones in the RMD population [14] (irrespective of age) and instinctive digital symptom-based search for solutions [2,3,11,14] represent an immense potential to guide and triage patient streams effectively.

Electronic patient-reported outcomes (ePROs) allow for an individual, continuous, flexible, asynchronous, and need-adapted patient follow-up. Only few rheumatologists are currently using ePROs in clinical routine, mainly due to unawareness of suitable software solutions [13]. Similarly, only few RMD patients are aware of useful rheumatology-specific medical applications [14]. However, rheumatologists and patients are motivated to use ePROs and rheumatology-specific applications in the future [9,13,14,16]. A randomized controlled trial could show that an ePROs-based telehealth follow-up strategy can achieve similar disease control as conventional follow-up [17]. This need-adapted follow-up strategy could set precious resources free, which could thus reduce the diagnostic and monitoring delay in RMD patients. A parallel collection of ePROs may facilitate the integration of ePROs into the daily routine. Importantly, wearable-based ePROs produce continuous data sets and can accurately predict disease flares in patients with rheumatoid arthritis and axial spondyloarthritis [18].

Digital registries are crucial for RMD research. Only in a collaborative effort [19] significant amounts of data can be gathered to improve knowledge among rheumatologists. Registries are urgently needed to support RMD patients’ management based on evidence. Registries have helped to provide knowledge for rare diseases, such as myositis [20], specific patient scenarios, such as pregnancy [21], and the safety of biologic therapy [22]. Unfortunately, the data collection approach of most patient registries relies on cumbersome active and redundant manual data entry, which frequently lacks precision or completeness [23]. Values can be inconsistent, out of range, or even completely made up. Most importantly, data entry and employment often stop with the end of financial support [24]. Fortunately, most RMD patients are willing to share their data for research purposes [14].

RheumaDatenRhePort Patient Pathway

The RheumaDatenRhePort (RHADAR) registry (Figure 1) is based on a framework of complementary software modules covering the patient pathway from symptom onset through the disease course.
RHADAR: RheumaDatenRhePort.

RHADAR provides low burden direct digital access to a growing network of participating rheumatology sites. The gate module toward RHADAR rheumatology care is RhePort (Figure 2) [25]. Online registration is necessary to use RhePort, and users need to actively consent to the addition of their data to the RHADAR registry.

Figure 1. RHADAR patient and data pathway. Green boxes resemble established parts of the RHADAR network. Orange boxes are in preparation. RHADAR: RheumaDatenRhePort.

Figure 2. Screenshot of RhePort.

RhePort: Digital Gate to Rheumatology Care

RhePort currently consists of a questionnaire that takes on average 9 minutes to complete [26]. It includes necessary demographic information, current symptoms, and already collected laboratory reports. Based on the patient’s answers, RhePort calculates the RMD risk. The implemented algorithm refers to a weighted sum score. Individual weights were derived.
by consensus and the work experience of the RhePort founders. Based on the RhePort RMD risk score, an individual triage level is determined. Currently, there are four triage levels as follows: (1) very urgent, (2) urgent, (3) intermediate, and (4) unlikely. Based on the corresponding level, the patient gets access to locally available RHADAR rheumatology site appointments.

The questionnaire threshold focuses on sensitivity, that is, omitting false-negative ratings. Furthermore, participating rheumatology sites are encouraged to use RhePort only on a complimentary basis. Prof et al recently showed that an online self-referral strategy can successfully be used in addition to the traditional physician-based referral [27]. By including patients based on symptoms, at-risk RMD patients are included in the registry as well. In an interim analysis of a head-to-head randomized controlled trial, the diagnostic accuracy of RhePort was similar to an artificial intelligence–based symptom checker regarding the presence of RMDs [26].

Figure 3. Screenshots of RheCORD.

RheCORD: Digital Companion App
RheCORD (Figure 3) [28] is a rheumatological medical app currently being developed to enable the collection of ePROs. RheCORD gives insights into the patient’s symptom state between consultations or before an upcoming appointment on the same day. The ePROs to be collected can individually be determined by the patient [14,29] and local rheumatology site [13] via shared decision-making. The app provides multiple optional secondary features, such as medication and appointment reminders. Feature selection and app development are carried out with respect to guidelines [30,31], app analysis [31], and patient insights [14,29]. RheCORD is based on the previous CE-certified medical apps RheumaLive, AxSpALive, and PsALive. RHADAR sites provide a free soft token and password to the patient via a QR code to enable encrypted data transfer to the site.

RheumaDok
RheumaDok (Figure 4) is the current core application used by the RHADAR system for patient data collection. It is a Microsoft Access (Microsoft Corp) database developed in Visual Basic for Applications and is available free of charge for rheumatologists in Germany who are members of the German Rheumatologists’ Professional Association (Berufsverband Deutscher Rheumatologen [BDRh]). This database was developed by the Nils Körber und Joachim Elgas GbR. In the months ahead, RheumaDok will be replaced by RheMIT.
Figure 4. Screenshot of RheumaDok.

RheMIT: Clinical Documentation Software

RheMIT (Figure 5) is currently becoming the standard clinical documentation software for rheumatologists in Germany. The software has been developed and adapted by itc-ms.de for the German Rheumatologists’ Professional Association (BDRh) [7]. The software offers standardized entry masks to document the patient’s disease course at each consultation, including standard disease activity measures, general or disease-specific PROs, demographic characteristics, comorbidities, and current as well as previous antirheumatic treatments. If patients provide their consent, pseudonymized information will be uploaded to the RHADAR registry.
RHADAR Registry

All information from RheCORD and local RheumaDok database instances are pseudonymized at each participating site. Subsequently, data are merged in a mutual database. The responsible data protection authority approved the current RHADAR database environment to ensure data privacy according to legislation. Patients participating in the RHADAR network have to complete an informed consent form before their initial data entry. Participation is voluntary for each patient. Participants and patients refusing to participate are treated equally, following national guidelines and rheumatologic care standards in Germany. As of September 2020, 22 rheumatologists at eight sites provided data to the RHADAR registry, including a total of 15,908 patients.

RHADAR Outlook

RHADAR software modules are continuously being improved based on new technological standards, user preferences, and scientific literature. For instance, a machine-learning approach to improve the triage performance of the RhePort algorithm is being evaluated based on current data. The implementation of an objective, standardized, and evidence-based triage algorithm seems crucial. Additionally, a complementary software module, RheVITAL [32], is under development in cooperation with the largest German patient organization, the German Rheumatism League (“Deutsche Rheuma-Liga”), to facilitate RMD disease management. Several registry analyses are being carried out and are set to directly impact future RMD management. A new database is currently under construction, and it will include data from all current and future software modules. Growing awareness of the integrative RHADAR system and its distribution will foster networking of rheumatology sites.
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Abstract

Artificial intelligence–driven voice technology deployed on mobile phones and smart speakers has the potential to improve patient management and organizational workflow. Voice chatbots have been already implemented in health care–leveraging innovative telehealth solutions during the COVID-19 pandemic. They allow for automatic acute care triaging and chronic disease management, including remote monitoring, preventive care, patient intake, and referral assistance. This paper focuses on the current clinical needs and applications of artificial intelligence–driven voice chatbots to drive operational effectiveness and improve patient experience and outcomes.

(J Med Internet Res 2021;23(5):e22959) doi:10.2196/22959
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Review of Voice Assistants in Health Care

A cutting-edge development in the field of artificial intelligence (AI) and machine learning has enabled verbal communication interfaces between users and voice assistants (VAs), which are synonymously termed “voice chatbots” or “conversational agents.” VAs, exemplified by Apple’s Siri, Amazon Alexa, and Google Assistant, are a software layer embedded in a standalone smart speaker, such as Home Pod, Amazon Echo, Google Home, or smartphones, allowing for the interpretation of human speech. Technically, conversational agents are cloud-based services performing speech-to-text and text-to-speech tasks that are initiated by a person evoking a wake-word followed by a voice command [1]. The implementation of VAs in health care has the potential to support the delivery of care in a routine clinical setting, especially when functionalized by a computerized clinical decision support system (CDSS). These robotic process automation (RPA) chatbots have the decision-making ability of a human health care professional to perform rule-based tasks (ie, digital patient triaging) [2]. Voice technology has already been tested in various applications to support everyday clinical activities [3-12]. Its applications include the following:

1. Education-level services answering frequently asked questions based on a knowledge database (eg, first aid instructions).
2. Optimization of processes (eg, medication reminders, prescription refills, appointment scheduling, bedside assistants, and paperless documentation).
3. Patient support with personalized rule-based clinical instructions (eg, instructions to reduce carbohydrate intake among patients with diabetes mellitus).
4. Data collection services (eg, collection of patient-reported outcomes, biometric tracking, and identification of health status changes exemplified by the collection of medical history or remote home monitoring; classified by the Food and Drug Administration [FDA] as Medical Device Data Systems [13,14]).
5. Medical device–grade solutions designed to diagnose, treat, cure, mitigate, or prevent disease, termed “Software as a Medical Device” by the FDA [15], combining voice interface and CDSS.

Education-level VA services have been implemented by health care organizations and provide guidelines, instructions, and navigation for patients, such as WebMD [16], Cleveland Clinic’s Tip of the Day [17], Boston Children’s KidsMD [18], Mayo Clinic’s First Aid [19], American Red Cross’ First Aid [20], Mayo Clinic’s News Network [21], Boston Children’s My Children’s Enhanced Recovery After Surgery [22], Ohio Health [23], or New Hanover Regional Medical Center [24]. For example, Mayo Clinic’s First Aid application deployed on Amazon Alexa provides self-care instructions for everyday mishaps. Through a voice interface, users can ask for guidance on how to treat fever or what to do in case of spider bites or burns. These examples confirm the applicability of conversational systems for responding to health-related search activities. Moreover, the Livongo Blood Sugar Lookup app is designed for patients with diabetes mellitus, which supports them to keep track of their blood sugar levels logged via Livongo meter [25]. This solution provides recent blood glucose readings through verbal input.

The optimization of processes and workflow with VAs has proved useful for patients in the pharmacotherapy management at home. The Alexa-based Giant Eagle Pharmacy app allows users to set reminders and helps refill prescriptions through home delivery services [26]. Similar functionality is available through the Express Scripts app [27]. Furthermore, Swedish Health Connect by Providence St Joseph Health allows for scheduling of medical visits by suggesting the next available appointments near the patients’ homes [28]. Similarly, the Atrium Health app provides information about the nearest urgent care service and hospital wait times, hours of operation, and contact details, thus allowing patients to schedule a same-day visit with a care provider [29]. OrbitaASSIST voice technology was also implemented as a bedside assistant to optimize communication with care teams and smart routing of requests [30]. Moreover, researchers from the Nationwide’s Children Hospital (Columbus, Ohio) designed the SpeakHealth voice interactive service for the care coordination of children with complex medical problems [3], which confirms the applicability of voice-enabled technology in pediatrics. Conversational agents have been also shown to optimize hospital operations at Cedars-Sinai Medical Center (Los Angeles, California), supporting health care professionals in time-consuming paperwork tasks and automating medical data collection and documentation through the electronic health record (EHR)–integrated CardioCube voice app (accuracy=97.5%) [7].

Personalized clinical instructions are an important component of a holistic medical approach allowing for the continuity and coordination of care. Answers by Cigna tracks patient incentive programs, provides wellness tips, and enables health coach programs to navigate treatment plans [31]. OrbitaCONNECT provides a virtual health assistant for chronic, pre-, and postvisit care continuity [32]. Furthermore, with Talkspace Alexa skill, users can access mental health assessments and a library of mental health tools [33].

End-to-end solutions powered by voice AI can be used for routine clinical care. CardioCube allows for the collection of patient-reported outcomes and biometric data captured at patients’ homes. At the appointed time, the voice assistant has a medical conversation with the patient by asking him/her, “What’s your blood pressure?” Accordingly, the patient measures his/her blood pressure by using a standard monitor and reads out the results to the voice assistant. CardioCube also asks about dyspnea, quality of life, or prompts for tasks including, “Let’s check your ischemic and bleeding risk again,” in reference to CHA2DS2-VASc/HAS-BLED scores. Afterward, CardioCube automatically transmits the results to a proprietary server integrated with the EHR system and red-flags any alarming reports. This solution, which complies with the Health Insurance Portability and Accountability Act of 1996 (HIPAA) and the General Data Protection Regulation, was validated at Cedars Sinai Medical Center [7] and classified by the FDA as a Medical Device Data System. CardioCube was also implemented for remote home monitoring of adult patients with heart failure and diabetes at the Family Care Network (Bellingham, Washington) (Multimedia Appendix 1 and Figure 1 exemplify the utility of the CardioCube voice app for patients with diabetes mellitus and a medical report automatically generated from the conversation with the virtual assistant, respectively).
Furthermore, focusing on cardiovascular diseases, Shara et al. [34] at Medstar Health Research Institute conducted a clinical trial using Amazon Alexa as an automated personal health care assistant for patients with heart failure to optimize clinical care (trial registration# NCT03707275). Outcome measures included the change in the number of hospitalizations and medication adherence during a 3-month follow-up period (upon study completion, when awaiting for publication of the results). VAs have been also implemented in other fields of medicine. For example, Beaman et al. [5] at the Oklahoma State University Center for Health Sciences initiated a study to examine whether verbal responses collected through Amazon Alexa is effective in capturing participant depression levels, using Patient Health Questionnaire-9 (trial registration# NCT04609267) [5].

The most advanced medical software solutions are defined to be SaMD, which, under the Federal Food, Drug, and Cosmetic Act include services designed to diagnose, treat, cure, mitigate, or prevent disease. Interestingly, regulatory authorities tend to facilitate the implementation of chatbot technology into clinical practice, especially in the context of the current pandemic. For example, the Danish COVID-19 RPA triaging chatbot that incorporates if-then branching logic was evaluated as being of “lower risk” by the FDA despite featuring a diagnostic component when the Federal Food, Drug, and Cosmetic Act was not enforced [35]. To our knowledge, none of the current VA-deployed health care apps are classified as SaMD.

Gaps in Health Care Delivery Exposed by the COVID-19 Pandemic

The surge in COVID-19 cases has placed unprecedented strain on health care systems, requiring adjustments in treatment delivery to patients. Despite the fact that the traditional clinical approach was partially substituted with web-based visits, the mismatch between demand and resources is a realistic challenge. The capacity of health care systems to adjust is limited by the incremental rate at which systems can grow by training new health care providers and reorganization of the structure [36]. However, the exponential increase in COVID-19 cases has highlighted gaps in the current organizational systems at a global scale [37]. As a result of the number of COVID-19 cases, health care providers have been required to work on the front line, shifting the human resources available for routine care services. Clinical institutions underwent extraordinary reorganizations to accommodate for the surge in COVID-19 cases. The focus was on emergency care, scaling up beds in intensive care units, and reassigning roles among the clinical staff. Parallelly, nonurgent procedures and elective surgeries were postponed. Furthermore, shortages of personal protective equipment, especially in the early phase of the pandemic, exposed health care workers to the infection and the incapability to combat the COVID-19 pandemic [38-40]. Subsequently, we observed an unprecedented health care crisis having a direct and indirect impact on medical patients with and those without COVID-19. Combined with a high number of deaths and serious illness among patients with COVID-19 [41], there were reductions in accident, emergency, and hospital admissions for urgent conditions, such as myocardial infarctions [42], which reflects patients who decided not to seek medical care owing to the fear of becoming infected. Disruptions due to the pandemic affected people with chronic conditions who could not access routine medical services. It let to postponed elective procedures, on-site visits, and reduced rates of hospitalization during the COVID-19 emergency. This will likely result in an extensive workload in the postpandemic period.
The health care crisis magnified the problem among socioeconomic statuses and racial groups [43]. Furthermore, as pointed out by the World Health Organization, public health gaps impacted the security and economic situation [44], thus revealing deep underlying problems in the insurance coverage system in the United States. A sudden wave of unemployment caused many people to lose employer-sponsored insurance coverage, thus limiting access to care in low-income populations. The COVID-19 pandemic also impacted employers who faced several challenges when operating in a difficult organizational situation. Some institutions including hospitals were required to screen all employees and visitors for COVID-19 symptoms prior to entrance. For example, University of California San Francisco Health was posed with a tremendous logistical challenge, which was solved by using a chatbot technology [45].

**How Can Voice Technology Fill the Gaps?**

The inability to provide in-person clinical consultations owing to the COVID-19 pandemic has fast-tracked the implementation of telehealth services. The use of virtual care solutions increased up to 10-fold within a few weeks, thus enabling patients to access clinical care remotely [46], with the majority including real-time, synchronous communication between patients and health care providers [47]. Of note, this approach is time- and resource-intensive and is thus inefficient for large patient populations. In mature telehealth systems, one telenurse can monitor up to 250 patients remotely; however, a single patient can be contacted via the telephone only periodically [48]. The COVID-19 pandemic forced an immediate implementation of new digital technologies [49,50], particularly AI-driven medical chatbots. These chatbots have the potential to improve access to health care through acute care triaging. This is favorable for COVID-19 screening and chronic disease management (long-term follow-up at home, scheduling of medical visits, and preventive care) [51]. Numerous health care systems have already utilized interactive voice response systems and chatbots to run hotlines helping to triage patients during the COVID-19 pandemic [45,52] for organizational optimization, including Massachusetts General Hospital and Brigham and Women’s Hospital (Boston, Massachusetts; >40,000 digital encounters/week) [2,52], OSF Healthcare (Peoria, Illinois; >50,000 digital encounters) [53], and Providence (Seattle, Washington; >150,000 messages exchanged each day between the chatbot and users) [44].

With a user-friendly and accessible interface, voice AI chatbots provide a tool for prehospital triaging at the digital front door, assessing the clinical status of patients before they make direct contact with a health care provider. McGill University Health Centre is testing the application of a COVID-19 screening tool that uses Amazon Alexa to automatically survey patients visiting Cardiology Heart Failure Clinic (trial registration# NCT04508972) [54]. Apple’s Siri provides a self-assessment tool that allows users to survey for potential COVID-19 symptoms. An automatic COVID-19 triaging service, developed on Amazon’s Alexa platform, was generated by the Mayo Clinic (Rochester, Michigan) in accordance with the guidelines of the Centers for Disease Control and Prevention and fielding a substantial number of digital encounters about COVID-19 [4]. Furthermore, Apple, Amazon, and Google have removed unofficial COVID-19-related voice apps, thus preventing potential misinformation from being spread [55].

As indicated above, a mobile-responsive, web-based interface chatbot was successfully used to screen health system employees at University of California San Francisco Health, which conducted over 270,000 digital screenings within 2 months of operation. Digital solutions have optimized organizational workflow and reduced wait times for employees entering the hospital building and prevented at-risk people from coming to work [45]. OrbitaENGAGE is a voice and chat virtual assistant solution that automates critical patient engagement workflows at the so-called “digital front door” of health care. Patients interact with a voice or chatbot VA to obtain answers to health-related questions, find locations and specialists, and access symptom screening and monitoring tools for COVID-19 or other conditions including anxiety and depression [56].

Voice chatbots can potentially help patients easily communicate their health status by providing them with any disease management data. This approach allows for remote monitoring of medical patients without COVID-19 and those with COVID-19 who are mildly ill. The implementation of RPA technology integrating medical data collected through a conversational interface with the hospital database and alert-based CDSS delivers a powerful architecture that can function hand-in-hand with health care providers. Automatic clinical follow-up services provide access to up-to-date information about the individual’s health status for informed medical decision-making [57] and reduce the risk of exposure and infection during face-to-face contact. More efficient patient care may help prevent unnecessary exposures due to decreased use of personal protective equipment (as exemplified by the web-based chatbot at Massachusetts General Hospital and Brigham and Women’s Hospital) [2].

The implementation of innovative strategies based on VAs provides support to traditional telehealth approaches and may help reduce costs of health care services by lowering the entry bar for uninsured individuals. Direct-to-consumer digital health is a growing industry that can address unmet health care needs bypassing the traditional model (eg, that used by insurance companies), thus linking patients directly with services and providers without copays and deductibles [58]. Voice AI–supported virtual health care based on video consultations could be an alternative for people who lost employer-sponsored insurance during the COVID-19 pandemic. Virtual Care by CardioCube tests the aforementioned solution in Washington [59].

**Advantages of VAs**

From a user’s perspective, the advancements in the field of voice-enabled technology allow for a human-like verbal communication between users and chatbots. In contrast to text-based mobile or web-based equivalents, voice chatbots have personalized speaking styles and emotions, thus providing...
a more natural and intuitive experience, which is an important advantage over conventional chatbots [60,61]. Exchanging a smartphone screen with a hands-free VA might remove technological barriers. Senior users were found to prefer a conversational interface to touchscreens in a smart home environment [62]. It is also important to consider patient privacy when designing these tools. Developing multimodal solutions allows the user to choose the input modality to best suit their immediate surroundings. The user may not be comfortable speaking to VAs while in the presence of others. Having the option to provide and receive data on screen would enable them to adhere to their protocols in public environments. A strong example for the acceptance of VAs is the Healthy Coping voice bot deployed on Google Home. It is specifically targeted to patients with type 2 diabetes mellitus. The majority of users (80%) selected the voice interface over mobile solutions. Healthy Coping was assessed as easy to use and physically convenient with understandable language and communication [63]. According to Slavik et al [64], audible user interfaces are promising solutions for people with special needs for information access and control. Summarizing the advantages of voice technology, Fisher presented 5 main reasons why conversational agents may emerge as the next operating system: versatile, omnipresent, innate, contextual, and efficient characteristics (summarized as “VOICE”) [65].

From a practical perspective, VAs can automate traditional telehealth services that require human providers to operate. Using conversational agents, it is possible to collect and share information at the levels of public health and individual patients. Voice chatbots can support routine care through automatic at-home monitoring, triaging, screening, providing medical recommendations and guidelines, and improving operational workflow. It is possible to help hospitals reduce their infection risk and exposure of medical staff by automatic paperless and hands-free scripting services including dictating of visit notes, charting, and patient onboarding [66].

In regard to rapid implementation, chatbot solutions are nearly off-the-shelf products that do not require substantial information technology and server infrastructure if applied with a dedicated dashboard for clinicians. The relatively low cost and rapid adoption is another important advantage of conversational agents for web-based care delivery [2].

Commercial adoption of voice technology confirms customer acceptability and provides strong grounds for the scalability and implementation of medical applications. The supportive evidence comes from the National Public Radio and Edison Research’s “Smart Audio Report,” which shows that there are 157 million voice devices in US households [67]. Moreover, Statista projected that the number of digital VAs in use will rise to 8 billion worldwide by 2023 [68].

**Risks and Challenges**

Health care systems have been working on implementing telemedicine programs for a number of years [69,70]. This leads to the question of why the uptake of web-based care solutions has been limited despite their salient clinical and economical potential. Key barriers that delay the adoption of new solutions and practice patterns exist at many levels in the chain of health care delivery [71,72]. Patient-specific obstacles include difficulties interfacing with the technology and the lack of motivation to follow through with computer-derived advice and instructions. Both patients and physicians may not wish to adopt telemedicine, as it is an imperfect surrogate for building human relationships between patients and physicians. Furthermore, both physicians and payors may be resistant to invest in web-based health platforms until these platforms have been proven to improve patient outcomes and cost-effectiveness metrics.

Initial implementation of VAs showed discordance between the quality of COVID-19–related content and guidelines by public health authorities, which have caused the dissemination of imprecise information [57]. Learning from this example, it is crucial to ensure the deliverability of reliable content through close collaboration among technology providers, developers, and health care experts. Apart from the distribution of verified information, VAs processing medical data must comply with the HIPAA to protect health information reported by end-users. Importantly, the US Department of Health and Human Services, Office for Civil Rights, waived penalties for HIPAA violation against medical providers who use everyday communication technologies to help patients remotely during the COVID-19 pandemic [39]. Furthermore, the FDA announced that the Federal Food, Drug, and Cosmetic Act will not be enforced for low-risk applications developed to combat COVID-19 [57]. These regulations supported the deployment of voice technology in clinical settings [73]. Nevertheless, it is important to establish clear regulations and guidelines for the application of voice chatbots for medical purposes. Thus far, Alexa’s HIPAA-Eligible Skills program allows covered entities to design and launch HIPAA-compliant medical apps that use protected health information; these are available only in the United States [74]. However, the implementation of voice technology into clinical practice requires further regulation. In this context, guidelines and policies for telehealth (ie, those of the American Telemedicine Association) should include rules describing the utilization of medical VAs. This topic is directly associated with security, privacy, and hacking issues [75,76]. Edu et al [77] reviewed a wide range of elements that expose smart speakers at the risk of the attack surface, particularly those associated with the interaction between the user and the smart home personal assistants [77].

Amid this rapidly changing landscape, it is important to build relationships amongst the different stakeholders working to implement telemedicine innovations. These stakeholders include retail companies selling the telemedicine technology, software companies interfacing the telemedicine technology with health care systems, health care systems and their providers, payors, patients, and government health agencies (Figure 2).
Close collaboration should focus on the following:

1. Risk-based classification and verification process for VAs including assessment using FDA software as a Medical Device Guidance [15] and Medical Device Data Systems, Medical Image Storage Devices, and Medical Image Communications Devices Guidelines [14].
2. Early clinical validation; that is, using the FDA Early Feasibility Studies Program.
3. Protected health information security including voice patterns and pin-code user verification; currently implemented in HIPAA-eligible Alexa voice apps.
4. Interoperability of the systems to integrate voice-first devices, peripheral devices, and wearables with EHR systems through application programming interfaces; a feasibility study confirmed the integration of the Amazon Alexa-deployed CardioCube app with Centricity (GE Healthcare), OpenEMR, and Epic through an Fast Healthcare Interoperability Resources protocol (Cedars-Sinai Medical Center; under the Cedars-Sinai Accelerator) [78].
5. Harmonization and standardization of medical content databases providing up-to-date information through established data flow channels for quality assurance.
6. Alternative information delivery methods in case of failure in capturing or understanding questions asked by a user.

Palanica et al [79] showed that VAs have different comprehension accuracy for drug names from 54.6% to 91.8% for Amazon Alexa and Google Assistant, respectively. Furthermore, Alagha and Helbing [80] showed that VAs have high variability in information quality about vaccines; hence, it is essential to secure a “safe-mode,” redirecting the user to another source of information in case of delivery failure.

7. Segregation and personalization of relevant information in accordance with end-user profiles, taking into consideration determinants including demographics (especially older individuals [81,82] who showed high readiness for voice technology [83]), geographic localization, and spoken languages (voice interfaces are available in a limited number of languages) [84].
8. User experience to optimize how users who seek health information interact with VAs, preferably dedicated medical voice user designers with expertise in health care to understand patients’ needs.
9. Context-aware method of delivery dependent on end-user characteristics and the digital ecosystem; for example, voice-only as a stand-alone smart speaker, smartphone- or computer-deployed app (more applicable for users with broadband internet access), or the telephone (useful for rural areas with limited internet access) vs voice and video devices (ie, Google Nest). In this aspect, VAs might be
used for provider-patient audio calls, while devices with embedded video cameras allow audio-visual communication.

Reimbursement for VAs is an important factor determining its adoption. Even though chatbots are not currently eligible for billing both in Europe and in the United States, Keesara et al [50] proposed that the payment structure could be based on time-based models or fixed fee-for-service monetization. Furthermore, the reimbursement for evaluation and management billing codes could be adjusted for digital services, while the Centers for Medicare and Medicaid Services could remove restrictions on in-person consultations under evaluation and management services [50]. Alternatively, having well-established distribution, supply chain, and AI services, software companies developing VAs could become a key player in the health care ecosystem. Interestingly, Amazon Care provides app-based health services to its employees bypassing health plans and brokers. Furthermore, Amazon has enabled patients to order and have their medications delivered home through Amazon Pharmacy. Subsequently, with Amazon’s Pillo Health, an interactive drug dispenser with voice-first technology, patients can optimize pharmacological treatment at home [85]. In the case of health care organizations, Amazon released HealthLake, a HIPAA-eligible data management service functioning as a cloud EHR system [86].

Future Directions

VAs could be applied to capture human voice utilized as a digital biomarker. The analysis of vocal characteristics is a promising research field that combines AI and clinical medicine. Maor et al [87] reported an independent association between voice signal analysis and hospitalization as well as mortality among patients with heart failure. Furthermore, quantitative voice analysis was shown to be applicable in the diagnosis of neurodegenerative diseases [88] and COVID-19 [89].

Conclusions

In summary, with the growing demand for telehealth services, VAs could extend the workforce of medical care providers by using AI-powered interfaces to ensure the safety of patients and medical staff. Conversational agents have the potential to become a regular component of health care systems, thereby multiplying medical capacities during the current COVID-19 pandemic and reducing the spread of COVID-19. Moreover, clinical-grade voice AI chatbots can sustainably supplement routine clinical work in the postpandemic period. Voice technology implements synergistic and practical solutions, which have the potential to optimize health care systems and increase preparedness for future COVID-19–like pandemics. Currently, the Amazon Alexa HIPAA-eligible environment enables VAs implemented in the United States to be applied as a professional medical tool.
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Abstract

In this paper, we describe techniques for predictive modeling of human-computer interaction (HCI) and discuss how they could be used in the development and evaluation of user interfaces for digital health systems such as electronic health record systems. Predictive HCI modeling has the potential to improve the generalizability of usability evaluations of digital health interventions beyond specific contexts, especially when integrated with models of distributed cognition and higher-level sociotechnical frameworks. Evidence generated from building and testing HCI models of the user interface (UI) components for different types of digital health interventions could be valuable for informing evidence-based UI design guidelines to support the development of safer and more effective UIs for digital health interventions.
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Introduction

User interfaces for digital health systems such as electronic health records (EHRs) or clinical decision support systems should be designed so that clinicians can accomplish tasks efficiently without making errors that could compromise patient safety. Designers of digital health systems should be able to use the best research evidence currently available, drawn from systematic reviews and meta-analyses, to inform their designs. However, the evidence base for designing user interfaces (UIs) of digital health systems has been difficult to establish, as evaluations of UIs are often subjective and difficult to generalize to new clinical contexts [1]. Recent systematic reviews of usability issues with different types of digital health systems (such as computerized physician order entry [2] and electronic medical records [3]) highlight some common issues identified across different studies but also describe the difficulties in generalizing guidance from context-specific evaluations. This evidence is of use to designers but does not offer specific design patterns or quantitatively demonstrate the trade-offs between efficiency and effectiveness that may be involved in different approaches to making designs more usable. Partly due to the weakness of the scientific evidence base, usability guidelines have therefore generally recommended adopting a human-centered design (HCD) approach and the use of expert heuristics to guide the design of interfaces rather than quantitatively validated design patterns.

In this paper, we examine how the use of human-computer interaction (HCI) predictive models can contribute to building a more robust and generalizable evidence base for UI designs for digital health interventions. This evidence base could then be used to advance UI design guidelines and could be
incorporated in the human-centered design process to accelerate innovation and improve clinical safety.

HCI modeling was used to develop the first computer mouse [4,5] and the modern window-based graphical UIs in wide use today [6]. As digital health systems become widely (albeit often reluctantly) adopted in health care, HCI modeling could have an important role in ensuring that the systems we use to care for patients are as safe and effective as other medical innovations such as drugs and diagnostics.

To discuss this approach, we provide a summary of the historical origins of predictive HCI modeling, show examples of how it can be used in modern digital health system design, and show how HCI modeling can be integrated into the human-centered design process.

Figure 1. Human-centered design helps designers move from computer code to real-world use. Adapted from Gibbons [7].

Textbox 1. The 10 Nielsen usability heuristics.

1. Visibility of system status
2. Match between system and the real world
3. User control and freedom
4. Consistency and standards
5. Error prevention
6. Recognition rather than recall
7. Flexibility and efficiency of use
8. Aesthetic and minimalist design
9. Help users recognize, diagnose, and recover from errors
10. Help and documentation

HCD has been developed to ensure that UIs work well for specific contexts but does not provide the kind of evidence normally expected for medical interventions. HCD should be part of the design process; however, additional methods are
needed with a more scientific basis to be confident that digital health UI designs are suitable for use in high-risk settings such as hospitals.

**Predictive Models of HCI**

Predictive HCI models have the potential to explain how users interact with digital health interventions at the level of individual human cognition. For more than 50 years, empirically derived predictive HCI models have been used for ensuring the safety and usability of information systems (physical and digital) for industrial and commercial applications ranging from avionics to power plant control systems. These models informed the designs of the first desktop computers, with innovations such as the computer mouse and windows-based graphical UIs. The “classic” HCI model was called the “model human processor,” in which the different components of human cognitive systems were modeled and combined with models of the interactions (inputs and outputs) between the human and the computer system (see Figure 2).

**Figure 2.** The model human processor: a model of how long it takes to process information (from perception to action) and how we can use the limited “chunks” of information in working memory. Building on the idea of a model human processor is the concept of “distributed cognition,” with multiple humans and devices working together. Adapted from Card et al [11].

There are now several types of HCI predictive models that can be used depending on the context or type of tasks analyzed. For example, the Fitts law is used for mouse pointing [12], the Hick-Hyman law is used for reviewing a sorted list [13,14], and goals operators methods and selection rules (GOMS) [15] is a high-level model that is used to describe the cognitive processes and methods involved in using a computer to achieve specific goals. The keystroke-level model (KLM) is a more specific type of GOMS model that is used for compositions of tasks that fit how an experienced user interacts with the interface [11]. KLM has also recently been updated for touch interfaces [16]. Although individuals will vary in their performance speed, these models give a good indication of the relative effort required to accomplish a task. For example, Warren et al and others [17-19] have used such models for simulation-based evaluation of split-menu designs (placing commonly accessed options at the top of a list) for clinical information systems. These models are primarily aimed at reducing the time needed to complete tasks by eliminating unnecessary clicks and ensuring that UI elements are easy to navigate. In the health care domain, simplifying designs and increasing efficiency is also likely to reduce errors that can cause patient harm, such as choosing incorrect items from unnecessarily long menus or clicking through lengthy screens too quickly [20,21].

**Limitations of HCI Modeling**

Although the abovementioned models proved useful and effective in the design of early graphical UIs and input devices, the ways in which teams of people began to use computer systems in the 1990s prompted a move in HCI research communities away from the micro-level interactions to meso-level systems of “distributed cognition” [22] (Figure 2) and “situated action” [23]. These systems included the described cognitive models by attempting to place them within a social context, with human-human interaction playing a role in addition to machine-machine interaction (Figure 2 shows how distributed cognition can be integrated with micro-level HCI modeling). In the health care domain, Borycki and Kushniruk [20,24-26] led the development of an integrative cognitive-sociotechnical model for characterizing user interactions with health care systems at multiple levels.

The field of cognitive science has also moved on since HCI modeling was first proposed. The human cognitive system
processes information in a highly complex manner, with dynamic feedback loops that are not included in the ways that HCI models are traditionally described. Therefore, HCI modeling has been more recently viewed as a useful tool for assisting in the development of systems rather than the scientific pursuit originally envisaged by Card, Moran, and Newell in their classic text “The Psychology of Human-Computer Interaction” [15]. However, recent work, such as on the representation of “M” (for “mentally prepare”) in the KLM model, shows that more nuanced and complex models can be created where more fidelity to human cognition is required.

Example of the “Combined” Layered Approach to Collecting Evidence About HCI

In their study of electronic whiteboards across Denmark, Rasmussen and Kushniruk [27] incorporated the KLM model; however, this work was initially driven by a naturalistic study to locate workflow issues associated with deployment of a new electronic whiteboard across several hospitals across Denmark. The naturalistic study identified areas where optimization might be needed, as evidenced by observation of seemingly inefficient user interactions with the whiteboard (identified from review of the screen recordings of user interactions), and the KLM experimental approach was then used to test hypotheses on applying different changes to create efficiencies.

The research team video recorded 2863 entries from video analysis of live user interactions with the whiteboard and identified potential inefficient sequences from observing and timing the video (eg, the task “add new patient” took an average of 12.3 seconds). They then conducted GOMS-KLM analysis producing the following predictive model (H=move hands; M=mentally prepare; K=tap key or button; P=point):


They then modified the “add new patients” task so that instead of opening new dialog boxes, information could be directly entered into text boxes or from menus, modeled thus:

\[ H+M+P+K+M+P+K+H+M+K+\left(K^{*}10\right)+H+M+P+K+H+M+(K^{*}30)+H+M+P+K+M+P+K+M+P+K+M+P+K=31.25 \text{ seconds} \]

The results of the project led to a reduction in time to task completion of 44.6% and illustrated the benefits of considering HCI at multiple levels (ie, including the use of naturalistic observation and video coding of those data for the use of KLM to predict more optimal user designs for improving inefficient user interaction sequences).

HCl Model Patterns for Different Types of Digital Health Systems

Digital health applications may have common usability and resultant patient safety issues that can be modeled using predictive HCI approaches as shown above. However, specific types of digital health interventions may also have type-specific UI patterns that, if modeled as a common function of a particular type of system, may make it easier to develop more general models. Using the World Health Organization Digital Health Intervention (DHI) classification system [28], it could be envisaged that each type of system, such as a telemedicine system (DHI 2.4) or health care provider training system (DHI 2.8), would have a common HCI predictive model that takes into account the cognitive processes involved in using that type of system. For example, a training system would include cognitive models of how the system enables the user to learn how to manage a clinical problem, retain the knowledge over time (perhaps by repeatedly “topping up” their knowledge), and recall the information when needed.

Implications for Developing Guidelines and Standards for Digital Health Systems

Safety issues with large-scale EHR systems have now started to be reported in the literature. Recent work by Ratwani et al [29,30] has highlighted a wide range of usability issues in currently used digital health systems. The analysis by Pacheco et al [31] of the Certified Health IT Product List database of usability attestation, for example, revealed that 3.7% of the products surveyed had a certified capability nonconformity issue that was coded as being associated with possible patient harm. Despite these ongoing issues with clinical usability, current guidance on digital health system development has largely taken a heuristic approach [32], building on and adapting the Nielsen heuristics for health care contexts [3]. Several large-scale projects have been undertaken to develop UI guidelines; however, without establishing an evidence-based approach to guideline development, it has been difficult to maintain or build on these guidelines as technology develops. For example, in the United Kingdom, the National Health Service commissioned Microsoft to develop a “Common User Interface” for EHR systems designed as part of the National Programme for Information Technology; however, this guidance was recently withdrawn without replacement [33]. In the United States, the Department of Health and Human Services created “Research-Based Web Design and Usability Guidelines” [34]. Although these approaches can aid the design of systems that adhere to industrial usability standards, they represent a broad-brush approach that lacks the kind of scientific rigor required by other health care interventions, such as new pharmaceuticals.

Greater consideration and use of predictive models integrated into an HCD approach may be needed to ensure that evidence-based UI design guidelines can be developed over time. The results of modeling-based studies could ensure that systematic reviews and meta-analyses of usability studies generate evidence that is generalizable beyond the specific contexts of the studies.

Integrating Predictive Modeling With HCD

Using predictive models to inform the HCD process could accelerate the design of digital health systems. By having a
validated evidence base of UI designs to draw on, designers could eliminate a large number of potential designs that might meet basic usability heuristics or that could be appealing to early testers but that could be shown through predictive modeling to have poor usability. Figure 3 shows how HCI modeling could fit into the process of designing the UI for a digital health application. The design process moves from implementing the computer algorithms needed for the software to function (developed using deductive logic with a high level of epistemic certainty) to modeling how users would interact with the UI of the system using HCI cognitive models. Once designs that show poor results with modeling are weeded out, the project will then enter a human-centered design phase in which the system is trialed with real users (for example, nurses and physicians who will use a digital health system on the wards) and repeatedly iterated until the software is sufficiently acceptable to pilot. At this stage, human-in-the-loop simulations can be conducted as the system is piloted. Finally, more formal quantitative and qualitative evaluations in clinical contexts can provide higher-level empirical evidence (albeit with lower epistemic certainty than with in-silico HCI modeling). At each stage, in keeping with the design thinking approach, the development team can move back to modeling and HCD to improve the design if needed. In addition to showing whether a particular application works, real-world evaluations based on HCI models will show which models work in the real world, building the evidence base for future design guidelines.

Figure 3. Predictive human-computer interaction modeling could augment the human-centered design process and help us understand how an application achieves real-world effectiveness.

Conclusion

UIs for digital health applications are currently designed using techniques developed for commercial software applications based on human-centered design processes and heuristics. Predictive HCI modeling of applications may help improve the design process and allow for more scientific progress toward safer and more effective digital health systems. We have described in this paper how predictive HCI modeling has developed from individual cognitive modeling to distributed cognitive models and provided examples of how these models can be integrated into sociotechnical modeling approaches. Although predictive HCI modeling has fallen out of favor in recent years, as the demand for more evidence of the safety and effectiveness of digital health systems increases, it is worth re-evaluating whether HCI modeling can contribute to the science of evidence-based digital health system design. Future research on the integration of predictive modeling with usability and software engineering approaches (such as usability testing and human-in-the-loop simulations) is both needed and warranted.
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Abstract

Background: Clinical data in social media are an underused source of information with great potential to allow for a deeper understanding of patient values, attitudes, and preferences.

Objective: This tutorial aims to describe a novel, robust, and modular method for the sentiment analysis and emotion detection of free text from web-based forums and the factors to consider during its application.

Methods: We mined the discussion and user information of all posts containing search terms related to a medical subspecialty (oculoplastics) from MedHelp, the largest web-based platform for patient health forums. We used data cleaning and processing tools to define the relevant subset of results and prepare them for sentiment analysis. We executed sentiment and emotion analyses by using IBM Watson Natural Language Understanding to generate sentiment and emotion scores for the posts and their associated keywords. The keywords were aggregated using natural language processing tools.

Results: Overall, 39 oculoplastic-related search terms resulted in 46,381 eligible posts within 14,329 threads. Posts were written by 18,319 users (117 doctors; 18,202 patients) and included 201,611 associated keywords. Keywords that occurred ≥500 times in the corpus were used to identify the most prominent topics, including specific symptoms, medication, and complications. The sentiment and emotion scores of these keywords and eligible posts were analyzed to provide concrete examples of the potential of this methodology to allow for a better understanding of patients’ attitudes. The overall sentiment score reflects a positive, neutral, or negative sentiment, whereas the emotion scores (anger, disgust, fear, joy, and sadness) represent the likelihood of the presence of the emotion. In keyword grouping analyses, medical signs, symptoms, and diseases had the lowest overall sentiment scores (−0.598). Complications were highly associated with sadness (0.485). Forum posts mentioning body parts were related to sadness (0.416) and fear (0.321). Administration was the category with the highest anger score (0.146). The top 6 forum subgroups had an overall negative sentiment score; the most negative one was the Neurology forum, with a score of −0.438. The Undiagnosed Symptoms forum had the highest sadness score (0.448). The least likely fearful posts were those from the Eye Care forum, with a score of 0.260. The overall sentiment score was much more negative before the doctor replied. The anger, disgust, fear, and sadness emotion scores decreased in likelihood, whereas joy was slightly more likely to be expressed after doctors replied.

Conclusions: This report allows physicians and researchers to efficiently mine and perform sentiment analysis on social media to better understand patients’ perspectives and promote patient-centric care. Important factors to be considered during its application include evaluating the scope of the search; selecting search terms and understanding their linguistic usages; and establishing selection, filtering, and processing criteria for posts and keywords tailored to the desired results.

(J Med Internet Res 2021;23(5):e20803) doi:10.2196/20803
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Introduction

Understanding patient attitudes and expectations toward health care is an important component of promoting patient-centric care and patient satisfaction. However, studies have shown that physicians have difficulties in understanding patients’ health beliefs and concerns [1]. Strategies to improve the understanding of patient attitudes have traditionally required the development of specialized survey instruments, which may nonetheless be limited in scope, or focus groups, which can be very time consuming and laborious [2].

The internet has now become a rich additional source of information regarding patients’ attitudes and expectations toward health care. Recent decades have seen a rapid increase in internet engagement, with an estimated 5 billion people using mobile devices [3], and more than half of the global population actively using the internet [4]. In 2012, 72% of American internet users sought health information on the web [5] and many also increasingly expressed their medical concerns on the web [6,7]. These web-based communication outlets include social networks (eg, Facebook, Twitter, or Instagram), doctor review websites (eg, Healthgrades, Vitals, or RateMDs), and health web forums (eg, MedHelp, Health245, or Patient info). Analyzing people’s health-related queries and reports on the internet to better inform public health and public policy is an increasingly popular field known as infoveillance [8]. Although Twitter is a common and popular platform based on which many infoveillance studies are conducted, its space-limited format contrasts with web-based health forums, which are a particularly rich resource for understanding patient attitudes toward medical issues by supporting patients in directly seeking medical advice, sharing their medical experiences, and discussing their symptoms at length [9-15].

Understanding unstructured clinical data on social media requires natural language processing (NLP), a well-established branch of artificial intelligence that has been applied in a variety of fields and has emerging applications in medicine [16,17]. Sentiment and emotion analyses, which are subbranches of NLP, can identify and quantify positive, neutral, and negative sentiments and can detect emotions such as anger, disgust, fear, joy, and sadness in free text [18,19]. The data mining and sentiment analysis of social media, especially web-based medical discussion forums, can provide a fast and effective way to better understand patients’ attitudes, expectations, and experiences [18], which can better guide patient-centric care [20]. The literature shows that health care professionals can, with the sentiment analysis of web-based medical forums, discover new outlooks of patient issues and recurrent complications related to specific treatment uses and drugs [19,21,22] and administrative burden and access to care [23]. By analyzing forum posts, physicians can further understand patients’ attitudes and experiences and assess their needs and concerns, which can result in better patient-centric care [24].

We examined all oculoplastics-related posts on MedHelp, which included questions from patients and replies written by patients and doctors. Oculoplastics is a subspecialty in ophthalmology that involves the eyelids, face, tear ducts, and orbit and is both highly specialized and interdisciplinary as a clinical domain, often at the intersection of ophthalmology, plastic surgery, dermatology, and otolaryngology. Our study illustrates the challenges of identifying and distinguishing text related to specialized medical subdomains, such as ophthalmology, in the context of patient-centric idiomatic language and of web-based discussion forum analysis, where the relevance of text must be filtered on multiple structural levels and physician and patient posts must be distinguished from physicians’ posts. We provide all scripts and describe a detailed approach toward web-based patient forum sentiment analysis, which includes data collection; rigorous data processing, cleaning, and selection; and in-depth data analysis. This methodology allows for a variety of applications, notably the identification and analysis of the main topics related to the chosen field (eg, symptoms, complications, and medication) and their associated quantified sentiment (positive, neutral, or negative) and the likelihood of the presence of certain emotions (joy, anger, disgust, sadness, and fear). This methodology can also be used as a means to measure patient satisfaction and perspective by comparing patients’ sentiment and emotions before, during, and after their interaction with health care professionals. This paper aims to guide physicians and researchers to mine and perform sentiment analysis on web-based clinical data in a chosen field and highlights the challenges and approaches to consider in the process.

Methods

Data Source and Study Population

Founded in 1994, MedHelp is the world’s largest web-based health community [25]. With more than 15 million visits per month, it allows users (patients and doctors) to discuss issues related to various health and wellness topics on a daily basis [18]. Currently, this platform contains 299 official support communities, including a wide variety of well-established medical discussion forums. The main oculoplastics discussion forum is the Eye Care Community, which encourages patients to discuss eye-related issues. Another vision-related forum was the Ask a Doctor-Eye Care Forum, which benefited from a collaboration with ophthalmologists from the American Academy of Ophthalmology from 2007 to 2014 [25,26]. In addition to these forums, MedHelp has more than 1000 user-made groups.

Each community or group, also referred to as a forum, encompasses various discussion threads. Discussion threads comprise a question asked by a user (the initial post), followed by replies written by individual users, which are also considered posts [19].
Approach to Data Extraction

The approach to data extraction from MedHelp is summarized in Figure 1. Discussion threads related to oculoplastic surgery were identified from MedHelp using a list of oculoplastics-relevant search terms created by consensus between 2 specialized ophthalmologists, AYW and SYW, and AXN (Multimedia Appendix 1).

Figure 1. Flowchart for the data extraction of discussion threads and posts on web-based medical forums. SQL: Structured Query Language.

Each discussion thread was parsed using a Python script (Python Software Foundation, version 3.8.6) [27] and the Python package BeautifulSoup [28] to yield the full text of each post (including the initial question and all replies) and the relevant metadata, including the MedHelp user for each post and the forum that each thread belonged to.

An initial review of the search results demonstrated that not all results appeared to be relevant, and it was noted that the details of the exact algorithm used by MedHelp’s proprietary search engine could not be known. Thus, we performed additional filtering of the search results to remove irrelevant discussion threads. Threads in animal forums, duplicate threads, and threads where the search terms were mentioned in purely idiomatic ways were removed.

In addition, we noted that many threads were returned as search results because search terms appeared in different posts within the same thread, for example, the search term “double eye lid” could return a thread containing the use of “double,” “eye,” and “lid” in separate posts, which could result in many irrelevant posts.

Therefore, to further filter the posts to include those that were most highly relevant to oculoplastics, we developed additional lists of related terms and text patterns and identified all the posts that contained exact matches to these patterns (Multimedia Appendix 1).
Appendices 2-3) after lowercasing all the posts. Posts were deemed relevant and included for analyses if they were (1) in a thread whose title or initial question contained an exact pattern match (Multimedia Appendix 2) or (2) the post itself contained an exact pattern match to a very specific oculoplastics-related term (Multimedia Appendix 3). Posts that were not part of a relevant thread were subject to more stringent inclusion criteria because the original topic of the thread did not necessarily pertain to oculoplastics. This filtering algorithm ensures that the data set is relevant and tailored and is not influenced by the proprietary search algorithm of the platform.

Patterns required for inclusion of posts allowed for some variability in human language, for example, the two patterns “%upper lid%eye” and “eye%upper lid%” (“%” denotes 0 or more of any character) match a subset of posts expressing one’s upper eyelid, such as “my eye hurts, and my upper lid...” and “my upper lid droops, and my eye keeps twitching,” without deeming posts containing solely “upper lid” as relevant, such as “the upper lid of my jar....” After excluding irrelevant posts, we extracted the username, user type (doctor or patient), self-reported age, sex, registration date to the MedHelp community, and user location from each user profile. All data were stored in an SQLite relational database [29]. The scripts used to extract threads, posts, and users and the detailed instructions on how to use them can be found in our repository [30].

**Approach to Natural Language Understanding Processing**

The approach to NLP and sentiment analysis is presented in Figure 2 [31]. We used IBM’s Watson Natural Language Understanding (NLU; IBM Cloud Natural Language Understanding V1, version 2019-07-12) [32] to perform sentiment and emotion analyses on the free text of every included forum post. The Watson machine learning system reads and understands the semantics of free text by breaking down sentences structurally, grammatically, and contextually through various linguistic models and algorithms. The results that were returned included a sentiment score for the full document (ie, the full text of a single post) and for each keyword extracted by the IBM Watson algorithm and emotion scores for anger, sadness, joy, fear, and disgust at both the post and keyword levels. These keywords include important words, entities, and phrases from each post. Sentiment scores ranged from \(-1\) to \(+1\) on an arbitrary linear scale of intensity and were negative (less than 0), neutral (0), or positive (greater than 0). For each emotion, a score was given in the form of a percentage of likelihood, ranging from 0 to 1, where 0 represents the certain absence of the emotion in question and 1 represents the definite presence of the emotion.
**Figure 2.** Flowchart describing keyword processing and sentiment analysis.

**NLU Keywords Processing**

Related keywords generated by the IBM Watson NLU program were processed using a Jupyter Notebook [33] with Natural Language Toolkit (NLTK) [34], NumPy [35], and Pandas [36] libraries. The following transformations were applied to each keyword: lowercasing, punctuation removal, stop word deletion (eg, prepositions and conjunctions), and lemmatization [37] (morphological destructuring that allows words to be stripped down to their root word, eg, “oculoplastics” into “oculoplastic”).

**NLU Keywords Selection and Categorization**

Among the keywords with a frequency higher than 500, manual verification was performed to merge the keywords with the same semantic meaning. These keywords were then classified into various categories (groups and subgroups). For example, the “people” group encompasses multiple subgroups including the “eye care provider” subgroup, which in turn contains the fully processed keywords “ophthalmologist” and “optometrist.” However, keywords with a questionable relevancy to the clinical field and keywords with a general meaning (eg, “thing,” “thought,” and “name”) were excluded from the analysis.

**Sentiment Scores Statistical Analysis**

We used Python to aggregate and calculate the mean and standard deviation of each keyword’s associated sentiment and emotion scores (sentiment, sadness, fear, anger, joy, and disgust scores). Three examples of the analyses were performed with the results. We performed a summary of statistics by keyword grouping to determine significant trends among the chosen clinical categories. We also analyzed the data by forum subgroups (eg, posts in the Eye Care forum vs posts in the Neurology forum). We also compared the sentiment associated
with the posts written by the patient before a doctor replied with
the patient’s posts written after a doctor replied.

Results

Results From Data Extraction

Threads Extraction and Filtering
Searching the 300 forums (including ongoing communities, discontinued forums, and user-made groups) on MedHelp using 39 oculoplastics-related search terms resulted in 22,623 discussion threads (Multimedia Appendix 1). The screening for irrelevant threads resulted in the exclusion of 6 duplicate threads, 330 threads found in animal-related forums, and 92 threads containing the search term used exclusively as an idiom. Table 1 highlights threads containing the common idioms associated with the initial search term lists and excluded forums (Animal Health—General, Animal Lovers Group, Animal-Surgery, Birds, Cats, Dogs), as well as example text from the excluded threads and the associated number of threads deleted.

Table 1. Examples of excluded posts because of idiomatic language or reference to animals.

<table>
<thead>
<tr>
<th>Idiom or forum name</th>
<th>Description</th>
<th>Threads deleted, n (%)</th>
<th>Example text from excluded threads</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Idiom</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Raise an eye-brow; (2) raise an eye brow; (3) raise eyebrows</td>
<td>This idiom is used to convey awe, consternation, or disbelief.</td>
<td>(1) 51 (100); (2) 2 (100); (3) 18 (64)</td>
<td>“I may be just freaking out but it does raise an eye-brow.”</td>
</tr>
<tr>
<td>(1) Bat an eyelid; (2) bat an eye lid</td>
<td>This idiom is used to show an emotional reaction.</td>
<td>(1) 20 (100); (2) 1 (100)</td>
<td>“And the doctor, like me, has seen so many she’s not going to bat an eyelid!”</td>
</tr>
<tr>
<td><strong>Forum</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Animal Health—General</td>
<td>This forum is used to answer questions related to general pet health (treatment, parasites, infectious disease, etc).</td>
<td>56 (100)</td>
<td>“My 3 year old boxer has one eye that seems to droop and is a little redder than normal. [...] It has always been that way it could be a congenital abnormality such as entropion.”</td>
</tr>
<tr>
<td>Animal Lovers Group</td>
<td>This forum was previously used to chat about anything related to pets and animals.</td>
<td>1 (100)</td>
<td>“Birds are wonderful. In this state, they seem to frown on folks feeding them in the park too, it really irritates me, what would our world be like without those lovely creatures singing their happy song to us, I love them.”</td>
</tr>
<tr>
<td>Animal-Surgery</td>
<td>This forum was previously used to have questions answered by a veterinarian from PetDocsOnCall on all questions regarding animal surgery.</td>
<td>2 (100)</td>
<td>“My dog has ingrown eyelashes”</td>
</tr>
<tr>
<td>Birds</td>
<td>This forum was used to answer questions about pet birds.</td>
<td>5 (100)</td>
<td>“My three year old peacock has cloudy eyes. One eye in particular, the lid seems to linger and appears to bulge (slightly) when looking at him straight.”</td>
</tr>
<tr>
<td>Cats</td>
<td>This forum was used to answer questions about pet cats.</td>
<td>113 (100)</td>
<td>“I don’t know what my cat has got into but his left eye has been watering really bad and is red inside. It is now red on the right eye but just around where the lashes would be.”</td>
</tr>
<tr>
<td>Dogs</td>
<td>This forum was used to answer questions about pet dogs.</td>
<td>153 (100)</td>
<td>“Lumps on dogs eye lid”</td>
</tr>
</tbody>
</table>

*Words referring to ophthalmology are italicized.

These forums used to have questions answered by a veterinarian.

Posts Extraction and Filtering
After filtering the threads, 129,393 posts associated with the resulting 22,195 threads remained, which then underwent additional layers of filtering for inclusion and exclusion (Figure 1). Posts from 13,239 of the 22,195 threads were considered relevant and were therefore included because the thread title or question contained a relevant oculoplastic term (Multimedia Appendix 2), which resulted in 44,882 included posts. An additional 1499 individual posts from 1090 other discussion threads also contained oculoplastic-related keywords (Multimedia Appendix 3) and were therefore included in the analysis. The final corpus was composed of 46,381 posts within 14,329 threads, which were written between January 1, 1995, and December 18, 2019, in 273 forums.

User Extraction
These 46,381 posts were written by 18,319 users from 1995 to 2019. More specifically, 7458 posts (within 6346 threads) were written by 117 doctors, and 38,923 posts (within 13,788 threads) were written by 18,202 patients. Overall, 20.19% (3699/18,319) of users were male patients, 38.33% (7022/18,319) were female patients, 40.84% (7481/18,319) of the patients did not specify their sex, 0.41% (75/18,319) were male doctors, and 0.23%
(42/18,319) were female doctors. A total of 5642 patients were included in this study. Their ages varied from 10 to 96 years, with an average of 44.8 years. A total of 6704 patients indicated their location (city, state, and/or country).

**Results From Keyword Processing**

**Keyword Extraction**

Keyword extraction, sentiment analysis, and emotion analysis were performed using the IBM Watson NLU service, which generated 201,611 unique raw keywords, including 28,579 keywords from posts written by doctors and 184,890 keywords from posts written by patients, with some keywords common to both sets of posts (Figure 2). Further processing using the NLTK Python library grouped related keywords, resulting in 24,806 keywords from doctors’ posts and 156,080 keywords from patients’ posts. For instance, “eyes” became “eye,” “eyelids” became “eyelid,” and “eye lashes” became “eye lash.”

**Keyword Selection and Categorization**

Keywords that occurred at least 500 times in the corpus were included for analysis; 383 keywords were from patients’ posts and 54 keywords were from doctors’ posts. We grouped these keywords into nine relevant categories: body parts; medical signs, symptoms, and diseases; people; medication and treatment; procedures; complications; administration; aggravating and relieving factors; and others. Some of these categories were then subdivided into more precise clinical concepts. For example, the broad category body parts contained keywords related to the head, neck, upper limbs, thorax, and lower limbs. The category medical signs, symptoms, and diseases was subdivided by specialty (oculoplastics, ophthalmology, psychiatry, neurology, endocrinology, integumentary, immunology, cardiology, and gastroenterology). The people category contained references to eye care doctors, nonocular medical specialists, surgeons, family doctors, family members, friends, and other health care professionals (Figure 3) [38].
Figure 3. Nested bubble chart showing the top 500 keywords associated with patient posts and grouped into clinically relevant categories. The size of each bubble is proportional to the frequency of the keyword. The color of each bubble represents the most likely emotion associated with the keyword. The shade of each bubble is proportional to the likelihood of the emotion score; emotions that are more likely are in darker bubbles. APPT: appointment; BP: blood pressure; ED: eye doctor; HP: hypothyroidism; MG: myasthenia gravis.

Similar keywords that were aggregated include the following examples: “itch” encompassing both “itch” and “itching,” “diagnosis” replacing “dx” and “diagnosis,” “eyelid” including both “eyelid” and “eye lid,” “eyebrow” (“eye brow” and “eyebrow”), “twitch” (“twitch” and “twitching”), “treatment” (“tx” and “treatment”), “non specified doctor” (“doctor,” “doc,” “dr,” “physician,” and “md”), and “ophthalmologist” (“ophthalmologist” and “ophthamologists” [sic]).

Sentiment and Emotion Analysis
Summary statistics were therefore performed using keyword groupings (Figures 3 and 4). Medical signs, symptoms, and diseases had the lowest overall sentiment scores (∼0.598). Complications were highly associated with sadness (likelihood sadness score of 0.485). Forum posts mentioning body parts were related to sadness (likelihood sadness score of 0.485) and fear (likelihood fear score of 0.321). Administration was the category with the highest anger score (0.146).
We further analyzed sentiments and emotions by the forum subgroup. We compared the most popular forums among each other by analyzing the sentiment and emotion scores of their posts (Multimedia Appendix 4). All 6 forums had an overall negative sentiment score; the most negative one being the Neurology forum with a score of $-0.438$. The Undiagnosed Symptoms forum had the highest sadness score (0.448). The least likely fearful posts were those from the Eye Care forum, with a score of 0.260.

We also analyzed all the posts from users who asked questions (ie, initiated new threads) on MedHelp. These posts were divided into two categories: the pre–doctor reply group and the post–doctor reply group. The pre–doctor reply group included all the questions, the self-replies, and replies to other users written by the initial user before a doctor replied. The post–doctor reply group included all the other posts written by the initial user after the first doctor replied. As seen in Table 2, the overall sentiment score is much more negative before the doctor replied. We can also see shifts in the emotion scores: anger, disgust, fear, and sadness decreased in likelihood whereas joy was expressed slightly more likely after the doctor replied.

Table 2. Difference in sentiment and emotion scores between the posts written before and after a doctor replied.

<table>
<thead>
<tr>
<th>Posts analyzed</th>
<th>Pre–doctor reply group</th>
<th>Post–doctor reply group</th>
<th>Difference (post – pre)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Posts expressing the following sentiment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative, n (%)</td>
<td>1553 (92.22)</td>
<td>1260 (49.55)</td>
<td>−42.67%</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>11 (0.65)</td>
<td>110 (4.33)</td>
<td>+3.67%</td>
</tr>
<tr>
<td>Positive, n (%)</td>
<td>120 (7.13)</td>
<td>1172 (46.09)</td>
<td>+38.97%</td>
</tr>
<tr>
<td><strong>Scores</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall sentiment</td>
<td>−0.557</td>
<td>0.0268</td>
<td>+0.584</td>
</tr>
<tr>
<td>Anger</td>
<td>0.143</td>
<td>0.109</td>
<td>−0.0334</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.126</td>
<td>0.0740</td>
<td>−0.0505</td>
</tr>
<tr>
<td>Fear</td>
<td>0.364</td>
<td>0.233</td>
<td>−0.130</td>
</tr>
<tr>
<td>Joy</td>
<td>0.308</td>
<td>0.348</td>
<td>+0.0391</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.5210</td>
<td>0.335</td>
<td>−0.186</td>
</tr>
</tbody>
</table>
Discussion

Innovation

This is the first paper providing a detailed methodology for preparing unstructured text data from web-based health discussion forums related to ophthalmology for sentiment and emotion analyses. We detailed the steps performed to quantify patients’ and doctors’ sentiments from web-based discussion forums: searching results, extracting a data corpus of threads and posts, cleaning the data, analyzing text using IBM Watson NLU, and aggregating and processing the important keywords from each post. Our goal was to explain these key steps and highlight the applicability of our methods to the field of medicine and the factors to consider in the process, notably the selection of search terms; understanding the latter’s different linguistic usages (eg, idioms); the adequate consideration of different forums; and the establishment of robust criteria for data cleaning, aggregation, and grouping of posts and keywords (eg, lowercasing, punctuation removal, and lemmatization). Our approach highlights the importance of considering the unique structure of discussions within web-based health forums, distinguishing between physician and patient posts and analyzing idiomatic language usage to determine text relevance in infoveillance studies, which we found to be important steps not commonly detailed in previous studies of web-based health forums [39,40].

Medical Application

Analyses examining groupings (eg, administration; complications; procedures; medication and treatment; people; medical signs, symptoms, and diseases; time; and body parts), forum subgroups (eg, eye care, neurology, dermatology, thyroid disorders, multiple sclerosis, and undiagnosed symptoms), and patient-doctor interactions can enable researchers to provide key recommendations to physicians. In the oculoplastics data set, patients had a highly negative overall sentiment score and emotion score (anger, disgust, fear, and sadness) before the doctor replied (Table 2). To improve patient satisfaction, health care professionals can address their concerns by adapting their responses to the patients’ sentiments and emotions. These sentiments and emotions can be further broken down by grouping and forums. Each grouping can be addressed with different solutions, such as reducing appointment and waiting time; explaining medical signs, symptoms, and diseases; and reassuring patients’ concerns regarding specific procedures and body parts (Figure 4). Each forum’s scores indicate how the corresponding health care team (eg, neurology, endocrinology, and ophthalmology) must communicate with patients to better manage different emotions, different emotions by predominantly addressing patients’ sadness, disgust, fear, or even joy (Multimedia Appendix 4).

Challenges and Factors to Consider

Several issues must be carefully considered when gathering data from internet sources and unstructured free text to ensure relevance to the desired topic. First, the selection of the search terms is critical when analyzing web-based content. A deep understanding of the chosen field along with its related terms (eg, symptoms, complications, and subfields) is crucial to establish a complete list that encompasses all the possible relevant thread discussions. Second, a thorough understanding of the linguistic usages of the search terms is critical for establishing adequate data cleaning algorithms (eg, removal of threads containing the search terms exclusively used as idioms and consideration of human speech variance in the filtering algorithm). There are many eye-related idioms in the English language that must be considered when analyzing web-based text for ophthalmology-related insights (eg, “bat an eyelid”); every specialty will have its own unique set of idioms related to anatomical parts or functions (eg, “break my heart” and “take my breath away”) that must be taken into consideration. The results can also differ according to the terms’ specificity: broader terms (eg, eyelids, eyebrows, and oculoplastics) encompass the oculoplastics field, whereas more specific terms (eg, blepharitis, entropion, and ectropion) refer to specific medical conditions in this field. It is recommended to choose all relevant search terms (broad and specific) to ensure exhaustive results. However, a robust and tailored filtering algorithm must be established to ensure a relevant data set that is not influenced by the initial results returned by any proprietary search algorithm for any platform.

Indeed, every social media platform will have individual and proprietary search functions that may retrieve information irrelevant to the original query. Therefore, a careful and tailored process for further filtering is required to remove irrelevant results. Key decisions must be made on the filtering process (filtering by topic title, discussion thread, and/or individual post content). Establishing these filtering guidelines is crucial to ensure that the content of the posts selected is relevant and that the posts discarded do not contain relevant information. Basing the filtering algorithm on the relevancy of the thread topic allows for this methodology to be applied to many other social media platforms that often contain similar data structures (eg, on Facebook, Twitter, and Instagram, a main post (topic or title) is followed by comments (replies) related to the initial topic). Furthermore, the scope of the search must also be evaluated. Depending on the topic selected, forums outside of those dedicated to the primary specialty may also need to be included. In our study, we considered a wide variety of MedHelp forums outside the eye care forums as oculoplastics is a field at the intersection of ophthalmology and plastic surgery. The Eye Care forum is only one of the 273 forums that contained our relevant threads and posts (ie, the Cosmetic Surgery, Dermatology, Neurology, and Thyroid Disorders forums). As we took all MedHelp forums into account during the extraction process, more constraints had to be established. For example, all forums related to animal care needed to be excluded.

After carefully selecting individual posts on which sentiment analysis is performed, the keywords extracted by the program will be numerous and lexically repetitive. Therefore, care must be taken to normalize the results originally sourced from free text. Using NLP tools to process and group the keywords with the same clinical meaning is a crucial step to ensure that the analysis is performed on uniform and clean data. To facilitate the grouping of related processed keywords, following a systematic method, such as ours (all keywords with a frequency greater than 500 and keyword categorization by 2 reviewers),
prevents biases from being induced into the sentiment analysis and results.

**Limitations**

Although the effects of users’ spatiotemporal characteristics on sentiment analyses in MedHelp have not been evaluated yet, studies have shown that these features can bias the results of sentiment analysis derived from tweets. Gore et al showed that sentiment analysis can yield biased measures related to population demographics at the municipal, state, and national levels [41]. Another study demonstrated that an individual’s location throughout the day can also affect their tweets’ sentiment [42]. These issues can be addressed by assessing the population represented by posts on the web. In the case of Twitter, only 15% of adults on the web regularly use Twitter, and those aged 18-29 years and minorities tend to be more highly represented on Twitter than in the general population [43]. Although it is unclear what effect these spatial, temporal, and demographic effects may have on sentiment and emotion reflected in forum posts, they have the potential to affect these findings. We acknowledge that not all patients will rely on web-based forums to discuss their medical concerns or receive expert advice, especially the most vulnerable (older adults, minority, and socioeconomic groups).

**Conclusions**

Despite these limitations, the internet is a major source of health-related information that is underused [44]. In this paper, we describe an accessible, quick, and robust approach to sentiment analysis of patient data in social media that is relevant to a chosen medical topic, such as oculoplastics, and highlight the technical challenges encountered when preparing and analyzing the data. Regardless of the clinical questions examined, important factors to be considered during the application of this methodology include assessing the scope of the research; determining search terms and understanding their different linguistic usages; and implementing selection, filtering, and processing criteria for posts and keywords tailored to the results. This emerging methodology can be used as a valuable guide for clinicians and researchers who want to better understand patient attitudes toward and patient satisfaction with particular fields and procedures. The analysis of web-based forum discussions can be a quick, efficient, and robust method for gathering unstructured, diverse, and detailed opinions relevant to a chosen medical topic such as oculoplastics.
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List of patterns used to filter threads based on their titles or initial questions.
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List of patterns used to filter posts based on their content.
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Multimedia Appendix 4

Top 6 forums and their respective overall sentiment and emotion scores. The overall sentiment score reflects a positive, neutral, or negative sentiment, whereas the emotion score (anger, disgust, fear, joy, and sadness) represents how likely (%) the emotion is to be present. These forums had the highest number of posts and threads (displayed in the table).
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Abstract

Background: Authorship teams in the health professions are typically composed of scholars who are acquainted with one another before a manuscript is written. Even if a scholar has identified a diverse group of collaborators outside their usual network, writing an article with a large number of co-authors poses significant logistical challenges.

Objective: This paper describes a novel method for establishing and facilitating large-scale manuscript collaborations via social media.

Methods: On September 11, 2020, I used the social media platform Twitter to invite people to collaborate on an article I had drafted. Anyone who wanted to collaborate was welcome, regardless of discipline, specialty, title, country of residence, or degree completion. During the 25 days that followed, I used Google Docs, Google Sheets, and Google Forms to manage all aspects of the collaboration.

Results: The collaboration resulted in the completion of 2 manuscripts in a 25-day period. The International Council of Medical Journal Editors authorship criteria were met by 40 collaborators for the first article (“Documenting Social Media Engagement as Scholarship: A New Model for Assessing Academic Accomplishment for the Health Professions”) and 35 collaborators for the second article (“The Benefits of Using Social Media as a Health Professional in Academia”). The authorship teams for both articles were notably diverse, with 17%-18% (7/40 and 6/35, respectively) of authors identifying as a person of color and/or underrepresented minority, 37%-38% (15/40 and 13/35, respectively) identifying as LGBTQ+ (lesbian, gay, bisexual, transgender, gender non-conforming, queer and/or questioning), 73%-74% (29/40 and 26/35, respectively) using she/her pronouns, and 20%-23% (9/40 and 7/35, respectively) identifying as a person with a disability.

Conclusions: Scholars in the health professions can use this paper in conjunction with the tools provided to replicate this process in carrying out their own large-scale manuscript collaborations.

Introduction

In the health professions, we typically collaborate with people we already know or are at least acquainted with. There is a practical reason for this: We have to know someone exists in order to think of them as a potential collaborator. However, this can lead to authorship teams that lack diversity. Even if a scholar has identified a diverse group of collaborators outside their usual network, writing an article with a large number of co-authors can be a logistical nightmare. This paper describes a novel method for establishing and facilitating large-scale manuscript collaborations via social media.
Methods

Finding Collaborators

On September 11, 2020, I posted a series of tweets (a “thread”) on the social media platform Twitter, inviting people to collaborate with me on an article I had drafted [1]. Textbox 1 shows the transcript of the tweets in the thread.

The first tweet in the thread was shared with the >7400 people who follow me on Twitter; 2330 people engaged with the first tweet in the thread: 1991 people viewed the details about this tweet, 161 people clicked on my profile, 122 people clicked a heart icon to indicate they “liked” the tweet, 29 people replied to the tweet, and 27 people shared the tweet with their followers by retweeting it.

Less than 24 hours after I posted the thread inviting people to collaborate with me, 31 people had entered their names and affiliations onto the title page of the Google Doc to indicate their desire to serve as co-authors [2].

Textbox 1. Transcript of the tweets in the thread.

Coordinating the Collaboration

To manage the large number of potential co-authors, I created a Google Sheet and posted a link to it at the top of the title page of the Google Doc containing the draft article. With the link to the Google Sheet, I included a note encouraging co-authors to indicate in the Google Sheet whether they identified as someone who is LGBTQ+ (lesbian, gay, bisexual, transgender, gender non-conforming, queer and/or questioning), a person of color/under-represented minority, and/or a person with a disability because this would be helpful information for us to have collectively so that we all have a sense of the diversity of our authorship team (I have created a blank version of the Co-Author Info Sheet for anyone interested in replicating the process described in this innovation report) [3]. There was no screening process for who could or could not join in the collaboration. Anyone who wanted to collaborate was welcome, regardless of discipline, specialty, title, country of residence, or degree completion.

Over the next 7 days, the article grew and changed considerably. Students, residents, fellows, and more senior scholars joined as collaborators, and no contributions to the article were viewed as more or less important based on the status of the collaborator making the contribution. Collaborators made edits to the article and inserted comments or questions that were then answered by other collaborators, occasionally in real time when multiple people were working on the document simultaneously. By September 18, 2020 — my original target date for completing the article — it was clear the article had expanded to have 2 foci rather than 1. I pulled content from Article #1 into a second Google Doc to build an outline for Article #2, then shared the link to the outline with all collaborators.

To keep things simple throughout the collaboration process, the first page of the original Google Doc was where I posted messages to the collaborators as well as links to the revised Article #1 (guidelines for documenting social media contributions) and what had become a draft of Article #2 (the benefits of social media for health professionals in academia). This approach preserved the comments made by collaborators on the original draft so that we could maintain a history of everyone’s contributions.

Ensuring the Integrity of Authorship Designation

With such a large team of potential co-authors, I recognized that I would need to build several checkpoints into the collaboration process to ensure that individuals who met the International Council of Medical Journal Editors (ICMJE) criteria for authorship would be credited as such on the manuscript. The ICMJE defines authorship as follows: “The ICMJE recommends that authorship be based on the following 4 criteria: 1. Substantial contributions to the conception or design of the work; or the acquisition, analysis, or interpretation of data for the work; AND 2. Drafting the work or revising it critically for important intellectual content; AND 3. Final approval of the version to be published; AND 4. Agreement to be accountable for all aspects of the work in ensuring that
questions related to the accuracy or integrity of any part of the work are appropriately investigated and resolved. In addition to being accountable for the parts of the work he or she has done, an author should be able to identify which co-authors are responsible for specific other parts of the work. In addition, authors should have confidence in the integrity of the contributions of their co-authors. All those designated as authors should meet all four criteria for authorship, and all who meet the four criteria should be identified as authors. Those who do not meet all four criteria should be acknowledged” [4].

To address this, I asked co-authors to describe their specific contributions to each manuscript in a Google Sheet; then, I sent them a “Co-Author Attestation Form” at 2 different points in the manuscript preparation process. This form asked them to attest to having met all 4 of the ICMJE authorship criteria. All members of the authorship team were able to see one another’s contributions to the manuscript in the Google Doc as well as their descriptions of those contributions in the Google Sheet, so there was ample opportunity for concerns to be raised if an individual was not pulling their weight as a co-author. No such concerns were raised. In a few cases, individuals recognized during the co-author attestation checkpoints that they themselves did not meet the ICMJE authorship criteria, and as such, they requested being moved to the acknowledgements. Overall, this process seems to have been both efficient and effective.

Revising, Rewriting, and Negotiating
On September 18, 2020, one collaborator (J Mugele) took the lead in completely rewriting Article #1 to improve flow and cohesion. This collaborator’s contributions were substantial in reshaping the way in which Article #1 was conceptualized, so I asked him to serve as second author. Although none of the co-authors expressed concerns about this, in hindsight, I should have asked the other collaborators if they supported this decision. At the time, I was struggling to manage what had grown into a team of 45 active, engaged collaborators; Mugele’s leadership in revising the article was a life buoy, and I grabbed it. Mugele sent me the revised article on September 19, 2020, and I posted it to the rest of the collaborators later that day as a link from the original Google Doc. I asked all collaborators to make final edits by Friday, September 25, 2020 and asked them to indicate their preference in the Google Sheet for listing co-authors after the first 2 authors (Acquaviva and Mugele).

Between September 19, 2020 and September 25, 2020, I followed up with collaborators via Twitter direct message to remind them to finish entering their info on the Google Sheet. The vast majority of collaborators indicated a preference for listing co-authors after Acquaviva and Mugele in alphabetical order, so I edited the title page of the manuscript accordingly. On September 25, 2020, when the article was finalized and all edits had been received, I put together 2 different Google Forms to send to collaborators. I emailed “Co-Author Attestation v. 1” to collaborators who had already documented in the Google Sheet that they met the first 2 ICMJE authorship criteria. The form asked them to indicate they approved the final version of the article and met the last 2 ICMJE authorship criteria. I emailed “Co-Author Attestation v. 2” to collaborators who had not yet documented in the Google Sheet that they met the first 2 ICMJE authorship criteria. The form asked them to describe how they met the first criteria and then indicate whether they met the other 3 criteria. I have created blank versions of the Co-Author Attestation v.1 [5] and Co-Author Attestation v.2 [6] for readers who are interested in replicating the approach described in this innovation report. The last Co-Author Attestation form for Article #1 was received on September 29, 2020. In keeping with the practice I follow with all co-authored manuscripts I write, I ran the manuscript through iThenticate prior to submission to ensure that it was free of plagiarism. None was found.

Article #2
With Article #1 finalized, I then began the process of moving Article #2 toward completion. On September 27, 2020, I sent a Google Form to the 40 original co-authors and one individual who received an acknowledgement in Article #1 but made substantial contributions to the draft of Article #2. Because all 41 of these individuals had made significant contributions to the draft of Article #2, I wanted to give each person in the group the opportunity to take a lead role on the manuscript. The Google Form contained the message shown in Figure 1.

The Google Form contained 3 questions (Figure 2).

As responses to the Google Form were received, they automatically fed into a Google Sheet that was viewable by all members of the 41-person team. I created additional tabs in the Google Sheet labeled “Lead Author Team,” “Revising/Editing Team,” “Formatting Team,” and “Move to Acknowledgements” and then copied individual responses into these sheets. On the evening of September 27, 2020, I posted the message shown in Figure 3 as both a comment and a cell in the Lead Author Team sheet.
Figure 1. Message contained within the authorship interest form.

Article #2: Lead Authors and Co-Authors

**** To facilitate transparency, all responses to this Google Form will be viewable by all members of our 40-person co-author team.***

For Article #1, I served as first author and Josh Mugele served as second author. In hindsight I probably should have polled the group about the second author slot but Josh did such an epic job rewriting the entire article to improve cohesion and strengthen the arguments that I offered him the second author slot without hesitation.

For Article #2, I’d love to see two different people take the first and second author slots and I’ll list myself as last author. In order to determine the lead authors in a way that’s equitable and transparent, I put together this survey to determine who has the time, energy, and interest to devote to being one of the lead authors on Article #2. If more than 2 of the original 40 co-authors are interested, the group of people interested in serving as lead authors can choose to form a lead author team and the author’s would then be listed accordingly in the final manuscript with a note about how authorship order was determined.

For example: Lead 1, Lead 2, Lead 3, Lead 4, Alphabetized 1, Alphabetized 2 etc.

This survey also asks questions about your willingness to work on revising/editing, formatting, etc.

Our collective deadline to get Article #2 finished, formatted, and ready for routing to co-authors for final sign-off is Friday, October 2nd at 5:00pm ET. (On Friday I’ll run our manuscript through iThenticate and resolve any paraphrasing errors that are detected, then I’ll route the Authorship Attestation Form to everyone. The lead authors won’t have to deal with either of these tasks). Articles #1 and #2 will then be submitted as a paired submission no later than Monday, October 5th.

Thanks in advance for your response to this survey. I’ll make the Google Sheet containing the responses available to all of you. Thanks! :)
Figure 2. Questions on the authorship interest form.

Do you have the time and energy this week (September 28th to October 2nd) to revise/edit the manuscript in the Google Doc with the other co-authors? *

- Yes, I have the time, energy, and interest to take this on.
- No, I don’t have the time, energy, and/or interest to take this on. Please remove me as a co-author from Article #2 and list me in the acknowledgements instead.

Do you have the time and energy this week (September 28th to October 2nd) to devote to being one of the lead authors of Article #2? This will entail taking the lead on revising the article, reading and resolving comments from other co-authors, formatting the manuscript, checking and formatting the citations, etc. *

- Yes, I have the time, energy, and interest to take this on this week.
- No, I don’t have the time, energy, and/or interest to take this on this week.

Do you have the time and energy on Friday, October 2nd to devote to formatting the manuscript and references? *

- Yes, I have the time, energy, and interest to take this on.
- No, I don’t have the time, energy, and/or interest in taking this on.

Figure 3. Message to the lead author team.

Dear Lead Author Team:

Thank you for stepping forward and agreeing to take on lead roles in carrying this manuscript through to completion this week. You’re going to be an amazing team!

Please use this column of the spreadsheet to talk though how you’d like authorship order to be determined among the lead author team. It’s important to have this discussion up front so that there’s clarity. It will be up to you as the lead author team to determine the order the lead authors’ names should appear at the beginning of the list of authors. (I’ll be last author at the end of the complete list of authors, so you don’t need to worry about incorporating me into the lead author list).

Looking forward to seeing your incredible work this week! :)

Kim
Results

Article #1: Documenting Social Media Engagement as Scholarship: New Model for Assessing Academic Accomplishment for the Health Professions [7]

Of the 45 collaborators who had originally entered their names into the title page of the Google Doc as potential co-authors, 40 collaborators ended up meeting the ICMJE authorship criteria, 4 collaborators decided that their contributions were more appropriate for recognition in an acknowledgement, and 1 collaborator dropped out because they were unable to contribute. The authorship team was notably diverse (Table 1).

Table 1. Authorship team composition for article #1.

<table>
<thead>
<tr>
<th>Article #1</th>
<th>Identifies as a person of color and/or an under-represented minority, n (%)</th>
<th>Identifies as LGBTQ+, n (%)</th>
<th>Uses she/her pronouns, n (%)</th>
<th>Identifies as a person with a disability, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authorship team (40 people)</td>
<td>7 (18)</td>
<td>15 (38)</td>
<td>29 (73)</td>
<td>9 (23)</td>
</tr>
</tbody>
</table>

LGBTQ+: lesbian, gay, bisexual, transgender, gender non-conforming, queer and/or questioning.

To view the diverse array of degrees, licenses, and certifications held by the authorship team, you can view the article online [7].

After submitting the manuscript to Academic Medicine, we received a rejection within a matter of days. No feedback was provided. The authorship team revised the manuscript for submission to the Journal of Medical Internet Research (JMIR) and opted for open peer review. We received a revise-and-resubmit decision and then revised the manuscript to address the reviewers’ comments and suggestions. The manuscript was then accepted for publication and published in December 2020. The day the article was published online, one of the members of the authorship team noticed that their name was not listed on the article: Apparently, I had made an error during the process of entering the metadata into the journal’s online submission system. I was mortified. I immediately owned up to the error publicly on Twitter and contacted the authorship team to alert them directly. Because a correction to the list of authors in a journal article requires the approval of every member of the authorship team, I routed the corrigendum to every author for their review and signature. The error was corrected in the list of authors within a matter of days.

Article #2: The Benefits of Using Social Media as a Health Professional in Academia

Of the 41 collaborators from Article #1 who were surveyed at the beginning of the Article #2 revision process to determine their interest in serving as a lead author or co-author on the second manuscript, 2 individuals asked to be moved to the acknowledgements section of Article #2. Of the remaining 39 collaborators, 7 indicated interest in serving on the lead author team. When the manuscript was formatted and finalized and the Authorship Attestation Form was routed on October 3, 2020, 35 collaborators ended up meeting the ICMJE authorship criteria, and 4 collaborators agreed to be moved to the acknowledgements section. The authorship team for Article #2 was as diverse as Article #1, with marked diversity among the Lead Author Team in particular (Table 2).

Table 2. Authorship team composition for article #2.

<table>
<thead>
<tr>
<th>Article #2</th>
<th>Identifies as a person of color and/or an under-represented minority, n (%)</th>
<th>Identifies as LGBTQ+, n (%)</th>
<th>Uses she/her pronouns, n (%)</th>
<th>Identifies as a person with a disability, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead authorship team (7 people)</td>
<td>2 (29)</td>
<td>3 (43)</td>
<td>3 (43)</td>
<td>2 (29)</td>
</tr>
<tr>
<td>Authorship team (35 people)</td>
<td>6 (17)</td>
<td>13 (37)</td>
<td>26 (74)</td>
<td>7 (20)</td>
</tr>
</tbody>
</table>

LGBTQ+: lesbian, gay, bisexual, transgender, gender non-conforming, queer and/or questioning.

After submitting the manuscript to Academic Medicine, we received a rejection accompanied by helpful feedback for revising the paper for submission to another journal. The overarching theme running through the reviewers’ comments was that we needed to focus the article more narrowly — a valid criticism with which the members of the authorship team agreed. The authorship team is in the process of revising the manuscript to address the issues raised by the Academic Medicine reviewers. Because Academic Medicine did not invite us to resubmit a revised manuscript, we plan to submit the paper to another journal that is better aligned with the subject matter.

Relationship Between the Three Manuscripts

Congruent with the ICMJE’s “Recommendations for the Conduct, Reporting, Editing, and Publication of Scholarly Work in Medical Journals” [4], this manuscript is not “…reporting work that has already been reported in large part in a published article or is contained in or closely related to another paper that has been submitted or accepted for publication elsewhere.” This manuscript is narrowly focused on describing the method used to establish and facilitate a large-scale collaboration using social media. The manuscript titled “Documenting Social Media Engagement as Scholarship: A New Model for Assessing Academic Accomplishment for the Health Professions” [7] presents the guidelines created through the process described in this manuscript, while the manuscript titled “The Benefits of Using Social Media as a Health Professional in Academia” (unpublished) examines the benefits of social media engagement.

Conclusion

This paper and the 2 manuscripts described therein are evidence that it is possible to establish and facilitate large-scale manuscript collaborations via social media. Open collaboration
on manuscripts in the health professions is one way to ensure diverse authorship teams and facilitate collaboration across disciplines. Scholars can use this innovation report in conjunction with the tools provided to replicate this process in carrying out their own large-scale manuscript collaborations.
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Abstract

Background: Canadian public safety personnel (PSP) experience high rates of mental health disorders and face many barriers to treatment. Internet-delivered cognitive behavioral therapy (ICBT) overcomes many such barriers, and is effective for treating depression, anxiety, and posttraumatic stress disorder (PTSD) symptoms.

Objective: This study was designed to fill a gap in the literature regarding the use of ICBT tailored specifically for PSP. We examined the effectiveness of a tailored ICBT program for treating depression, anxiety, and PTSD symptoms among PSP in the province of Saskatchewan.

Methods: We employed a longitudinal single-group open-trial design (N=83) with outcome measures administered at screening and at 8 weeks posttreatment. Data were collected between December 5, 2019 and September 11, 2020. Primary outcomes included changes in depression, anxiety, and PTSD symptoms. Secondary outcomes included changes in functional impairment; symptoms of panic, social anxiety, and anger; as well as treatment satisfaction, working alliance, and program usage patterns.

Results: Clients reported large symptom reductions on measures of depression and anxiety, as well as moderate reductions on measures of PTSD and secondary symptoms, except for social anxiety. Most clients who reported symptoms above clinical cut-offs on measures of depression, anxiety, and PTSD during screening experienced clinically significant symptom reductions. Results suggested good engagement, treatment satisfaction, and working alliance.

Conclusions: Tailored, transdiagnostic ICBT demonstrated promising outcomes as a treatment for depression, anxiety, and PTSD among Saskatchewan PSP and warrants further investigation.

Trial Registration: Clinicaltrials.gov NCT04127032; https://www.clinicaltrials.gov/ct2/show/NCT04127032

(J Med Internet Res 2021;23(5):e27610) doi:10.2196/27610
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internet; cognitive behavior therapy; anxiety; depression; posttraumatic stress disorder; public safety personnel; CBT; internet-based cognitive behavioral therapy; ICBT; PTSD; outcome; diagnosis; longitudinal; observational; literature; effectiveness
Introduction

Public safety personnel (PSP) include border security personnel, communications officials (e.g., emergency response dispatchers), correctional workers, firefighters, paramedics, police officers, and others whose work keeps communities safe [1]. Through their work, PSP frequently experience or witness potentially traumatic events such as motor vehicle collisions and acts of violence [2-4]. Research shows that such events put individuals at risk of developing several emotional disorders, including posttraumatic stress disorder (PTSD), major depressive disorder, and panic disorder [5-10]. In Canada, a large survey study indicated that 44.5% of PSP report clinically significant symptoms of one or more mental health disorders [11]. PSP have also reported high rates of mental health problems in other countries [12-14]. PSP face many barriers to treatment, such as stigma, distance from services, and time constraints [15]. Stigma appears to be a particularly prohibitive barrier to treatment among PSP [15,16].

Internet-delivered cognitive behavioral therapy (ICBT) is a treatment wherein traditional cognitive behavioral therapy skills are taught via online learning platforms and is poised to help overcome these barriers to treatment for PSP. ICBT can be accessed privately and conveniently, and it is cost-effective because it requires less therapist time per client than traditional face-to-face treatments [17,18]. Meta-analyses have shown that ICBT is effective for treating symptoms of a range of mental disorders, including depression, anxiety, and PTSD [19,20]. There have been several recent calls for internet interventions to be tailored to the unique needs of their target users to facilitate greater treatment engagement [21,22]. As one group stated, this process begins with establishing “a deep understanding of user needs and preferences, and actively involving users in design processes from the outset” [21]. Tailoring ICBT may be particularly important for PSP, who have reported several unique needs such as the need for flexible treatment timelines, diverse preferences for frequency of therapist support, specialized therapists with knowledge of unique PSP issues and culture, and a focus on exposures to potentially psychologically traumatic events [15]. Canadian PSP appear receptive to therapist-supported ICBT, which was ranked as their most preferred mental health treatment after face-to-face psychological services [23].

The Government of Canada recently announced a $10 million investment into developing, delivering, and evaluating ICBT tailored specifically for PSP [24]. Our research unit, PSPNET, was contracted to carry out this work. We conducted extensive interviews with PSP stakeholders to better understand their needs and preferences [15] and, drawing upon their feedback, tailored a transdiagnostic ICBT program that previously demonstrated positive outcomes for a range of conditions to meet the needs of PSP. The tailored course of treatment is called the PSP Wellbeing Course, which is described in detail below.

This paper presents the initial outcomes of the PSP Wellbeing Course among the first 83 PSP enrolled in the course during the first 7 months of availability in Saskatchewan. The study objectives were to evaluate the initial (a) effectiveness, (b) treatment satisfaction and working alliance, and (c) program usage patterns of the PSP Wellbeing Course. We hypothesized high completion rates, high satisfaction, and moderate to large effect sizes for symptom change. This study is the first, as far as we are aware, to evaluate the tailored ICBT approach for treating mental health problems among PSP.

This study’s sample represents only the first third of the sample described in our trial protocol (N=250; Clinicaltrials.gov NCT04127032). This early evaluation of outcomes is important for three reasons. First, it is important to ensure that the development and delivery of the PSP Wellbeing Course is a fruitful use of Canadian tax dollars. Second, evaluation of early outcomes is consistent with the learning health system approach, which is characterized by a continuous cycle of gathering data from practice, transforming data into knowledge, and implementing knowledge into practice [25]. Third, our preliminary findings may be helpful for others involved in the development, provision, evaluation, and funding of mental health services for PSP.

Methods

Study Design

We employed a longitudinal single-group open-trial design. This study was approved by the local institutional research ethics board (2019-157) and registered on Clinicaltrials.gov (NCT04127032). This article presents the initial study outcomes for the first 83 clients who enrolled in the PSP Wellbeing Course (one third of the total expected sample of 250). We have followed the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement in preparing the article [26].

Setting

This study was performed in the Canadian province of Saskatchewan. There was no specialized ICBT for PSP in Saskatchewan prior to this study. ICBT has been available to Saskatchewan residents through the Online Therapy Unit [27] since 2010, but the numbers of PSP using this service have not been systematically tracked.

Clients

All clients who enrolled in the PSP Wellbeing Course between December 5, 2019 and July 2, 2020 consented to our use of their data for research and were included in this study. Enrollment in the PSP Wellbeing Course required clients to (a) be 18 years or older, (b) currently or formerly employed as a PSP (as defined above), (c) have access to a computer and internet service, (d) provide an emergency medical contact, and (e) reside in the province of Saskatchewan (although we later began offering the PSP Wellbeing Course in English and French to residents of Quebec as well). Prospective clients were excluded and referred to appropriate services if they (a) reported a high suicide risk; (b) had attempted suicide or had been hospitalized for a high suicide risk within the past year; (c) reported a primary problem with psychosis, mania, or alcohol and drugs; (d) reported receiving psychological treatment more than twice per month; or (e) reported concerns about ICBT and requested referral to other services in the community.
Intervention

The PSP Wellbeing Course was adapted from a transdiagnostic ICBT program called the Wellbeing Course, which was developed for use in the general population by eCentre Clinic at Macquarie University, Australia [28-32]. The PSP Wellbeing Course is designed to treat symptoms of depression, anxiety, and PTSD. The course consists of five sequential lessons, which are presented in a slideshow format and focus on (1) introducing the cognitive behavioral model and symptom identification, (2) monitoring and challenging maladaptive thoughts, (3) managing physical symptoms, (4) graded exposure, and (5) relapse prevention. Lesson content is relayed through instructive text, diagrams, and illustrative case stories about PSP. Clients are also given access to downloadable materials, weekly homework assignments, and supplementary resources related to issues not addressed in the lessons (eg, assertiveness, communication, sleep problems). Therapists hold graduate degrees in psychology or social work and provide support to clients by phone or secure email up to twice per week, depending on each client’s preference. Each week, clients complete symptom questionnaires and a reflection questionnaire including both open-ended and closed-ended questions designed to gauge response to the treatment program (eg, what clients worked on; any challenges they encountered; and ratings of helpfulness, understanding, and difficulty). The course is designed to be completed in 8 weeks, but clients are provided with therapist support for up to 16 weeks based on symptoms and preference, and are given access to the course materials for 1 year. We tailored the PSP Wellbeing Course using extensive feedback from PSP stakeholders gleaned through 112 interviews [15] and 132 survey responses [23] (eg, replacing generic case stories and examples used to illustrate treatment concepts with case stories and examples about PSP).

Procedure

Prospective clients completed a two-stage eligibility screening process consisting of an online screening questionnaire (demographics, clinical history, and the measures described below) and a screening interview by phone. Clients then began the PSP Wellbeing Course. Clients were automatically administered brief weekly questionnaires and a longer battery of questionnaires at 8 weeks, as detailed below. Questionnaires were embedded in the course. Members of our research team followed up with clients by phone or email to encourage them to complete posttreatment measures.

Measures

Primary Outcome Measures

Patient Health Questionnaire-9

The Patient Health Questionnaire-9 (PHQ-9) measures symptoms of depression and includes one item to assess suicidality [33]. It includes nine items rated from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 to 27. A score greater than 9 is typically used to identify a likely diagnosis of major depressive disorder [34]. The PHQ-9 has demonstrated excellent psychometric properties [33,35,36]. Cronbach α for the PHQ-9 in this study ranged from .84 to .88.

Generalized Anxiety Disorder-7

Generalized Anxiety Disorder-7 (GAD-7) is a brief measure of general anxiety symptoms [37]. It includes seven items rated from 0 (not at all) to 3 (nearly every day) for a total score ranging from 0 to 21. The GAD-7 has demonstrated strong psychometric properties, and a score of 10 or greater is typically used to identify a likely diagnosis of generalized anxiety disorder [36,37]. Cronbach α for the GAD-7 in this study ranged from .86 to .92.

Posttraumatic Stress Disorder Checklist for DSM-5

The Posttraumatic Stress Disorder Checklist for the DSM-5 (PCL-5) measures symptoms of PTSD and includes 20 items rated from 0 (not at all) to 4 (extremely) [38]. A cut-off of 33 was recommended by several groups to indicate a likely diagnosis of PTSD [39,40]. The PCL-5 has shown good psychometric properties [39]. Cronbach α for the PCL-5 in this study ranged from .95 to .96.

Secondary Outcome Measures

Panic Disorder Severity Scale Self-Report

The Panic Disorder Severity Scale Self-Report (PDSS-SR) is a psychometrically sound 7-item measure assessing symptoms of panic disorder [41]. Items are rated from 0 to 4 for a total score of 0 to 28. It is common practice to employ a cut-off score of 8 on the PDSS-SR [42-44], based on the cut-off initially established for the nonself-report PDSS [45]. Cronbach α for the PDSS-SR in this study was .89-.91.

Six-Item Social Phobia Scale and Six-Item Social Interaction Anxiety Scale

The 6-item Social Phobia Scale (SPS-6) and 6-item Social Interaction Anxiety Scale (SIAS-6) are brief measures of social anxiety that are psychometrically sound when administered together or separately [46]. Items are rated from 0 to 4 for total scores of 0 to 24 on each measure or a combined total of 0 to 48, with a clinical cut-off of 2 on the SPS-6 and of 7 on the SIAS-6 [46]. Cronbach α for the measures combined in the current study was .91 and .94.

Dimensions of Anger Reactions Scale

The Dimensions of Anger Reactions Scale (DAR-5) is a 5-item measure of anger that has demonstrated good psychometric properties [47]. Scores range from 5 to 25 with a cut-off of 12 [48]. Cronbach α for the DAR-5 in this study was .88 and .89.

Sheehan Disability Scale

The Sheehan Disability Scale (SDS) is a psychometrically sound 3-item measure assessing respondents’ functioning in their home lives, social lives, and work/school lives [49].

Treatment Satisfaction Questionnaire

We administered a bespoke questionnaire to explore treatment satisfaction.

Working Alliance Inventory-Short Revised

The Working Alliance Inventory-Short Revised (WAI-SR) is a 12-item measure of working alliance with goal, task, and bond subscales that has demonstrated good psychometric properties [50,51]. The Cronbach α for the WAI-SR in this study was .94.
for the goal subscale, .93 for the task subscale, and .95 for the bond subscale.

**Administration of Measures**

At screening and posttreatment, clients were administered the PHQ-9, GAD-7, PLC-5, PDSS-SR, SPS-6, SIAS-6, DAR-5, and SDS. Additionally, at posttreatment, clients were administered the Treatment Satisfaction Questionnaire and WAI-SR. Certain measures were administered weekly during treatment, and at 6 months and 1 year postenrollment. These time points are not included in the present analyses but will be reported in the future once more data are available.

**Analyses**

Following intention-to-treat principles, we first created multiple imputations for missing data using predictive mean matching. Imputations for missing data were modeled controlling for lesson completion rates, pretreatment symptom measures, and, if available, weekly symptom measures. We used generalized estimating equations (GEEs) to model the change in symptoms from pretreatment to posttreatment [52]. A gamma distribution with a log-link function was used to model changes between pretreatment and posttreatment as proportional and to accommodate the skewed response distribution [53]. We ran the imputations and GEE models in R version 4.0.3 using the mice [54] and geepack [55] packages.

The effectiveness of the PSP Wellbeing Course was evaluated by examining Hedges $g$ and proportional reductions in symptoms. Hedges $g$ is calculated as the difference in means between pretreatment and posttreatment divided by the pooled SD and multiplied by a small-sample bias correction. It is interpreted similarly to Cohen $d$ but was considered to be a more appropriate measure of effect size for this study given the small size of our clinical subsamples. Some researchers have recommended calculating Hedges $g$ using the SD of the control or pretreatment group instead of the pooled SD when pretreatment and posttreatment SDs are unequal [56]. Indeed, we noted that in the subsets of clients scoring above clinical cut-offs at pretreatment, the pretreatment SDs were much lower than the posttreatment SDs. However, because these subsets represented a restricted range of pretreatment scores, a greater SD at posttreatment would be expected—even in the absence of a treatment effect—due to regression toward the mean [57]. Therefore, we used pooled SDs in calculating Hedges $g$ in the clinical subsets to avoid overestimating effect sizes.

We also examined clinically significant deterioration and recovery for the PHQ-9, GAD-7, and PCL-5. Following the UK National Health Service guidelines, deterioration was defined as an increase of at least 6 points on the PHQ-9 [58]. Following precedents set in previous research using the same outcome measures, deterioration was defined as an increase of 5 points on the GAD-7 [59,60] or 10 points on the PCL-5 [61]. Recovery was defined as a decrease of at least 6 points on the PHQ-9, 5 points on the GAD-7, or 10 points on the PCL-5 that resulted in the patient moving from the clinical range to the nonclinical cut-off scores described in the Measures section above. We examined the uptake, treatment satisfaction and acceptability, and program usage patterns using descriptive statistics in SPSS version 23.

**Results**

**Client Characteristics**

There were 83 clients included in this study. The flow of clients through the study process is shown in Figure 1. Client characteristics are summarized in Table 1.
Figure 1. Flowchart displaying client enrollment, program usage, and completion of posttreatment measures. GAD-7: Generalized Anxiety Disorder-7; PCL-5: Posttraumatic Stress Disorder Checklist for the DSM-5; PHQ-9: Patient Health Questionnaire-9; PSP: public safety personnel.
Table 1. Client demographics (N=83).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.25 (10.95)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>45 (54)</td>
</tr>
<tr>
<td>Man</td>
<td>37 (45)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>73 (88)</td>
</tr>
<tr>
<td>First Nations, Inuit, or Metis</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (4)</td>
</tr>
<tr>
<td><strong>Married or common law, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (64)</td>
</tr>
<tr>
<td>No</td>
<td>30 (36)</td>
</tr>
<tr>
<td><strong>Children, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>44 (53)</td>
</tr>
<tr>
<td>No</td>
<td>39 (47)</td>
</tr>
<tr>
<td><strong>Community size, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Population of 100,000 or greater</td>
<td>43 (52)</td>
</tr>
<tr>
<td>Population under 100,000</td>
<td>40 (48)</td>
</tr>
<tr>
<td><strong>PSP* sector, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Police</td>
<td>24 (29)</td>
</tr>
<tr>
<td>Corrections</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Emergency medical service</td>
<td>29 (35)</td>
</tr>
<tr>
<td>Fire</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Dispatch/communications</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (12)</td>
</tr>
</tbody>
</table>

*PSP: public safety personnel.

Effectiveness
The effect sizes for each scale, along with the percentage changes and reliable change rates for primary symptom measures are detailed in Table 2. The results indicated large effect sizes on the PHQ-9 and GAD-7, and a moderate effect size on the PCL-5. When examining effect sizes for each primary measure only among clients reporting clinically significant symptoms on that measure at screening, we found large effect sizes on all three measures. In general, we found moderate effect sizes on secondary symptom measures in the entire sample and moderate to large effect sizes when examining only clients reporting clinically significant symptoms at screening; however, the results indicated small effect sizes on the combined SIAS-6 and SPS-6 among all clients and for those with clinically significant SIAS-6 and SPS-6 scores at screening.
### Table 2. Effectiveness of the PSP Wellbeing Course.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Pretreatment, mean (SD)</th>
<th>Posttreatment, mean (SD)</th>
<th>Hedges g effect size (95% CI) from pre-treatment</th>
<th>Percentage change (95% CI) in estimated mean from pre-treatment</th>
<th>Reliable deterioration (%)</th>
<th>Reliable recovery (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total sample (N=83)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9(^a)</td>
<td>11.09 (5.59)</td>
<td>6.81 (5.33)</td>
<td>0.78 (0.46 to 1.09)</td>
<td>39 (26 to 49)</td>
<td>4.4</td>
<td>29.7</td>
</tr>
<tr>
<td>GAD-7(^b)</td>
<td>10.32 (5.44)</td>
<td>6.01 (4.82)</td>
<td>0.83 (0.52 to 1.15)</td>
<td>42 (30 to 52)</td>
<td>1.7</td>
<td>37.6</td>
</tr>
<tr>
<td>PCL-5(^c)</td>
<td>29.82 (19.18)</td>
<td>20.39 (17.60)</td>
<td>0.51 (0.20 to 0.82)</td>
<td>32 (15 to 45)</td>
<td>6.8</td>
<td>25.1</td>
</tr>
<tr>
<td>PDSS-SR(^d)</td>
<td>5.20 (5.09)</td>
<td>3.17 (4.52)</td>
<td>0.42 (0.11 to 0.73)</td>
<td>39 (15 to 56)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SIAS-6/SPS-6(^e)</td>
<td>9.76 (9.22)</td>
<td>9.19 (9.58)</td>
<td>0.06 (–0.24 to 0.36)</td>
<td>6 (–20 to 26)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>DAR-5(^f)</td>
<td>10.31 (4.39)</td>
<td>8.59 (3.79)</td>
<td>0.42 (0.11 to 0.72)</td>
<td>17 (8 to 25)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS(^i) Family</td>
<td>4.98 (2.73)</td>
<td>3.69 (2.84)</td>
<td>0.46 (0.15 to 0.77)</td>
<td>26 (10 to 39)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Social</td>
<td>5.03 (2.94)</td>
<td>3.82 (2.92)</td>
<td>0.41 (0.10 to 0.72)</td>
<td>24 (9 to 37)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Work</td>
<td>4.54 (3.02)</td>
<td>3.40 (3.05)</td>
<td>0.37 (0.07 to 0.68)</td>
<td>25 (7 to 40)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Total</td>
<td>14.54 (7.81)</td>
<td>10.80 (7.76)</td>
<td>0.48 (0.17 to 0.79)</td>
<td>26 (11 to 38)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Clinical sample(^j)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 (≥10, n=48)</td>
<td>14.90 (3.82)</td>
<td>8.91 (5.46)</td>
<td>1.25 (0.82 to 1.70)</td>
<td>40 (28 to 51)</td>
<td>2.9</td>
<td>51.3</td>
</tr>
<tr>
<td>GAD-7 (≥10, n=46)</td>
<td>14.22 (3.24)</td>
<td>8.08 (5.11)</td>
<td>1.41 (0.97 to 1.87)</td>
<td>43 (31 to 53)</td>
<td>2.5</td>
<td>56.8</td>
</tr>
<tr>
<td>PCL-5 (≥33, n=35)</td>
<td>48.63 (10.66)</td>
<td>32.96 (17.63)</td>
<td>1.05 (0.56 to 1.56)</td>
<td>32 (17 to 45)</td>
<td>7.8</td>
<td>59.5</td>
</tr>
<tr>
<td>PDSS-SR (≥28, n=23)</td>
<td>12.14 (2.94)</td>
<td>7.00 (6.18)</td>
<td>1.03 (0.42 to 1.66)</td>
<td>42 (15 to 61)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SIAS-6/SPS-6 (≥7, n=27)</td>
<td>20.52 (7.54)</td>
<td>18.48 (10.23)</td>
<td>0.22 (–0.31 to 0.76)</td>
<td>10 (–13 to 28)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>DAR-5 (≥12, n=25)</td>
<td>15.84 (3.21)</td>
<td>11.76 (4.80)</td>
<td>0.97 (0.39 to 1.57)</td>
<td>26 (12 to 37)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Family (≥3, n=66)</td>
<td>6.03 (1.93)</td>
<td>4.23 (2.84)</td>
<td>0.73 (0.38 to 1.09)</td>
<td>30 (15 to 42)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Social (≥3, n=62)</td>
<td>6.34 (2.11)</td>
<td>4.45 (2.88)</td>
<td>0.74 (0.38 to 1.11)</td>
<td>30 (16 to 42)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Work (≥3, n=58)</td>
<td>5.98 (2.40)</td>
<td>4.23 (3.00)</td>
<td>0.64 (0.27 to 1.01)</td>
<td>29 (13 to 43)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS Total (≥9, n=62)</td>
<td>17.95 (5.74)</td>
<td>12.35 (7.75)</td>
<td>0.81 (0.45 to 1.18)</td>
<td>31 (17 to 43)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-9: Patient Health Questionnaire-9.
\(^b\)GAD-7: Generalized Anxiety Disorder Questionnaire-7.
\(^c\)PCL-5: Posttraumatic Stress Disorder Checklist for DSM-5.
\(^d\)PDSS-SR: Panic Disorder Severity Scale Self-Report.
\(^e\)N/A: not applicable; reliable recovery and deterioration were only calculated for primary measures because the magnitude of the score change required to determine reliable score changes for several secondary measures was unknown.
\(^f\)SIAS-6/SPS-6: 6-item Social Interaction Anxiety Scale/6-item Social Phobia Scale.
\(^g\)DAR-5: Dimensions of Anger Reactions-5.
\(^h\)SDS: Sheehan Disability Scale.

\(^i\)For each measure, estimated means, effects sizes, and percentage change are calculated based on those who scored in the clinical range on the measure at pretreatment.

### Treatment Satisfaction and Working Alliance

Of the 62 clients who completed the WAI-SR and questions related to treatment satisfaction, 54/62 (86%) indicated that the PSP Wellbeing Course had increased or greatly increased their confidence in their ability to manage their symptoms, and 61/62 (98%) indicated that the PSP Wellbeing Course was worth their time. Mean scores on the bond, goal, and task subscales of the WAI-SR were 16.11 (SD 4.64), 14.50 (SD 4.72), and 14.63 (SD 4.07), respectively. To our knowledge, there are no formal guidelines for interpreting WAI-SR scores, but these participant scores fall in the “high/positive” range according to the interpretation of one group of ICBT researchers [62].

### Program Usage Patterns

All 83 clients included in the analyses accessed Lesson 1 of the PSP Wellbeing Course. Most clients also accessed Lesson 2 (79/83, 95%), Lesson 3 (71/83, 86%), Lesson 4 (64/83, 77%), Lesson 5 (51/83, 61%), and Lesson 6 (39/83, 47%).
and Lesson 5 (64/83, 77%). Of the 60 clients who completed 8-week measures, at the time they did so, all had accessed Lesson 1 and Lesson 2, and most had accessed Lesson 3 (58/60, 97%), Lesson 4 (54/60, 90%), and Lesson 5 (45/60, 75%). Across the entire sample, most clients who accessed each lesson also accessed the accompanying DIY guides (92% or more for each lesson), FAQs (84% or more), and stories about PSP (84% or more). Many clients accessed additional resources; the most frequently accessed resources were on relationships with significant others (46/83, 55%), anger (42/83, 51%), communication skills (40/83, 48%), and problem solving and worry time (40/83, 48%). Most clients opted to receive therapist support once per week (74/83, 89%), but some opted to receive therapist support twice per week (6/83, 7%) or only on an as-needed basis (3/83, 4%). On average, clients sent 4.98 messages (SD 5.53) to their therapists and received 9.80 (SD 4.71) messages.

Some clients reported using the PSP Wellbeing Course concurrently with other treatments. At prescreen, some clients reported currently taking one or more medications for their mental health (18/83, 22%) or receiving mental health care from one or more providers (19/83, 23%), the most common of which were family doctors (13/83, 16%), psychologists (6/83, 7%), psychiatrists (4/83, 5%), and counsellors (3/83, 4%). Per the eligibility criteria described above, none of these clients were receiving mental health treatments from these providers more than twice per month. Several clients (4/83, 5%) indicated that they were on a waitlist to see a mental health care provider.

Discussion

Principal Findings

Canadian PSP experience high rates of mental health problems and face several barriers to mental health care [15,16]. ICBT is a promising solution for effectively managing symptoms of common mental disorders [19,20] in a private and convenient fashion that allows clients to overcome key barriers for care [15,17]. PSPNET has developed a tailored ICBT program for PSP called the PSP Wellbeing Course. This article presents the initial program outcomes.

The results indicated that the PSP Wellbeing Course is effective for treating symptoms of depression, anxiety, PTSD, panic disorder, and anger, and also improves clients’ functioning across three domains of life. The course appeared to be only slightly effective for treating symptoms of social anxiety, but this should be interpreted with caution because the subsample reporting clinically significant social anxiety was small (n=27). Nonetheless, in keeping with the learning health system approach [25], PSPNET will explore the possibility of providing additional resources to help clients manage social anxiety symptoms. This is important because approximately 15% of Canadian PSP—and 33% in this study’s treatment-seeking sample—struggle with clinically significant social anxiety [11]. Results concerning treatment satisfaction, working alliance, and engagement were promising. Although in our interviews with PSP stakeholders [15], most had expressed a preference for a flexible treatment duration, it was encouraging that most clients completed all lessons within 8 weeks. It was also very encouraging that working alliance was high because many PSP we interviewed previously [15] reported negative attitudes toward mental health care providers (eg, distrust, discomfort, beliefs that service providers do not understand PSP). Most clients accessed multiple additional resources, suggesting that they found them helpful and lending some support to recommendations for modularized, optional treatment elements in internet interventions [21].

Descriptively, these outcomes are comparable to the most recent published outcomes of the Wellbeing Course offered by the Online Therapy Unit to the general population of Saskatchewan [63]. Effect sizes, percentage changes, and reliable change rates were comparable for all available symptom measures with the possible exception of the SIAS-6/SPS-6, which appeared to show better outcomes for the Wellbeing Course. However, mean pretreatment social anxiety symptoms were considerably less severe in the present sample than in the Online Therapy Unit’s clients [63], and the smaller change in symptoms found in this study may be due, in part, to a floor effect. Of note, the present findings show that the PSP Wellbeing Course was moderately effective for treating anger, which has not been measured in research on the Wellbeing Course. PSP participating in this study reported concurrent use of psychotropic medication less frequently than clients of the Wellbeing Course [63]. Results concerning treatment satisfaction, working alliance, and engagement were similar across the two courses.

Limitations

This study has several limitations. First, the data were collected during the COVID-19 pandemic, and the impact of the pandemic on outcomes is unclear. Second, there was no control condition and therefore no direct evidence that symptom change can be attributed to the PSP Wellbeing Course. However, it has been argued that the literature on digital mental health interventions would benefit from more research evaluating such interventions in real-world settings [64,65], as we did in this study. Third, at 8 weeks, we were missing PHQ-9 and GAD-7 data for 23% of clients and PCL-5 data for 25% of clients. A conservative approach was used to manage missing data, but it is possible that clients for whom data were missing may represent a unique subset of clients (eg, clients who experienced less positive outcomes).

Future Directions

Further research can extend these findings in several ways. This article describes the results for only the first third of the sample (83 of 250) specified in our trial protocol; full results will be reported when available, including outcomes at 1-year follow-up and for PSPNET clients in Quebec. Further research will also be required to explore demographic and clinical predictors of treatment response for the PSP Wellbeing Course and to identify new ways to tailor and improve ICBT for PSP. Finally, although this study suggests that the PSP Wellbeing Course benefits the PSP who access it, economic evaluation will be required in the future.

Conclusions

Preliminary results indicate that the PSP Wellbeing Course is a promising and effective method for treating symptoms of
depression, anxiety, and PTSD among Saskatchewan PSP. Our results also suggest that the course improved clients’ functioning and reduced their symptoms of panic and anger, but not social anxiety. Clients reported good working alliance and treatment satisfaction, and they demonstrated good engagement. Consistent with the concept of learning health systems, PSPNET will continue applying research results to iteratively improve tailored ICBT services, such as by investigating ways to better treat symptoms of social anxiety among PSP. Our findings may also be helpful for other groups involved in researching, providing, funding, or otherwise supporting mental health care for this unique and underserved population.
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Abstract

Background: Major depressive disorder is a chronic condition; its prevalence is expected to grow with the aging trend of high-income countries. Internet-based cognitive-behavioral therapy has proven efficacy in treating major depressive disorder.

Objective: The objective of this study was to assess the cost-effectiveness of implementing a community internet-based cognitive behavioral therapy intervention (Super@, the Spanish program for the MasterMind project) for treating major depressive disorder.

Methods: The cost-effectiveness of the Super@ program was assessed with the Monitoring and Assessment Framework for the European Innovation Partnership on Active and Healthy Ageing tool, using a 3-state Markov model. Data from the cost and effectiveness of the intervention were prospectively collected from the implementation of the program by a health care provider in Badalona, Spain; the corresponding data for usual care were gathered from the literature. The health states, transition probabilities, and utilities were computed using Patient Health Questionnaire–9 scores.

Results: The analysis was performed using data from 229 participants using the Super@ program. Results showed that the intervention was more costly than usual care; the discounted (3%) and nondiscounted incremental cost-effectiveness ratios were €29,367 and €26,484 per quality-adjusted life-year, respectively (approximately US $35,299 and $31,833, respectively). The intervention was cost-effective based on the €30,000 willingness-to-pay threshold typically applied in Spain (equivalent to approximately $36,060). According to the deterministic sensitivity analyses, the potential reduction of costs associated with intervention scale-up would reduce the incremental cost-effectiveness ratio of the intervention, although it remained more costly than usual care. A discount in the incremental effects up to 5% exceeded the willingness-to-pay threshold of €30,000.

Conclusions: The Super@ program, an internet-based cognitive behavioral therapy intervention for treating major depressive disorder, cost more than treatment as usual. Nevertheless, its implementation in Spain would be cost-effective from health care and societal perspectives, given the willingness-to-pay threshold of €30,000 compared with treatment as usual.

(J Med Internet Res 2021;23(5):e27410) doi:10.2196/27410
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Introduction

Population aging is a global trend and is expected to be one of the most significant societal challenges worldwide in upcoming years [1]. The profound impact that this aging trend is likely to cause on our societies and economies has prompted significant efforts in turning the challenges of this scenario into opportunities for rethinking the way we design and organize our society, including the delivery of health and social care services [2-5].

Depression is a significant contributor to morbidity during entire lifespans and has been among the 3 leading nonfatal causes of disability globally for nearly three decades [6]. Although often underdiagnosed, depression is the most prevalent mental health condition among adult population and across cultural settings resulting in an aggregate point prevalence of 12.9%, 1-year prevalence of 7.2%, and lifetime prevalence of 10.8% (years 1994-2014) [7-9].

The burden of depression is specifically high among the elderly, irrespective of the presence of cognitive impairment, particularly in long-term care settings [8,10,11]. Various factors may increase the risk of depression among older people, including physiological factors (eg, cardiovascular disease, diabetes, or immunological changes) and psychosocial factors (eg, low economic status, social isolation, or relocation) [12-14]. Once established, depression in older people increases the risk of suicide and may trigger dementia [10].

While the efficacy of psychotherapy in the treatment of depression has been proven [15], the availability of evidence-based interventions constitutes a persistent challenge given the lack and unequal distribution of qualified practitioners, delayed provision of treatment, and inadequacy of treatment [16,17]. Given the limitations and healthcare costs associated with treating depression (eg, US $7638, according to a study conducted in Singapore [18]), there is growing interest in alternative therapies to routine care. Among them, a plethora of internet-based cognitive behavioral therapies for depression treatment have been introduced, many showing efficacy in treating major depressive disorder [19-21]. While randomized controlled trials and accompanying cost-effectiveness analysis of internet-based cognitive behavioral therapy interventions are scarce [22].

While randomized controlled trials and accompanying cost-effectiveness analysis can be considered the gold standard in exploring the cost-effectiveness of mental health interventions, the idealized and controlled nature of these trials limits the generalizability of findings to routine care populations [23-25]. Establishing the cost-effectiveness of an intervention and its implementation under routine care conditions is an important part of the evaluation before wide-scale adoption. So far, establishing the cost-effectiveness of implementation projects in routine care provides a methodological challenge.

MasterMind was a European cofunded project aimed at scaling-up the implementation of evidence-based internet interventions (eg, internet-based cognitive behavioral therapy) for the treatment of adults experiencing depressive symptoms across Europe [26]. In this study, we assessed the cost-effectiveness of the Super@ intervention as part of its implementation within the MasterMind project in a pilot site in Spain. The current analysis was performed using the Monitoring and Assessment Framework for the European Innovation Partnership on Active and Healthy Ageing (MAFEIP) tool, developed for monitoring the financial sustainability of initiatives for promoting a healthy lifespan of European citizens [27,28]. Provided as a free-to-access tool for economic evaluations, MAFEIP has gained relevance over the years, and its usage is expanding, particularly within the European project landscape.

Methods

Overview of Study Design

As part of the MasterMind project for implementing an internet-based cognitive behavioral therapy for treating depression, we designed a pragmatic within-group trial to assess the cost-effectiveness of the intervention [29,30]. The evaluation framework applies the Model for Assessment of Telemedicine applications [31], which helped to define the data collection tools and instruments according to 3 levels of stakeholders involved within the implementation process: (1) patients, (2) professionals, and (3) organizations.

This analysis corresponds to the experience of the MasterMind project in the BSA (Badalona Serveis Assistencials) consortium, implemented under a program named Super@ tu depresión (“Get over your depression”). The BSA consortium provides primary and specialized care to a catchment population of 433,175 inhabitants in the most densely populated suburban area of Barcelona and has a long tradition in integrated care and the adoption of digital health solutions [32-38]. The implementation and data collection process for the Badalona pilot site was carried out between March 2015 and June 2017. The outcomes and costs of the intervention were compared with those of usual care in previously published data from the same area [39].

The local study protocol was approved by the Ethics Committee of the Hospital Germans Trias i Pujol (reference PI-15-069), and all participants provided informed consent before entering the study.

Participants

Study candidates included health care recipients and were screened for eligibility after general practitioner referral in the primary care setting. All consecutive patients who visited their general practitioners during the study period and met the selection criteria were offered the opportunity to participate in the Super@ program. Patients included in the study were adults (ie, 18 years or older) diagnosed with mild, moderate, or severe major depressive disorder based on the Patient Health Questionnaire 9 (PHQ-9; with score cutoffs of 10, 15, and 20 for mild, moderate, and severe major depressive disorder, respectively), living in Badalona and who, according to their general practitioner, had a certain level of technological literacy and internet connection. The main exclusion criteria were having...
comorbidities that may interfere with the treatment, having a nonpsychiatric disease that could explain depressive symptoms, receiving structured face-to-face psychological therapy at the time of inclusion, and reporting a high suicidal risk or ideation (item 9 of the PHQ-9). After checking all selection criteria and obtaining written informed consent, the general practitioner referred participants to the internet-based cognitive behavioral therapy service, provided a comprehensive explanation about the intervention, and enrolled participants in the platform, which automatically provided a username and a password to the participant.

**Intervention**

The Super@ program (Multimedia Appendix 1) consisted of 9 modules (8 regular and 1 extra) composed of videos, text content, and questionnaires to monitor the progression of symptoms and adherence to the intervention. Therapists provided guidance and project management within the BSA team to ensure patient follow-up and activation of the appropriate resources upon an increase of depressive symptoms. A project management team facilitated the project and its implementation process. Table S1 (Multimedia Appendix 1) summarizes the main activities performed in the project and the different professional profiles and teams involved in each. Intervention completion (ie, minimal adequate dose) was defined as engaging in a minimum of 3 modules of internet-based cognitive behavioral therapy.

**Cost-Effectiveness Assessment**

**Model Structure, Transition Probabilities, and Utility Estimates**

The cost-effectiveness of the Super@ program was assessed using the MAFEIP tool, which computes costs and utilities using a Markov model of health states and corresponding transition probabilities [40]. Based on previous economic evaluations of treatments for major depressive disorder, we defined a 3-state Markov model, with remission (PHQ-9 score <10), depression (PHQ-9 score ≥10), and death [41] (Figure 1). Transitions between the 3 states of the Markov model included recovery (ie, the probability of going from depression to remission) and relapse (ie, the probability of going from remission to depression); death was used as an absorbing state. The transition probabilities for the intervention group were calculated based on the changes between the health states at baseline and after the intervention. Given the lack of a control group, the corresponding probabilities for treatment as usual were obtained from a recent meta-analysis [41] assessing the usual care effects on major depressive disorder, which included 38 studies with pooled a remission rate (adjusted for publication bias) of 33% (95% CI 26%-40%). As suggested elsewhere [42], the risk of all-cause mortality was derived from life tables—in this case, the Human Mortality Database [43], which is stratified by gender and provides mortality rates at concrete years of age—and adjusted for depression [44].

**Figure 1.** Diagram of the 3-state Markov model of health states and transition probabilities designed for the Super@ intervention.

In accordance with standard guidelines for estimating quality-adjusted life-years in economic evaluations, the MAFEIP tool recommends computing utilities based on measures of health-related quality of life, preferably the EuroQoL 5-dimensional (EQ-5D) questionnaire [45]. However, no estimates of health-related quality of life were collected during the assessment of the Super@ program. Alternatively, based on the relationship between utility scores derived from (including the EQ-5D score) depression health states reported by Kolovos et al [46], we estimated the remission utility from the results of the PHQ-9 measure: the values proposed for 4 clinical categories of major depressive disorder severity were adapted to the 3-state model by estimating the weighted average of utilities of patients in the remission state (ie, PHQ-9 score <10) and those in the depression state (PHQ-9 score ≥10) (Multimedia Appendix 1).

**Cost Estimate**

The MAFEIP tool considers 3 types of costs: one-off costs, which represent the total cost incurred only once at the implementation point (ie, implementation support, training provision of professional staff, and cost of devices), health care costs (ie, health care resources consumption such as costs associated with the time spent by health care professionals on service provision, hospitalizations, pharmacy, etc), and societal
costs (ie, related to the time spent by either patients or informal caregivers such as the time spent using the technology or traveling to the hospital).

One-off costs were the main costs of implementing the Super@ services and included the support given to therapists to implement the intervention in their daily routine, the training of professional users, and the costs of development and adaptation of Super@ to the existing information and communication technology platform. Based on the annual gross salary of technical staff in Spain and the number of hours devoted to the project (ie, part-time 50%), we estimated €158 per patient (approximately US $190; an exchange rate of approximately €1 to US $1.20 is applicable at the time of publication). The costs of development and adaptation of Super@ to the existing information and communication technology platform were €237 per patient (US $285). Recurring costs, which included direct costs of each internet-based cognitive behavioral therapy session, amounted to €2439 (US $2927) per patient. For the control group, the typical situation is setting the one-off and recurrent costs at 0, because in most cases, the intervention would mean an additional investment.

Health care and societal costs were not collected in the MasterMind project. These costs were gathered from a previous study [39] that described the costs associated with major depressive disorder in the same area. Based on this study [39], we established the health care costs for patients in remission and depression as €451 and €826, respectively (US $542 and US $993). Correspondingly, the costs due to loss of labor productivity were €991 and €1842 for patients in remission and depression, respectively (US $1191 and US $2214). Health care and societal costs were assumed to be the same for the intervention and control groups.

In accordance with recommendations from local health technology assessment authorities in Spain, we applied a discount factor of 3% for both health care outcomes and costs [47]. The willingness-to-pay threshold was established at €30,000 per quality-adjusted life-year, the threshold most frequently used in Spain (equivalent to approximately $36,060).

The cycle length of the Markov model was set at 1 year (ie, the maximum allowed in the MAFEIP tool). Given the chronic nature of major depressive disorder [48], we established the number of cycles necessary to cover the time lapse between the average age of study participants (ie, 46 years) and a theoretical lifespan time of 100 years.

**Analysis**

The cost-effectiveness analysis was performed on the intention-to-treat sample, which included all participants who started at least 1 module of the treatment. The clinical and demographic characteristics of study participants were described with R software (version 3.5.3; The R Project) using the frequency percentage and the mean and standard deviation for categorical and quantitative variables, respectively. Variables of time were described as the median and interquartile range. The cost-effectiveness analysis was conducted using the MAFEIP tool including health states, transition probabilities, utility scores, and costs. All participants started on the state depression in the 3-state Markov model.

In addition to the base-case analysis, we conducted deterministic sensitivity analyses for 2 scenarios: reduction in session cost (up to 25%) associated with a lower professional-to-patient ratio expected for a scaling up of the intervention, and 0% to 5% discount in utilities, as recommended by local guidelines for economic evaluations [49]. Sensitivity analyses were nondiscounted.

Transition probabilities were computed using R software, whereas costs and utilities were calculated using a spreadsheet (Excel, version 2013; Microsoft Inc).

**Results**

**Study Population and Intervention Conduct**

Of the 253 patients recruited for the study, 229 participants (90.5%) started at least one module of the treatment (intention-to-treat sample), of whom 1 participant (0.4%) did not provide data on posttreatment status, and 81 participants (35.4%) did not complete treatment; therefore, 147 participants completed the treatment (Multimedia Appendix 1). All participants had been recruited during a clinical interview after referral by their general practitioner, and all completed the PHQ-9 questionnaire. Table 1 summarizes demographic and clinical characteristics of the intention-to-treat sample at baseline. Participants in the intention-to-treat sample remained under the Super@ program a median of 96 days (IQR 70-321); 147 participants (64.2%) were considered to have completed the study. At the end of the intervention, 98 participants (66.7%) had achieved the remission state. No adverse events related to the intervention or the major depressive disorder were reported.
Table 1. Clinical and demographic baseline characteristics of the participants who started the treatment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intention-to-treat sample (n=229)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.40 (12.51)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>73 (31.9)</td>
</tr>
<tr>
<td>Female</td>
<td>156 (68.1)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>42 (18.3)</td>
</tr>
<tr>
<td>Secondary</td>
<td>100 (43.7)</td>
</tr>
<tr>
<td>Higher</td>
<td>78 (34.1)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td>Not answered</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>169 (73.8)</td>
</tr>
<tr>
<td>No</td>
<td>58 (25.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Not answered</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Depressive episodes, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than 4 weeks</td>
<td>10 (4.4)</td>
</tr>
<tr>
<td>Between 4 and 8 weeks</td>
<td>40 (17.5)</td>
</tr>
<tr>
<td>Between 8 and 12 weeks</td>
<td>65 (28.4)</td>
</tr>
<tr>
<td>Between 3 and 6 months</td>
<td>51 (22.3)</td>
</tr>
<tr>
<td>Between 6 months and 1 year</td>
<td>36 (15.7)</td>
</tr>
<tr>
<td>Between 1 year and 3 years</td>
<td>23 (10.0)</td>
</tr>
<tr>
<td>Between 3 and 5 years</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Between 5 and 10 years</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Antidepressant medication, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes, for less than 1 month</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>Yes, for less than 2 months</td>
<td>44 (19.2)</td>
</tr>
<tr>
<td>Yes, for more than 2 months</td>
<td>74 (32.3)</td>
</tr>
<tr>
<td>No</td>
<td>104 (45.4)</td>
</tr>
<tr>
<td>Satisfaction with life&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>3.50 (1.16)</td>
</tr>
<tr>
<td>Postintervention</td>
<td>4.03 (1.28)</td>
</tr>
<tr>
<td>Satisfaction with mental health&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>3.23 (1.03)</td>
</tr>
<tr>
<td>Postintervention</td>
<td>3.98 (1.32)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Assessed using a single-item question (How satisfied are you with your life as a whole today? or How satisfied are you with your mental health?) and rated on a 6-point scale (1=couldn’t be worse, 2=displeased, 3=mostly dissatisfied, 4=mixed, 5=mostly satisfied, 6=pleased, 7=couldn’t be better).

**Study Parameters and Base Case Analysis**

Table 2 summarizes the inputs of the cost-effectiveness analysis, including transition probabilities, costs, and utilities. The Super@ program cost more than usual care from both health care and societal perspectives (Table 3).
Table 2. Inputs of the MAFEIP tool for computing the cost-effectiveness analysis.

<table>
<thead>
<tr>
<th>Input</th>
<th>Control group</th>
<th>Intervention group (n=229)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transition probabilities (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Depression</td>
<td>29</td>
<td>48.53</td>
</tr>
<tr>
<td><strong>Costs (€\textsuperscript{a} per patient and year)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-off cost per patient</td>
<td>N/A\textsuperscript{b}</td>
<td>395.26</td>
</tr>
<tr>
<td>Recurring cost per patient per year</td>
<td>N/A\textsuperscript{b}</td>
<td>2439</td>
</tr>
<tr>
<td><strong>Health care cost</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission</td>
<td>451</td>
<td>451</td>
</tr>
<tr>
<td>Depression</td>
<td>826</td>
<td>826</td>
</tr>
<tr>
<td><strong>Societal cost</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission</td>
<td>991</td>
<td>991</td>
</tr>
<tr>
<td>Depression</td>
<td>1842</td>
<td>1842</td>
</tr>
<tr>
<td><strong>Utilities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission</td>
<td>0.62</td>
<td>0.665</td>
</tr>
<tr>
<td>Depression</td>
<td>0.532</td>
<td>0.529</td>
</tr>
<tr>
<td><strong>Relative risk of mortality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remission</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Depression</td>
<td>1.68</td>
<td>1.68</td>
</tr>
</tbody>
</table>

\textsuperscript{a}An exchange rate of approximately €1 to US $1.20 is applicable at the time of publication.

\textsuperscript{b}N/A: not applicable.

Table 3. Incremental costs, effects, and cost-effectiveness ratio from health care and societal perspectives.

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Incremental cost (€\textsuperscript{a})</th>
<th>Incremental effects (QALY\textsuperscript{b})</th>
<th>Incremental cost-effectiveness ratio (€/QALY)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care perspective</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discounted (3% for both costs and effects)</td>
<td>50,924.53</td>
<td>1.734</td>
<td>29,366.92</td>
</tr>
<tr>
<td>Nondiscounted</td>
<td>87,807.06</td>
<td>3.315</td>
<td>26,484.27</td>
</tr>
<tr>
<td><strong>Societal perspective</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discounted (3% for both costs and effects)</td>
<td>48,178.53</td>
<td>1.734</td>
<td>27,783.38</td>
</tr>
<tr>
<td>Nondiscounted</td>
<td>83,181.81</td>
<td>3.315</td>
<td>25,089.21</td>
</tr>
</tbody>
</table>

\textsuperscript{a}An exchange rate of approximately €1 to US $1.20 is applicable at the time of publication.

\textsuperscript{b}QALY: quality-adjusted life-year.

The nondiscounted incremental cost-effectiveness ratios were below the willingness-to-pay threshold of €30,000 (Figure 2): €26,484 and €25,089 for health care and societal perspectives, respectively (US $31,833 and $30,162). The discounted incremental costs and effects were higher, although the incremental cost-effectiveness ratios remained below the willingness-to-pay threshold of €30,000.

In addition, we conducted a deterministic sensitivity analysis assuming that a greater number of participants to the program would result in a reduction of cost per session. A 25% reduction in the cost per session would reduce the incremental cost-effectiveness ratio from €26,484 to €19,623 (US $31,833 to $23,591) in the health care perspective analysis and from €25,089 to €18,228 (US $30,162 to $21,914) in the societal perspective analysis (Figure 3A and 3B). From the health care perspective (Figure 3C), the incremental cost-effectiveness ratio at the 5% discount in utility (worst-case scenario of the sensitivity analysis) was €71,041 (US $85,405). The corresponding intersection and lowest incremental cost-effectiveness ratio values for the societal perspective were 2.773 quality-adjusted life-years and €30,000 (Figure 3D).
Figure 2. Cost-effectiveness plane of the Super@ intervention Healthcare perspective discounted (3% for both costs and health effects) (A) and non-discounted (B) analyses. Societal perspective discounted (3% for both costs and health effects) (C) and non-discounted (D) analyses. The solid line shows the 30,000 €/QALY willingness-to-pay threshold (equivalent to approximately US $36,060; an exchange rate of approximately €1 to US $1.20 is applicable at the time of publication). QALY: quality-adjusted life-year. WTP: willingness-to-pay.
Figure 3. Cost-effectiveness planes of sensitivity analyses. A reduction of up to 25% in cost per session (A and B for healthcare and societal perspectives, respectively), and 0% to 5% discount in effects (C and D for healthcare and societal perspectives, respectively). The dotted black line shows the 30,000 €/QALY willingness-to-pay threshold (equivalent to approximately US $36,060; an exchange rate of approximately €1 to US $1.20 is applicable at the time of publication). The solid green line shows the range of the incremental cost-effectiveness ratio, with the red and green squares indicating the range extremes for the worse (more costly or less effective) and best (less costly or more effective) scenario, respectively. QALY: quality-adjusted life-year. WTP: willingness-to-pay.

Discussion

In this analysis of the cost-effectiveness of an internet-based cognitive behavioral therapy intervention for mild or moderate major depressive disorder, we found that the intervention was more effective than treatment as usual, with incremental costs of €87,807 and €83,181 (nondiscounted from the health care and societal perspectives, respectively; US $105,561 and $99,999), according to costs reported for routine care of patients with mild-to-moderate major depressive disorder in our area.
(Badalona, Spain). Despite the higher cost of the internet-based cognitive behavioral therapy intervention, it remained below the willingness-to-pay threshold of €30,000 typically used in Spain for making decisions in health care policies. According to the sensitivity analyses, the internet-based cognitive behavioral therapy would remain more expensive and more effective than treatment as usual in the onset of the cost reduction expected when scaling up the intervention (with the consequent decrease of the professional-to-patient ratio), with an incremental cost-effectiveness ratio below the willingness-to-pay threshold. When considering a 5% reduction in utility (ie, as suggested by local guidelines for economic evaluations), the intervention remained more effective than treatment as usual, although with an incremental cost-effectiveness ratio above the willingness-to-pay threshold.

In the last decade, many studies [50-53] have investigated the costs associated with internet-based cognitive behavioral therapy interventions, including therapies for major depressive disorder; however, most are based on descriptive approaches, which preclude drawing conclusions that can be used for making decisions on their implementation. More recently, Paganini et al [22] reviewed economic evaluations of internet-based cognitive behavioral therapy interventions for major depressive disorder that fulfilled preselected quality criteria, including the presence of comparator groups such as treatment as usual, another intervention, or wait-list controls. The case-mix of these interventions and heterogeneity of analyses preclude direct comparisons regarding the cost-effectiveness of each intervention. Nevertheless, they found that guided interventions (such as the Super@ program) tended to be more cost-effective than self-help ones, despite the higher cost associated with professional honoraria [22]. The incremental cost-effectiveness ratio of our intervention for the base-case health care perspective ($26,484 per quality-adjusted life-year) was in the lower zone of the wide range of values reported for guided interventions (ie, $19,616 [54] to $157,900 [55]; approximately US $19,616 and $189,825, respectively) and below that of unguided interventions (ie, €40,412 [56] to €178,700 [57]; approximately US $48,583 and $214,831, respectively).

Additionally, such studies [51,52] can only report on cost-effectiveness measures in controlled settings. Our study focused on the assessment of cost-effectiveness under real-world conditions free from biases possibly being introduced within efficacy studies such as a stricter application of protocolized procedures, eligibility criteria, and randomization [23-25]. Nevertheless, this approach resulted in some disadvantages, and our results should be interpreted with caution due to several limitations.

The lack of a comparator group has been considered among the limitations of economic evaluations of internet-based cognitive behavioral therapy interventions for major depressive disorder [22]. The pragmatic approach of our study, which took advantage of the implementation of the Super@ program by the local health care provider to assess its cost-effectiveness, precluded collecting treatment-as-usual data in parallel with those collected for the internet-based cognitive behavioral therapy intervention; however, the MAFEIP tool allowed us to rely upon literature for gathering these data. Of note, the source of cost-estimate data of treatment as usual for major depressive disorder corresponded to the same area in which the Super@ program was deployed [39]. Hence, the costs attributed to treatment as usual are expected to be similar to those we would have observed in a control group.

The MAFEIP tool also allowed us to bypass the unavailability of EQ-5D scores of health-related quality of life, a widely accepted measurement for computing utilities in cost-effectiveness analyses [45,58]. Other measures, such as disease severity scores, have been proposed as a proxy for health-related quality of life [59]. Taking advantage of the analysis by Kolovos et al, who established a relationship between health-related quality of life and PHQ-9 score for major depressive disorder severity [46], we computed the utility of the remission state of our 3-state Markov model using the PHQ-9 scores at the cutoff for minor depressive symptoms in the 5-state scale defined by the American Psychiatric Association [60] and the National Institute for Clinical Excellence [61].

Readers should take into consideration some limitations of the study design. First, the pragmatic approach constrained the number of participants to the implementation capacity, rather than the adequate sample size to achieve precision in our estimates. Second, like many other information and communication technology-based solutions, the success of an internet-based cognitive behavioral therapy intervention requires minimal technological literacy, which in our intervention was measured in an unstructured way at each general practitioners discretion. Technological literacy and keenness for the use of digital gadgets are expected to influence not only adherence but also the benefit that the patient may obtain from the intervention; the unstructured assessment of digital literacy may have introduced heterogeneity in the intervention outcomes. Third, the transferability of the results to other settings should be considered carefully. There are many reasons why cost-effectiveness analysis of health technologies may differ across jurisdictions and researchers and implementers should always refer to national guidelines in order to shed some light on the applicability of the results emerging from other contexts [62].

Our results suggest that the Super@ program provided benefits to patients at a cost that would allow its implementation in Spain, where interventions below €30,000 per quality-adjusted life-year are accepted. Costs associated with the intervention are expected to decrease in a scaling-up scenario; however, the sensitivity analysis of utility indicates that small reductions in effects would place the intervention at a nonacceptable incremental cost-effectiveness ratio based on the €30,000 threshold. Future studies should explore the patient profile that can benefit most from the intervention so that general practitioners have more information to target the therapy adequately.
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Abstract

Background: The risk of development of chronic diseases related to poor nutrition increases with age. In the face of an aging population, it is important for health care sectors to find solutions in delivering health services efficiently and effectively to middle-aged and older adults.

Objective: The aim of this systematic review and meta-analysis was to consolidate the literature that reported the effectiveness of eHealth apps in delivering nutritional interventions for middle-aged and older adults.

Methods: A literature search from five databases (PubMed, CINAHL, Cochrane, Web of Science, and Global Health) from the past 5 years was performed. Studies were selected for inclusion that used eHealth to deliver nutritional interventions to adults aged 40 years and above, and reported health and behavioral outcomes. Two independent reviewers searched for research articles and assessed the eligibility of studies to be included in the review. A third reviewer resolved disagreements on study inclusion. We also assessed the quality of the included studies using the CONSORT 2010 checklist.

Results: A total of 70 studies were included for analysis. The study quality ranged from 44% to 85%. The most commonly used eHealth intervention type was mobile apps (22/70, 31%). The majority of studies (62/70, 89%) provided multicomponent health interventions, which aimed to improve nutrition and other health behaviors (eg, exercise, smoking cessation, medication adherence). Meta-analysis results indicated high and significant heterogeneity; hence, conclusions based on these results should be considered with caution. Nonetheless, the results generally showed that eHealth interventions improved anthropometric and clinical outcomes, but not behavioral outcomes such as fruit and vegetable consumption.

Conclusions: The use of eHealth apps to deliver health interventions has been increasing in recent years, and these apps have the potential to deliver health services to a larger group of people. Our findings showed that the effectiveness of eHealth apps to deliver health interventions for middle-aged to older adults was supported by the improvement of anthropometric and clinical outcomes. Future work could aim to develop research frameworks in administering eHealth interventions to address heterogeneity in this field of research.

(J Med Internet Res 2021;23(5):e15649) doi:10.2196/15649
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Introduction

The world is aging rapidly as people live longer and fertility rates decline. An aging population poses challenges to society as it is accompanied by a declining labor force and an increase in government spending in health care, thereby increasing the burden of health care management and delivery [1]. Moreover, the risk of developing chronic diseases such as hypertension, diabetes, and coronary heart diseases increases with age [2]. In fact, studies have shown that the risk of developing chronic diseases linked to a poor diet not only increases with age [3,4], but the onset of chronic diseases was also found to increase rapidly among the middle-aged population [5]. To delay the onset of these chronic conditions that are often related to poor diet and nutrition in middle-aged and older adults, it is important to improve diet and nutrition [6,7]. The need for an adequate, healthy, and well-balanced diet is thus essential, not only for the management of chronic diseases but also for their prevention [8,9].

To support the management of a healthy diet and lifestyle, many have turned to eHealth services. eHealth is an emerging field in health care that utilizes various technologies for the management and delivery of health services to users. eHealth encompasses mobile health (mHealth), which focuses on mobile devices and apps. eHealth technologies are invaluable in providing health care services that are personalized, timely, and efficient [10]. The use of eHealth technologies in the health care sector has been increasing in recent years [11,12]. In turn, there has been great interest in the research community for evaluating the efficacy of eHealth technologies in delivering health services and achieving positive health outcomes for users [11,13-15].

eHealth nutritional technologies typically aim to provide nutrition-related services that focus on aiding people with weight loss, in maintaining a healthy diet, and in supporting the self-management of nutrition-related chronic diseases and abating further regression of chronic conditions. Although studies have reported the success of eHealth nutritional interventions in targeting weight loss and promoting healthy eating habits [13,16-18], the study populations typically comprised mainly younger adults or adults. To our knowledge, the use of eHealth and evaluation of its effectiveness in providing nutrition-related services for older adults is much less frequently reported in the literature. A systematic review [19] did explore the use of eHealth among older adults aged 50 years and above, but with greater focus on the use of these technologies as a means for health promotion and primary prevention. The authors reported that the use of eHealth technologies was generally accepted among the older population in health promotion and primary prevention of diseases. Most of the studies reviewed involved older adults with weight problems, who used eHealth technologies that aimed to improve physical activity and diet. However, the authors did not report how successful the reviewed eHealth technologies were in improving the health of the study groups.

Therefore, the aims of this systematic review and meta-analysis were to consolidate the results of published research studies on the use of eHealth technologies for nutrition- and diet-related services for middle-aged and older adults. The onset of chronic diseases related to poor lifestyle habits increases with age [20], which could lead to higher stress and burden on health care systems in the face of an aging society [21]. Furthermore, eHealth was suggested to be advantageous in administering health care services to older adults owing to its efficiency and cost-effectiveness, but more research is needed to evaluate the effectiveness of eHealth on improving or maintaining health, which can strengthen evidence to support its use in administering health services in an effective and cost-effective manner [22,23]. Thus, the purpose of this systematic review and meta-analysis was to evaluate the effectiveness of eHealth nutritional interventions for the prevention and management of chronic diseases among middle-aged and older adults.

To address this aim, we established the following research questions: (1) Which eHealth technologies (eg, mobile phone, wearables) are most commonly used in eHealth nutritional interventions for middle-aged and older adults? (2) What are the common types of eHealth features provided by eHealth nutritional technologies? (3) Compared to non-eHealth interventions/standard care, does eHealth result in improvements to health and behavioral outcomes related to nutrition and diet? (4) Does the duration of eHealth interventions lead to better overall improvements in health and behavioral outcomes related to nutrition?

We define eHealth nutritional interventions as those using technologies such as mobile devices, telephones, wearables, sensors, and mobile and web-based apps to support users in achieving nutritional-related outcomes such as weight reduction, or changes in dietary intake or behavior. This support could be in the form of a reminder system, coaching calls, sharing of educational content, or sending motivational messages with the primary aim to support users in various activities such as setting and achieving nutritional health goals, recording dietary behavior, monitoring food intake, regulating eating habits, or tracking physical activity.

We performed a systematic review to consolidate the literature on the use of eHealth technologies in providing nutrition-related services to answer research questions 1 and 2. Additionally, meta-analyses were performed to evaluate the effectiveness of eHealth nutritional interventions in improving outcomes, addressing research questions 3 and 4. The strengths and limitations of employing such eHealth nutritional interventions in older adults are also discussed to provide considerations for future research in developing and implementing eHealth nutritional technologies.

Methods

Literature Search

This systematic review was performed in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses for Protocols 2015 (PRISMA-P 2015) guidelines [24]. Systematic searches were performed in May 2020 using five databases: PubMed/Medline, CINAHL, Cochrane, Web of Science, and Global Health. We considered that these databases are sufficiently extensive to cover the literature on eHealth,
mHealth, public health, and health systems. In addition, manual searches for relevant studies were also performed from the reference lists of retrieved articles and directly in Google Scholar. Systematic searches were limited to the English language literature, human research, and year of publication between 2014 and 2019. We limited the search to articles published in the last 5 instead of 10 years, as technology is rapidly outdated and findings published more than 5 years ago might not be up to date or of high relevance to the current and future context of eHealth nutritional interventions. We identified the search categories based on the purpose of the systematic review. The search term “eHealth” was selected as it is the type of intervention of interest to our research questions, “nutrition” was selected since the purpose of the eHealth interventions of interest is to improve nutrition, and the search terms “middle-aged” and “elderly” were selected as these were our target populations. These search terms were entered in the Cochrane Library medical subject heading (MeSH) browser, and the relevant MeSH terms and synonyms were selected. MeSH terms represent a controlled vocabulary thesaurus maintained by the National Library of Medicine, which are used to index research articles for the PubMed and Medline databases. As shown in Table 1, the selected MeSH terms were used to perform full-text literature searches in the respective databases. Additionally, we used Boolean operators (eg. AND, OR, NOT) in our search strategy to provide a narrower and more productive search. More detailed information about the search strategies used for each database are presented in Multimedia Appendix 1.

Table 1. Medical subject heading (MeSH) search terms used for the literature search.

<table>
<thead>
<tr>
<th>Search terms</th>
<th>MeSH terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth</td>
<td>eHealth OR telemedicine OR telehealth OR mhealth OR mobile health</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Nutrition, diet, food, eating, food intake, ingestion, diet habit</td>
</tr>
<tr>
<td>Middle-aged and elderly</td>
<td>middle aged OR aged OR “aged, 80 and over” OR elderly</td>
</tr>
</tbody>
</table>

Inclusion Criteria and Selection of Studies

Studies were selected to be included in the systematic review based on the following inclusion criteria: (1) used a form of eHealth nutritional intervention for disease prevention and/or management; (2) involved adults aged 40 years and above; and (3) reported data regarding anthropometric measures (eg, weight, BMI, blood pressure readings), dietary behaviors, and other health outcomes (eg, self-report of physical and mental well-being).

Based on our definition, an eHealth nutritional intervention should encompass technologies that aid participants in losing weight, in maintaining a healthy diet, and in supporting the self-management of nutrition-related chronic diseases and abating further regression of chronic conditions. The use of eHealth to improve diet and nutrition among older adults could either be the primary or secondary aim of the intervention. Likewise, the intervention could be a stand-alone nutrition-only intervention or part of a multicomponent intervention such as those that aimed to improve other health behaviors (eg, physical activity).

We compiled a comprehensive list of outcome measures from the literature pertaining to nutrition, diet, and health outcomes that we could expect to be reported as the results of eHealth interventions, including: (1) anthropometric outcomes such as weight, BMI, waist circumference, hip circumference, body adiposity, and waist-to-hip ratio; (2) clinical outcomes such as liver enzyme and lipid profile, cholesterol level, blood pressure level, fasting blood glucose level, hemoglobin A1c (HbA1c) level, urinary sodium level, triglycerides level, fat mass or body fat, pulse pressure, insulin level, C-reactive protein, alkaline phosphatase, total white blood cell, alanine aminotransferase/aspartate aminotransferase, and serum creatinine; (3) behavioral outcomes such as dietary attitudes, dietary behavior, adherence to a Mediterranean diet, adherence to health behaviors, physical activity level, nutritional status, low salt content of purchased foods, low saturated fat and energy content of purchased foods, and the Framingham Heart Study cardiovascular disease (CVD) risk score [25,26]; (4) educational outcomes such as nutritional knowledge and health literacy; and (5) other outcomes such as psychological outcomes, quality of life, and app usage.

A study was excluded from the review if it (1) implemented a nonexperimental study design (eg, observational and case studies, study protocol); (2) was not a peer-reviewed research article (eg, conference proceedings, letters, commentaries); (3) did not report any health outcomes as aforementioned in the inclusion criteria; and (4) used an eHealth intervention as a follow-up intervention to observe maintenance of outcome changes from a previously administered health intervention that did not use eHealth.

Titles and abstracts of studies were first screened by an independent reviewer. During the first round of screening, studies that did not meet the eligibility criteria for selection were excluded from the review. Two independent researchers reviewed and screened the remaining studies based on the inclusion and exclusion criteria, and any disagreements were discussed and resolved with a third independent reviewer. Data and references were managed using EndNote software.

Data Extraction

The process of data extraction followed a standardized procedure as reported in previous systematic reviews [13,19,27]. This systematic review adhered to the guidelines proposed by Cochrane Handbook for Systematic Review of Interventions [28]. Data were extracted based on our research aims, and the inclusion and exclusion criteria. Multimedia Appendix 2 presents the relevant characteristics and data that were extracted from the included studies. With the aim to answer our research questions, we extracted data on the study design, participant...
information, intervention description, outcome measures, and results. Study design comprised the study method or design, information regarding the groups involved in the study, duration of the intervention, measurement time points, and attrition rate. Participant information included sample size and sample selection criteria such as demographics, disease or health condition, mean age, and gender distribution. Interventions are described as a brief overview of the intervention and eHealth features. Outcome measures included the primary and secondary outcomes measured in the study. Results are described as an overview of the main primary and secondary findings of the study, including details on mean or percentage changes in outcomes, as well as significance levels where possible.

**Quality Assessment**

The quality of all included studies in the systematic review was assessed using the CONSORT (Consolidated Standards of Reporting Trials) 2010 checklist for reporting randomized controlled trials (RCTs) [29]. The CONSORT checklist includes a 25-point evaluation for RCTs. Although it is mostly used to assess RCTs, most of the criteria in the CONSORT checklist are applicable to other study designs. Quality assessment using the CONSORT checklist has also been adopted in other systematic reviews [13,27]. To assess quality, points were allocated to each criterion: 1 point was given to a fulfilled criterion, 0.5 points to a partially fulfilled criterion, 0 points to an unfulfilled criterion, and NA was indicated for criteria that were not applicable to the study. The quality of the systematic review was checked in accordance with the PRISMA-P 2015 checklist and reported in Multimedia Appendix 3.

**Meta-analysis**

A meta-analysis was performed using Cochrane Review Manager version 5.3 [30]. Only studies with an RCT design were included in the meta-analysis, as scores at baseline and postintervention are not independent [31]. Mean change scores from baseline to postintervention were included as the dataset for analysis. Postintervention results were treated as the scores or values collected at the end of the intervention period. SD values of the mean change scores were obtained as reported or calculated from the standard error or 95% CI if the study did not report the SD values [28]. Studies were excluded from the meta-analysis if they did not provide sufficient data for computing the mean change and SD values, or if the methodology and instruments used to measure the outcomes were not standardized and similar to the majority of studies in the meta-analysis. Our meta-analysis was performed using a random-effects model, with mean difference for outcomes that were measured and reported in a standardized manner (eg, weight in kilograms), and standardized mean difference for outcomes that were measured using different scales or measurements [26]. Publication bias for each outcome was assessed with funnel plots (Multimedia Appendix 4). Subgroup analyses based on the duration of the intervention period (ie, ≤3 months, 4-6 months, 7-12 months) were performed on outcomes that had at least three studies per subgroup to evaluate whether the intervention duration had differential effects on the outcomes.

**Results**

**Study Selection**

Figure 1 presents the flowchart of the study selection process. A total of 11,247 studies were identified from database searches and additional reference lists. After the removal of 440 duplicates, 10,807 studies were screened by title and abstract. Among these, 176 full-text publications were considered to be potentially eligible for inclusion. We had several reasons for the exclusion of publications. Studies whose recruited participants were aged 39 years and below were excluded as they did not meet the age criterion of our target population. Publications were excluded that did not focus on eHealth as part of their main intervention. Publications were excluded that reported an eHealth intervention, but not related to nutrition. Publications that did not describe what the eHealth devices aimed to achieve in the nutritional intervention (eg, whether they comprised an educational component) were excluded due to the inadequate description of the intervention. Publications were also excluded for studies that did not measure any eHealth nutritional outcomes. Some publications were excluded because the study did not aim to administer an eHealth nutritional intervention to improve health outcomes of the participants but rather to, for example, compare methodologies or to evaluate the cost-effectiveness of eHealth programs, and were thus outside of the scope of this analysis. We only included full-text research articles. Of the full-text articles identified, 70 studies were finally included in the systematic review, having fulfilled our study inclusion criteria and having clearly indicated the effectiveness of implementing eHealth nutritional interventions on nutrition-related health outcomes.
Study Characteristics

The characteristics of the included studies for the systematic review are presented in Multimedia Appendix 2. This systematic review adheres to the Cochrane guidelines for reporting characteristics of studies that were included in the review [28]. Thirteen studies were performed in the Asia-Pacific region [32-44], 3 studies were performed in the Middle East [45-47], 35 studies were performed in North America [48-82], 1 study was performed in South America [83], and 18 studies were performed in Europe [84-101]. The majority of the studies included were RCTs, with 38 studies that performed two-group RCTs [33-36,38-41,43,44,47-51,53,55,57-60,69,70,74-77,80,83,85,88,92,93,95-97,100,101] and 12 studies that performed three-group RCTs [45,46,54,61,79,86,87,90,91,94,99]. Nineteen studies involved a pre-post study design [32,37,42,52,63-68,71-73,78,80-82,84,85,88,98] and one study involved a pragmatic trial design [62].

Participant Information

The most common target population group was patients with chronic diseases. Of the 38 studies that recruited patients with chronic diseases, 25 recruited patients with diabetes mellitus or who were in a prediabetic state [32,40-44,46,47,50-52,55,60,62,65,66,70-72,75,82,83,86,90,93]. 7 studies recruited patients with CVD [33,34,36,39,45,49,53]. 1 study recruited patients with liver disease [48]. 2 studies recruited patients with hypertension [61,69], and 3 studies recruited patients who reported any form of chronic disease [38,94,95]. Seventeen studies recruited patients with other clinical disorders such as individuals at risk of breast cancer [58], cancer survivors [64,92], those with obesity [57,59,60,63,67,68,73-75,79,89,101], and those who had obesity along with other health conditions [56,74,91,100]. The remaining 14 studies recruited healthy older adults [35,37,54,78-80,84,85,87,88,96-99]. With respect to gender, 47 studies recruited more female participants [32,34,37,44,48,52,55-59,62-66,76-78,80-87,90,91,93,95-97,99-101], 5 of which recruited only female participants [56,58,63,64,79]. One study recruited equal numbers of male and female participants [42]. The remaining 22 studies recruited more male participants for their intervention [33,35-41,43-47,49-51,53,60,61,74,90,94], 3 of which recruited only male participants [35,37,74]. Most of the studies (38/70, 54%) included participants with mean ages ranging from 50 to 59 years [32,33,39-43,45,46,51,53,55,58,60,61,64-66,69-71,73-75,79,81,82,84,86,88,90,92,94,96,97,100]. There were 18 studies that recruited participants with mean ages ranging from 40 to 49 years [34,35-37,39,47,57,59,63,68,72,76,77,80,85,87,89,91,99,101]. Eleven studies recruited participants with mean ages from 60 to 69 years [36,38,44,49,50,52,56,62,67,83,93], and two studies recruited participants aged 70 and above [95,98]. Das et al [78] recruited participants with ages that ranged from 70 to 79 years. 11 studies recruited participants with ages ranging from 80 to 89 years [37,42,44,47,51,54,59,67,70,78,90] and one study recruited participants with ages ranging from 90 to 99 years [34,35].
40 to 70 years and above. Recruitment ranged from 19 to 2305 participants, with reported attrition rates ranging from 0% to 67.4%.

**eHealth Interventions**

The purpose of using eHealth as a health intervention varies from the self-management of chronic diseases to the prevention or delay of their onset. The majority of the included studies (39/70, 56%) used eHealth interventions for the self-management of chronic conditions [32,34,36,39,50,53,55,60,62,65,66,69-71,74-76,78,79,82,83,86,90,93-95,100]. With healthy older adults as participants, 14 studies utilized eHealth as an intervention for the prevention of chronic diseases [35,37,54,77,80,84,85,87,88,96-99,101]. Additionally, 17 studies implemented eHealth interventions to support the progression of diseases [38,51,52,56-59,63,64,67,68,72,73,81,89,91,92].

The interventions were most commonly performed for a duration of 3-6 months. Twenty-nine studies performed the intervention for 3 months or less [32,34,36,40,41,45-46,57,59,60,63-65,70,74,76,78,80,82,86-88,91,93,96,97,101]. 24 studies were performed for 4-6 months [33,37-39,42,44,47,48,51,53-56,58,61,68,73,75,81,84,92,98-100]. 13 studies involved interventions for a duration of 7-12 months [35,43,52,62,67,69,70,84,85,89,90,94,95], and 3 studies performed the intervention for more than 12 months [66,70,79].

The studies included in this review reported the use of different technologies as their interventions, with the most common (22/70, 31%) being the use of mobile apps [36,40-42,44,47,53,57,63,64,66,68,75,77,84,89-91,96,97,99,101]. Twelve studies used a web-based app [34,43,62,65,67,69,70,78,79,87,92,100], 9 studies used phone calls [49,50,56,59,60,74,81,83,93], and 12 studies used wearable technology in conjunction with other eHealth technologies [37,38,52,55,58,76,79,80,86,88,94,100]. Two studies used an automated program [51,98] and the remaining studies used email [61,70,79], text messages [33,39,45,46,48,82], or videoconferencing [54,73,76,78,95]. As shown in Multimedia Appendix 2, the eHealth focused on nutritional intervention only in 8 studies [32,36,43,60,71,72,74,77,92,99,101]. The remaining studies administered an intervention on nutrition and other health behaviors such as exercise, smoking cessation, medication adherence, and behavioral change techniques for a better lifestyle.

Multimedia Appendix 5 presents the types of features implemented by the eHealth apps for the studies included in the systematic review. Most of the studies implemented several types of features in their eHealth app to deliver the intervention to participants. The most common feature of the eHealth interventions was the distribution of educational content for health behaviors. The second most common feature was to allow users to record their health behaviors such as dietary behavior, clinical and anthropometric data, or physical activity levels, and included health reports generated to assess their adherence or performance during the intervention. Thirty-six studies allowed participants to set their own health goals, which they would aim to achieve by the end of the intervention. Motivational messages would be sent to participants to further encourage them to adopt or maintain health behaviors, or to continue to adhere to the intervention. Fifteen studies implemented a reminder system in the mHealth app to send reminders to users to input their health data, and some included a point-based system whereby participants would receive incentives when they successfully attained a health goal.

**Effectiveness of eHealth Interventions**

A summary of the intervention findings that included anthropometric, clinical, behavioral, educational, and psychological outcomes is provided in Multimedia Appendix 6. In general, the studies found overall positive effects of the intervention in measured outcomes. The most commonly measured outcomes were weight (n=44), dietary behavior (n=30), BMI (n=27), HbA1c levels (n=24), and physical activity levels (n=23). Among outcomes reported by five or more studies, adherence to health behaviors, Framingham CVD risk score, dietary behavior, weight, and BMI were those that showed the most common improvements in favor of the eHealth intervention group. Specifically, 5/7 (71%) of studies that reported adherence to health behaviors, 3/5 (60%) studies for Framingham CVD risk, 14/30 (47%) studies for dietary behavior, 20/44 (45%) studies for weight, and 11/27 studies (41%) for BMI showed improvements in favor of the intervention group. Multimedia Appendix 6 presents a summary of results for each included study at the latest measurement time point (ie, end of intervention or last follow-up), showing positive, negative, or no change to outcomes measured for all included studies in the intervention and control or comparison groups. Multimedia Appendix 7 presents a more comprehensive overview of the results for each study included in the systematic review. There are several cautionary notes about the results reported in some of the included studies. Bentley et al [86] did not perform inferential analyses of secondary outcomes (weight and HbA1c level) due to a small sample size. Thus, positive results in favor of the eHealth intervention group should be interpreted with caution. Recio-Rodriguez et al [97] did not provide follow-up results on secondary outcomes (blood pressure, waist circumference, and BMI).

**Meta-analysis**

Summary of the meta-analysis findings are reported in Table S1 in Multimedia Appendix 8, including heterogeneity, mean differences and 95% CIs, as well as the significance of the intervention effect. The forest plots for each variable reported in Table S1 are shown in Figures S1-S12 in Multimedia Appendix 8. The P values for heterogeneity showed significance for nearly all variables included in the meta-analysis. This indicates significant clinical heterogeneity [102] among the studies, possibly due to variability in the eHealth nutritional interventions administered. The forest plots also show the diverse effects of the eHealth nutritional interventions on the outcomes reported in the meta-analysis. Nonetheless, we considered it to still be worthwhile to summarize the results quantitatively with a random-effects model [102]. The effects of eHealth interventions on weight, BMI, waist circumference, low-density lipoprotein-cholesterol, systolic blood pressure, and HbA1c level favored the intervention group (all P < 0.001) as compared to the control group, whereas the effects on fruit and vegetable consumption favored the control group (P = 0.1).
addition, the effects of the eHealth intervention on body fat, triglyceride level, Framingham CVD risk, and calorie intake favored neither the intervention nor the control group (all \( P > .05 \)). Subgroup analyses based on the duration of the intervention period (ie, \( \leq 3 \) months, 4-6 months, 7-12 months) on the outcomes of weight, waist circumference, and HbA1c levels indicated high and significant heterogeneity for many variables (Figures S1, S3, and S7 in Multimedia Appendix 8); thus, the conclusions based on these results should be considered with caution.

**eHealth Usage**

The majority of the studies included in the systematic review neither reported participants’ adherence to the eHealth app nor the participants’ perceptions and satisfaction toward the eHealth intervention. Only two studies reported higher adherence to the mHealth interventions among the intervention group when compared to control groups [33,82,97]. A few studies reported that overall, the eHealth apps were well-received by participants, as they found it to be useful [36], easy to use [32,33,36,37,55,68,86], and were satisfied with their respective eHealth apps [33,68]. Interestingly, two studies found that older participants were more likely to use the eHealth intervention app more frequently than younger participants [88,90]. However, Pukuoka et al [55] raised the issue of decreasing adherence to the mHealth intervention due to technical issues with the mobile app and pedometer. Similarly, Mundi et al [68] found a decrease in mobile app usage over the study period, even though participants reported that they were generally satisfied with the mobile app.

**Study Quality Assessed by the CONSORT 2010 Checklist**

Multimedia Appendix 9 presents a detailed quality assessment of each study, with their raw and percentage scores indicated. The percentage scores for all included studies ranged between 44% and 85%. Overall, the quality for all included studies was judged to be “fair,” with a mean percentage score of 65.85%. Two studies were assessed to have low quality [40,63] with percentage scores below 50%. Ten studies were ranked as fair with percentage scores between 50% and 59% [34,38,41,49,58,64,74,84,94,95]. Twenty-five studies with percentage scores ranging from 60% to 69% were assessed as good quality [32,35,39,45,52-54,56,57,60,63,65,67,70,71,83,85,86,89-93,96,98], and 18 studies were ranked as very good quality with a score of 70% and above [33,36,37,48,50,51,53,59,61,62,66,69,72,73,75,87,88,97].

**Discussion**

**Principal Results**

The findings of the studies included in this systematic review and meta-analysis provided varying evidence for the effectiveness of eHealth interventions in improving health and other related outcomes for the prevention and management of chronic diseases related to poor nutrition. Results from the systematic review demonstrated that eHealth interventions were highly successful in significantly improving adherence to health behavior, Framingham CVD risk, dietary behavior, weight, and BMI.

The results of the meta-analysis revealed overall positive within-group improvements in favor of the intervention group for anthropometric (ie, weight, BMI, waist circumference) and clinical (ie, low-density lipoprotein-cholesterol, systolic blood pressure, HbA1c level) outcomes. No within-group improvements were found in fasting blood glucose, body fat, triglyceride level, Framingham CVD risk, and calorie intake. Subgroup analyses based on the intervention duration were performed for outcomes of weight, waist circumference, and HbA1c levels. Regardless of the intervention duration, there were significant improvements in weight. However, the highest improvement in weight was found for interventions administered for 4-6 months. Similarly, interventions that were administered for exactly 4-6 months improved waist circumference and had the largest improvement on HbA1c levels compared with other intervention durations. In other words, interventions offered for less than 4 months and for more than 6 months showed no significant improvements in waist circumference, and improvements in weight and HbA1c level were lower as compared to those achieved when interventions were delivered for 4-6 months. This could most likely be due to the effectiveness of eHealth interventions often only being measurable after a minimum intervention duration. Moreover, studies with longer intervention durations could show less effectiveness possibly due to unsustainable rates of adherence and drops in compliance of the study participants over time. Nevertheless, interpretation of these results requires caution owing to the significant heterogeneity among studies included in the meta-analysis. With regard to behavioral outcomes, improvements in fruit and vegetable consumption were more apparent in the control group. However, caution is also needed in interpreting this finding as the meta-analysis only included three studies that measured fruit and vegetable consumption. Indeed, it is also important to consider that not all studies in the systematic review were included in the meta-analysis, as some studies reported insufficient data, or used very diverse instruments or methods to measure their outcomes. Therefore, caution is also required in interpreting the results related to the effectiveness of eHealth on health and behavioral outcomes.

Furthermore, discrepancies in the findings of the meta-analysis (ie, improvements in anthropometric and clinical outcomes, but not behavioral outcomes) suggest that the improvements found in eHealth intervention groups could be due to the fact that many studies not only focused on nutrition but also on other lifestyle behaviors. Moreover, several studies [32,33,36,57] found improvements in dietary behavior or adherence to health behavior, but did not find any improvements in anthropometric outcomes or clinical outcomes (eg, weight, BMI, blood pressure, cholesterol). This contrast in findings begs the question as to whether improvements in health outcomes were brought about by improvements in dietary behavior. Therefore, future studies should further evaluate the relationship between improvements in behavioral and health outcomes, and whether such relationships will lead to longer-lasting effects. This would help
validate the efficacy of the eHealth intervention, and its effectiveness in improving and maintaining health.

The implementation of eHealth technologies to deliver nutritional interventions provides great convenience and potential for health care systems, as participants are able to receive efficient, timely, and personalized health services. Previous research acknowledged the advantages of using eHealth in providing health services to older adults in a cost-effective and convenient manner [20,23]. Moreover, Kampmeijer et al [19] demonstrated that eHealth services are generally widely accepted among the older population. As these findings suggested that future work is needed to evaluate the effectiveness of eHealth on health outcomes, our current work bridges this gap in the literature by providing further evidence and considerations on the relevance of using eHealth for middle-aged and older populations.

Future Considerations

Due to the exploratory nature of our review, we included a considerably broad range of eHealth interventions, target outcomes, as well as population groups. To address concerns of heterogeneity found in the meta-analysis, future meta-analyses should focus on specific types of eHealth interventions (eg, mobile apps), specific primary outcomes (eg, weight or BMI), or specific population groups (eg, patients with hypertension). With heterogeneity addressed in this way, results and conclusions drawn upon these studies would then be able to offer insight into the efficacy of eHealth interventions on specific outcomes. Subgroup analyses could also be performed to evaluate if different intervention durations have differential effects on target outcomes.

The vast majority of the included studies used a multicomponent intervention, whereby the eHealth technologies were most commonly used to provide nutritional and physical exercise intervention. In fact, we found only six studies that solely delivered nutritional interventions, and reported mixed results on the efficacy of eHealth to participants’ health outcomes [32,36,60,71,74,92]. The meta-analysis further showed that the intervention duration did not have a significant impact on health outcomes, suggesting that there could be other factors (eg, types of eHealth used or target population groups) that contributed to the effectiveness of such interventions. Having multicomponent interventions delivered through eHealth apps would understandably be more effective as compared to stand-alone nutritional interventions. Previous systematic reviews on mHealth app usage by adolescents and adults found similar favorable results for multicomponent interventions [13]. Moreover, for one to achieve a healthy and balanced lifestyle, it would be necessary to make positive changes to both diet and exercise simultaneously, rather than focusing on diet or exercise alone [103]. Thus, future developments of eHealth apps could consider having multicomponent intervention features to improve the health outcomes of users.

By and large, participants were reportedly satisfied with the eHealth technologies in helping them to achieve their health goals. However, a large number of studies did not systematically measure participants’ adherence, perception, and satisfaction toward the eHealth technologies. Future studies on the efficacy of eHealth interventions should measure these aspects, as it is important to have a better understanding of participants’ evaluation of the eHealth technologies from a qualitative and quantitative perspective. Otherwise, if the interventions provided are not widely accepted by participants, this might reduce their efficacy. Furthermore, if we consider the lack of a scientific theory and framework for app development [104], it would be imperative for future studies to consider participants’ engagement and evaluation of eHealth technologies, which might effectively improve future app development.

Strengths and Limitations

One of the limitations of this systematic review was the search strategy employed to obtain relevant research articles. We searched for articles from five databases, which might have led us to miss relevant articles in the literature. However, we considered that the databases used for our search were sufficiently extensive in covering topics on eHealth and health services. We also manually searched articles that were not found in our selected databases. In addition, there are many ways to describe the search terms, which we might not have exhaustively included in our search strategy. However, we do consider the inclusion of MeSH terms, and general terms such as “telemedicine” and “nutrition” should suffice in comprising the main terms and concepts of interest. Nevertheless, the large number of articles identified, screened, and excluded does indicate that the search query could have been more specific. In addition, the use of Boolean operators (OR, AND) in our search query might have led to different interpretations by the various databases. Another limitation of our search strategy was the timeframe of searching for articles published in the last 5 years. We considered a 5-year timeframe as sufficient, as technologies used in eHealth tend to change and improve rapidly, and therefore become outdated in a short period. As such, studies using older technologies might already be outdated. We encountered important clinical heterogeneity in our meta-analysis; however, we still decided to report our findings in the appendices to illustrate that although these studies aimed to measure the same outcomes, there was high heterogeneity due to the diverse ways the interventions were administered (eg, mobile apps vs web-based tools). In addition, due to the different types of interventions administered across studies, the issue of clinical heterogeneity [102] makes it difficult to conclude consistent and convincing meta-analysis findings.

Finally, we did not account for the quality of studies in our subgroup analyses. Variability in study quality may overestimate positive results, especially if studies with poorer quality are included in the meta-analysis. Nonetheless, the majority of our studies were ranked as being of good or very good quality; thus, we might expect less variability on the effect of study quality on subgroup analyses.

One strength of our study was that we had two independent reviewers performing the selection process and a third independent reviewer solving any disagreements in study inclusion. In addition, we followed the PRISMA-P 2015 guidelines for reporting a systematic review, and checked the quality of each included study using the CONSORT 2010 checklist in a standardized manner. We did consider additional ways to assess study quality, such as using the Cochrane risk
of bias tool [105], which assesses each study outcome. However, we found that due to the exploratory nature and scope of our research aims, we were considering a rather large number of studies (70 in total), each having multiple primary and secondary outcomes. This made it challenging to assess the risk of bias for each outcome across all studies. Although the CONSORT checklist does not explicitly assess risk of bias, it does score and assess whether studies have adequately designed, analyzed, interpreted, and reported their results and methods, which we believe is an acceptable and valid way of assessing study quality and risk of methodological bias [13,27].

**Conclusion**

We found varying evidence for the effectiveness of eHealth in providing nutrition-related interventions for middle-aged and older adults. Studies included in the systematic review generally reported positive support for the use of eHealth technologies in improving health and behavioral outcomes. Apps that delivered multicomponent interventions for improving nutrition and other health behaviors were more commonly used in health interventions as compared to stand-alone apps. The use of eHealth technologies has been increasing over the years, and has great potential in effectively delivering health services to a large group of people. Meta-analysis findings, although based on heterogeneous data and with quality limitations, generally demonstrated improvements in weight and BMI for eHealth users. To address heterogeneity in this field of research, future studies could look into developing a research framework or consensus in administering studies that involve eHealth interventions. Nevertheless, more research is needed to measure participants’ engagement with the technologies, and to provide structural and scientific frameworks for the development of future apps, which can provide a better understanding of their effectiveness and encourage app adherence among users.
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Abstract

Background: The U-CARE Heart trial was one of the first randomized controlled trials to evaluate the effect of internet-based cognitive behavioral therapy on self-reported symptoms of anxiety or depression for patients with a recent myocardial infarction. While the effects of internet-based cognitive behavioral therapy on Hospital Anxiety and Depression Scale (HADS) scores at 14 weeks postbaseline were not significant, in this study, we investigated possible long-term effects of treatment.

Objective: The aim of this study was to evaluate the long-term effectiveness of internet-based cognitive behavioral therapy on self-reported symptoms of anxiety and depression in patients 12 months after a myocardial infarction and to explore subsequent occurrences of cardiovascular disease events.

Methods: Shortly after acute myocardial infarction, 239 patients (33% female, mean age 59.6 years) reporting mild-to-moderate symptoms of anxiety or depression were randomized to 14 weeks of therapist-guided internet-based cognitive behavioral therapy (n=117) or treatment as usual (n=122). Data from national registries were used to explore group differences in clinical outcomes such as cardiovascular disease and cardiovascular-related mortality for a follow-up period of up to 5 years: group differences in HADS total score 1 year post–myocardial infarction, the primary outcome, was analyzed using multiple linear regression. Secondary outcomes, such as HADS anxiety and depression subscales and the Cardiac Anxiety Questionnaire total score (CAQ), which measures heart-focused anxiety, were analyzed in the same way. Multiple imputation was used to account for missing data, and a pooled treatment effect was estimated. Adjusted Cox proportional hazards models were used to estimate hazard ratios (HRs) for data pertaining to registry outcomes.

Results: Both groups reported lower HADS total scores 1 year after myocardial infarction than those at baseline. HADS total scores were not significantly different between the treatment and control groups 1 year after myocardial infarction (β=−1.14, 95% CI −2.73 to 0.45, P=.16). CAQ was the only measure improved significantly by internet-based cognitive behavioral therapy when compared with treatment as usual (β=−2.58, 95% CI −4.75 to −0.42, P=.02) before adjusting for multiple comparisons. The composite outcome of nonfatal cardiovascular events and cardiovascular-related mortality did not differ between groups but was numerically higher in the internet-based cognitive behavioral therapy group, who were at slightly greater risk (HR 1.8, 95% CI
0.96 to 3.4, \( P=0.07 \). Adjusting for previous myocardial infarction and diabetes attenuated this estimate (HR 1.5, 95% CI 0.8 to 2.8, \( P=0.25 \)).

**Conclusions:** Internet-based cognitive behavioral therapy was not superior in reducing self-reported symptoms of depression or anxiety compared to treatment as usual at the 1-year follow-up after myocardial infarction. A reduction in cardiac-related anxiety was observed but was not significant after adjusting for multiple comparisons. There was no difference in risk of cardiovascular events between the treatment groups. Low treatment adherence, which might have affected treatment engagement and outcomes, should be considered when interpreting these results.

**Trial Registration:** [ClinicalTrials.gov](https://clinicaltrials.gov) NCT01504191; [https://clinicaltrials.gov/ct2/show/NCT01504191](https://clinicaltrials.gov/ct2/show/NCT01504191)

**International Registered Report Identifier (iRR):** RR2-10.1186/s13063-015-0689-y
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myocardial infarction; iCBT; psychological treatment; cardiovascular health; cognitive behavior therapy; internet; cardiovascular; infarction; treatment; anxiety; depression

### Introduction

Myocardial infarction continues to be the leading cause of death worldwide [1]. The risk increases with age and is associated with behavioral factors such as smoking and reduced physical activity [2]. For over one-third of patients after myocardial infarction, symptoms of anxiety, depression, or both remain elevated 3 months after hospital discharge [3], and similar levels have even been reported up to 1 year after myocardial infarction [4]. A preexisting history of mental illness, such as depression, is associated with a 31% increased risk of a recurrent myocardial infarction [5] and a 30% higher mortality rate in the 18 months following myocardial infarction than among those without a history of depression [6]. Mortality rates increase with severity of depression, according to one study [7] and, depressive symptoms are reported to be more prevalent among patients with more cardiovascular risk factors (eg, smoking and obesity) [8]. This combination of increased risk for morbidity following a myocardial infarction and lower reported quality of life [9,10] makes therapy that is aimed at reducing symptoms of anxiety and depression likely a beneficial treatment option. In a recent meta-analysis [11], psychological treatment for patients with coronary heart disease was linked to a reduction in self-reported symptoms of anxiety and depression and reduced risk of cardiac-related mortality compared to treatment as usual.

Web-based interventions offer remote access to treatment which are sometimes otherwise inaccessible [12] and have been evaluated against face-to-face therapy in randomized controlled trials with varying yet promising results [12-14]. Some trials have used therapy conducted online, often in the form of internet-based cognitive behavioral therapy, to treat depression in patients with heart failure [15], cardiovascular disease [16], and with high-cardiovascular disease risk [17], but before the U-CARE Heart trial [18], no study had offered internet-based cognitive behavioral therapy specifically to patients after myocardial infarction. A more recent study [19] of internet-based cognitive behavioral therapy for symptoms of anxiety and depression in patients who had experienced an acute coronary event, including myocardial infarction, demonstrated a strong effect of treatment on reduction of these symptoms that was sustained at a 4-week follow-up.

The U-CARE heart trial [18] was, to the authors’ knowledge, the first randomized controlled trial to offer internet-based cognitive behavioral therapy to patients experiencing mild to moderate self-reported symptoms of anxiety or depression after a myocardial infarction. Posttreatment follow-up at 14 weeks found an overall reduction in symptoms of anxiety and depression, according to the Hospital Anxiety and Depression Scale (HADS) [20] compared to those at baseline, yet no differences were found between the intervention and control group. Long-term follow-up of the study population was intended to gather more information about the sustainability of general improvements in anxiety and depression and whether group characteristics (symptoms of anxiety and depression, myocardial infarction and stroke events, and cardiovascular-related mortality) differed at follow-up. The ultimate goal of a psychological intervention post–myocardial infarction would be, not only to reduce symptoms of anxiety and depression long-term but also, to reduce cardiovascular morbidity and mortality, although this was not the main purpose of the U-CARE Heart trial.

The purpose of this follow-up study was thus to investigate whether patients with mild-to-moderate symptoms of anxiety or depression, self-reported within 2 months following myocardial infarction and treated with internet-based cognitive behavioral therapy, had (1) improvements in self-reported symptoms of anxiety and depression, (2) reduced risk for cardiovascular events including cardiovascular-related mortality, for a period of up to 5 years, compared to those receiving treatment as usual.

### Methods

**Study Design and Participants**

This follow-up study (1) evaluated the effect of internet-based cognitive behavioral therapy on self-reported symptoms of anxiety and depression 12 months after the myocardial infarction, and (2) explored whether internet-based cognitive behavioral therapy had an effect on nonfatal cardiovascular events or cardiovascular-related mortality up to 5 years after study inclusion. The study design, procedure, intervention, and results of the posttreatment follow-up of the U-CARE Heart trial have been reported [18,21].
In brief, the U-CARE Heart trial was a multicenter study that recruited participants <75 years of age, reporting symptoms of anxiety or depression (scoring >7 on any of the 2 HADS anxiety and depression subscales) within 3 months following their myocardial infarction. Myocardial infarction was defined according to International Statistical Classification of Disease Tenth Revision (ICD-10) code I21 and diagnosed by a cardiologist. Patients scheduled for coronary artery bypass surgery, with low adherence (such as missing appointments with the cardiac nurse or substance use), or expected to live <1 year, as judged on-site by the recruiting nurse, were not eligible. Patients who met eligibility criteria (n=239) were randomized to receive either internet-based cognitive behavioral therapy (n=117) or treatment as usual (n=122). This study received ethical approval by the regional ethics committee in Uppsala (2011/217) and is registered on ClinicalTrials.gov (NCT01504191).

Procedure
Screening for eligible participants took place across in Sweden from September 2013 to December 2016 in 25 cardiac clinics during routine visits between 1 and 8 weeks following their myocardial infarction. Consenting participants were sent an email and password login to a secure internet-based portal (Multimedia Appendix 1) where they completed baseline assessments and would subsequently receive the internet-based cognitive behavioral therapy (if applicable). Eligibility (Figure 1) was assessed in the baseline questionnaires and those scoring >7 on any or both of the HADS subscales were randomized automatically in the internet-based portal 1:1 to internet-based cognitive behavioral therapy or treatment as usual. The full recruitment procedure has previously been reported [18].

Trial-specific outcomes were measured 14 weeks postbaseline, which corresponded to treatment completion for those in the internet-based cognitive behavioral therapy group, and again at follow-up 12 months after myocardial infarction. Participants in both the intervention and treatment-as-usual groups were sent automatic SMS texts and email reminders asking them to fill in the web-based questionnaires at each observation point and were subsequently reminded via telephone by one of the research staff (blind to treatment allocation) if initially unresponsive. Figure 1 details the patient flow through the study.
**Intervention**

The internet-based cognitive behavioral therapy intervention [18,21] delivered via the U-CARE portal (a secure web-portal) was therapist guided and partly customizable. This meant that after a compulsory introduction module, patients could choose their treatment modules. The intervention was developed for cardiac patients and consisted of 11 modules: Introduction, Managing Worry, Fear and Avoidance, Behavioral Activation, Problem Solving, Communication Skills, Applied Relaxation Training, Managing Negative Thoughts, Coping With Insomnia, Values in Life, and Relapse Prevention. Homework assignments were included in each module, and the portal also included a library that was accessible at all times with content and material including media such as videos and informational text. All participants received standard protocol secondary prevention and cardiac rehabilitation offered by the regional health care system. This usually includes, but is not limited to, preventive medications, education about cardiovascular risk-factors, smoking cessation, organized and tailored physical exercise, and in some areas, access to counseling or psychosocial support.
Measures

Sociodemographic and Psychological Measures

Sociodemographic data were self-reported at baseline. The primary outcome measure was HADS total score, measuring self-reported symptoms of both anxiety and depression (subscales). The HADS is a useful tool in the screening of depression in cardiac patients [22,23], and there is support of its validity for online use [24]. The 2 subscales are divided equally between 14 questions, with 7 questions pertaining to each subscale. Questions are answered on a 4-point scale (0-3), with a score >7 on either subscale indicating at least mild symptoms [20].

Secondary outcome measures included the Cardiac Anxiety Questionnaire (CAQ) [25], which assesses self-reported heart-related anxiety; Montgomery–Åsberg Depression Rating Scale–Self-rated (MADRS-S) [26], which measures depression; and the Behavioral Activation for Depression Scale Short–Form (BADS-SF), which assesses depression-related behaviors [27]. In contrast to the other scales, for which a high score denotes more severe symptoms, a high score on the BADS-SF is favorable as it indicates higher activation of change to depression-related behaviors.

Register Data

Data on cardiovascular events and mortality during follow-up were obtained from the Patient Registry and the Causes of Death Registry of the National Board of Health and Welfare in Sweden [28]. ICD-10 diagnostic codes were used [29]. A composite cardiovascular event outcome was created comprising hospitalization for any of the following diagnoses between time of randomization and point of data censoring: cardiovascular death (ICD cause of death code I), acute coronary syndrome (ICD codes I20, I21, and I22), heart failure (ICD codes I50 and I51), stroke (ICD codes I61, I62, I63, and I64), and revascularization (intervention codes FNG00, FNG02, FNG05, FNG10, and FNC). Background data for medical history were taken from the Swedish Web-System for Enhancement and Development of Evidence-Based Care in Heart Disease Evaluated According to Recommended Therapies (SWEDEHEART) registers [30]: RIKS-HIA (the National Register for Information and Knowledge on Heart Intensive Care Admission) and SEPHIA (the Registry for Secondary Prevention after Heart Intensive Care Admission). These sources of data are linked via a personal identification number that is unique to every registered resident in Sweden, matched to the study cohort with codes, and handled in accordance with current data protection standards.

Statistical Analysis

Statistical analysis was planned in line with CONSORT (Consolidated Standards of Reporting Trial) before treatment allocation was disclosed and before the trial database was locked.

Main analysis investigated potential differences in HADS total scores 12 months post–myocardial infarction, with subsequent analyses of the HADS anxiety and HADS depression subscale scores. Secondary analyses focused on potential differences between groups in MADRS-S total score, CAQ total score, and BADS-SF total score.

Linear modeling was used to estimate treatment effects. As with the posttreatment analysis [18], analyses were conducted based on intention to treat. Treatment was an independent variable and 12-month follow-up HADS total score as the dependent variable, while controlling for baseline HADS total score, sex, and age. This adjustment for covariates was applied to all analyses. The HADS subscales were analyzed in the same way but only with patients included in the study based on the specific subscale. Thus, it was possible for patients to be included in both analyses for both subscales if they scored >7 on both at baseline.

To account for missing values and analyze according to intention to treat, data were imputed by multiple imputation using chained equations and predictive mean matching [31]. Variables used in the imputation model were the same as those in the posttreatment analysis [18], which were chosen on the basis of potential association with the main outcome and with input from cardiologist and psychologist recommendations. Unless specified, reported results are based on imputed data.

HADS total score sensitivity analyses were conducted on observed data (ie, nonimputed). Supplementary analyses of HADS total score were based on per protocol data, including only those in the model who had completed at least one homework assignment. Only the analyses according to intention to treat (with imputed data) were applied to the secondary outcomes. Effect estimates are reported as pooled adjusted point estimates β with 95% confidence intervals. Paired t tests were conducted with outcomes pre- vs posttreatment to assess change over time across the full sample. Level of significance, α, for all separate comparisons was set to P<.05. For familywise testing of the multiple hypotheses, a Bonferroni-corrected P value=.006 (6 hypotheses) was used.

Multivariable Cox regression analysis was performed to estimate adjusted hazard ratios (HR) with 95% confidence intervals with time (in days) to first cardiovascular event as the outcome event. The exposure was treatment group, with time under risk starting from the date of randomization during follow-up and censoring at the time of any cardiovascular event, end of follow-up (December 31, 2018), or the date of noncardiovascular death, whichever came first.

The first participant was randomized in September 2013. The longest period of follow-up spanned 1898 days, and the shortest spanned 719 days; the mean follow-up period was 1139.3 days. Any incidence of cardiovascular death or cardiovascular disease event was used as the primary outcome for time-to-event analysis. There were no missing data for these outcomes. Adjustments for age and sex were performed for higher precision. Post hoc exploratory analyses were conducted with previous myocardial infarction and diabetes as additional covariates since previous medical history of these appeared to be more prevalent in the treatment group. All statistical analyses were performed using R statistical software (version 4.0.2, The R Project).
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Missing Data

Of 239 patients who were enrolled, 24% (28 participants) from the internet-based cognitive behavioral therapy group and 8% (10 participants) from the treatment-as-usual group had missing data on the HADS questionnaire at the 12-month follow-up. In the internet-based cognitive behavioral therapy and treatment-as-usual groups 26% (31 participants) and 9% (11 participants), respectively, had missing data on MADRS-S; 26% (30 participants) and 8% (10 participants), respectively, had missing CAQ values; and 30% (35 participants) and 11% (13 participants) respectively, had missing data on the BADS-SF.

Data were considered missing if (1) the entire questionnaire was left unanswered (ie, the participant skipped the questionnaire or the participant did not log in or respond to any of the questionnaires at follow-up) or (2) items were skipped within a questionnaire that were required in order to compute a value for the total score (eg, missing items within the HADS questionnaire, which made it impossible to compute a total score from the observed data).

Results

Patient Characteristics

Baseline characteristics are presented in Table 1. Overall, patients were a mean age of 59.6 years (SD 8.49), and 33.5% were women (80/239). At baseline, 24.3% (58/239) reported to be receiving other forms of counseling and 18.0% (39/239) of the study sample reported taking psychotropic medications. At baseline, there was no difference between the groups in the mean HADS total score ($P=.57$).

All primary and secondary measures (Figure 2, Multimedia Appendix 2) at posttreatment and follow-up displayed changes from baseline, indicating a reduction of self-reported anxiety or depression symptoms.
Table 1. Patient characteristics with observed data (ie, nonimputed).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Internet-based cognitive behavioral therapy (n=117)</th>
<th>Treatment as usual (n=122)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>58.4 (9.0)</td>
<td>60.8 (7.8)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>44 (37.6)</td>
<td>36 (29.5)</td>
</tr>
<tr>
<td>Men</td>
<td>73 (62.4)</td>
<td>86 (70.5)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>78 (66.7)</td>
<td>66 (54.1)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (3.4)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>33 (28.2)</td>
<td>37 (30.3)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>2 (1.7)</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td><strong>Highest attained education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>22 (18.8)</td>
<td>26 (21.3)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>45 (38.5)</td>
<td>46 (37.7)</td>
</tr>
<tr>
<td>University</td>
<td>50 (42.7)</td>
<td>50 (41.0)</td>
</tr>
<tr>
<td><strong>In a relationship, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>99 (84.6)</td>
<td>101 (82.8)</td>
</tr>
<tr>
<td>No</td>
<td>18 (15.4)</td>
<td>21 (17.2)</td>
</tr>
<tr>
<td><strong>Smoker, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (5.1)</td>
<td>8 (6.6)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Body mass index (kg/m²), mean (SD)</strong></td>
<td>27.8 (5.0)</td>
<td>27.4 (4.0)</td>
</tr>
<tr>
<td><strong>Taking psychotropic medicine, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (16.2)</td>
<td>20 (16.4)</td>
</tr>
<tr>
<td>No</td>
<td>98 (83.8)</td>
<td>102 (83.6)</td>
</tr>
<tr>
<td><strong>Other current counseling, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (25.7)</td>
<td>28 (22.9)</td>
</tr>
<tr>
<td>No</td>
<td>87 (74.3)</td>
<td>94 (77.1)</td>
</tr>
<tr>
<td><strong>Medical history, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>19 (16.2)</td>
<td>13 (10.7)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>21 (17.9)</td>
<td>19 (15.6)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>42 (35.9)</td>
<td>51 (41.8)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>26 (22.2)</td>
<td>27 (22.1)</td>
</tr>
<tr>
<td>Stroke</td>
<td>0 (0.0)</td>
<td>4 (3.3)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>4 (3.4)</td>
<td>2 (1.6)</td>
</tr>
</tbody>
</table>
Main Analysis

HADS total scores from baseline to the 12-month follow-up visit after myocardial infarction showed a consistent reduction across the total study sample (mean difference 5.7; $t_{200}=13.57$, $P<.001$). Figure 2 shows changes in mean scores over the 3 time points (baseline, posttreatment, and 12-month follow-up) of the observed (nonimputed) data.

The main model showed no difference of internet-based cognitive behavioral therapy on HADS total scores at follow-up ($\beta=-1.14$, 95% CI –2.73 to 0.45, $P=.16$). There was no effect of internet-based cognitive behavioral therapy on HADS depression ($\beta=-1.08$, 95% CI –2.31 to 0.16, $P=.09$) or anxiety ($\beta=-0.64$, 95% CI –1.65 to 0.37, $P=.21$) subscale scores.

Secondary Outcomes

The CAQ was the only additional outcome to show a significant reduction at the 12-month follow-up ($\beta=-2.58$, 95% CI –4.75 to –0.42, $P=.02$) for internet-based cognitive behavioral therapy; however, this was not significant after adjusting for multiple comparisons (Bonferroni-corrected level of significance $P<.008$). Further details on outcomes are available in Multimedia Appendix 2.

Sensitivity analysis of observed data ($\beta=-1.3$, 95% CI –2.96 to 0.27, $P=.10$) and per protocol analysis ($\beta=-1.3$, 95% CI –2.90 to 0.41, $P=.14$) showed no effect of internet-based cognitive behavioral therapy on HADS total score.

Cardiovascular Clinical Outcomes

Compared to those in the treatment-as-usual group, participants receiving internet-based cognitive behavioral therapy had a numerically but not significantly higher risk of experiencing a cardiovascular event (HR 1.8, 95% CI 0.96 to 3.4, $P=.07$). Posthoc analysis showed this estimate was attenuated when previous myocardial infarction and diabetes, as indicators of baseline health status, were entered in the model (HR 1.5, 95% CI 0.8 to 2.8, $P=.25$). Cardiovascular events included in the analysis are shown in Table 2.
Moreover, age is one of the most well-known risk factors for the participants to ask cardiovascular disease-related questions intervention and suggested that this was beneficial as it allowed with experience of cardiovascular disease care to guide the cardiovascular disease (60% completed all modules) used nurses internet-based cognitive behavioral therapy for patients with intervention [32]. A study [16] that reported high adherence to device, participants still reported low computer literacy as a able or willing to use a computer, the internet, email, or a mobile of the population in mind. Despite excluding individuals not made with the characteristics and demographics, such as age, particularly as it has been found that one-third of adults aged over 65 years who were average or modest internet users report feeling anxious around technology [34]. Therefore, studies with low treatment attrition and high participant satisfaction that have tailored certain aspects towards populations that may be less familiar with digital technology, should be used as design examples. For example, a recent pilot study [35] of treatment for depression in healthy older adults provided tablet-device training to the participants beforehand, required no internet connection, and used a stylus to operate the touch screen. Applying these elements to the intervention may improve results.

Possible explanations to why there was no difference observed between the groups are low activity-levels among patients in the internet-based cognitive behavioral therapy arm and the low number of completed treatment modules. Just over half of those in the internet-based cognitive behavioral therapy group completed the first introductory module, and only 15% continued to work through any of the remaining 10 modules [18]. Interviews with patients from this study in a follow-up study [32] identified several factors that potentially contributed to low treatment adherence: lack of time, technical aspects (eg, insufficient computer literacy), and unpleasant emotions evoked by the intervention.

The intervention design may have contributed to low adherence. Creating an internet-based cognitive behavioral therapy intervention is technically challenging and complex and must be made with the characteristics and demographics, such as age, of the population in mind. Despite excluding individuals not able or willing to use a computer, the internet, email, or a mobile device, participants still reported low computer literacy as a contributing factor to why they did not engage more with the intervention [32]. A study [16] that reported high adherence to internet-based cognitive behavioral therapy for patients with cardiovascular disease (60% completed all modules) used nurses with experience of cardiovascular disease care to guide the intervention and suggested that this was beneficial as it allowed the participants to ask cardiovascular disease-related questions and health-related concerns. Providing a similar option for patients in our study could have likewise improved adherence. Moreover, age is one of the most well-known risk factors for myocardial infarction [33] so it is not unexpected that patients are older on average than other patient populations treated with internet-based cognitive behavioral therapy; it is important to understand how demographic characteristics of myocardial infarction patients might affect treatment engagement, particularly as it has been found that one-third of adults aged over 65 years who were average or modest internet users report feeling anxious around technology [34]. Therefore, studies with low treatment attrition and high participant satisfaction that have tailored certain aspects towards populations that may be less familiar with digital technology, should be used as design examples. For example, a recent pilot study [35] of treatment for depression in healthy older adults provided tablet-device training to the participants beforehand, required no internet connection, and used a stylus to operate the touch screen. Applying these elements to the intervention may improve results.

A well-discussed issue in intervention literature that applies to this study concerns how participants are recruited into a study that offers treatment. Patients were approached by hospital staff in participating hospitals and asked if they would be interested in participating rather than responding to an open-advertisement or actively seeking care themselves. Similar studies have also suggested that clinical recruitment might have contributed to low internet-based cognitive behavioral therapy adherence [36]. It is likely that self-referring patients would be more motivated to complete psychological treatments. A meta-analysis [37] found a more favorable effect of internet-based cognitive behavioral therapy (vs waitlist control) on anxiety outcomes for studies that deployed open community recruitment strategies as opposed to clinical service recruitment. One could speculate that this favorable difference was due to greater treatment adherence of self-referring patients and stricter inclusion and exclusion criteria.

More recent trials have had better success in maintaining participant retention, particularly when patients could self-identify as needing help with symptoms related to their coronary event and when there were fewer treatment modules to work through [19]. Of note, secondary analyses revealed significant long-term improvement on the CAQ scale in the internet-based cognitive behavioral therapy group compared to that of the treatment-as-usual group ($P=.02$). Interestingly, this parameter did not differ between groups at 14 weeks postbaseline [18].

---

### Table 2. Number of patients experiencing cardiovascular events before censoring (first event), including cardiovascular-related death during follow-up.

<table>
<thead>
<tr>
<th>ICD$^a$ classification</th>
<th>Patients, n (first event, n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
</tr>
<tr>
<td>Total</td>
<td>61</td>
</tr>
<tr>
<td>Cardiovascular-related death</td>
<td>2</td>
</tr>
<tr>
<td>Acute coronary syndrome</td>
<td>23</td>
</tr>
<tr>
<td>Stroke</td>
<td>3</td>
</tr>
<tr>
<td>Revascularization</td>
<td>24</td>
</tr>
<tr>
<td>Heart failure</td>
<td>9</td>
</tr>
</tbody>
</table>

---


### Discussion

**Principal Findings**

Primary analysis did not detect a significant difference in HADS total score between the treatment and control groups at follow-up 12 months after the myocardial infarction. These findings were in line with those of the original paper (presenting posttreatment results, ie, 14 weeks after baseline [18]). Of the secondary measures, the CAQ was the only outcome to show an effect of treatment in mean scores between the internet-based cognitive behavioral therapy and treatment-as-usual group at the 12-month follow-up, and occurrences of cardiovascular-related events did not differ significantly between the groups, although statistical power was limited.

Possible explanations to why there was no difference observed between the groups are low activity-levels among patients in the internet-based cognitive behavioral therapy arm and the low number of completed treatment modules. Just over half of those in the internet-based cognitive behavioral therapy group completed the first introductory module, and only 15% continued to work through any of the remaining 10 modules [18]. Interviews with patients from this study in a follow-up study [32] identified several factors that potentially contributed to low treatment adherence: lack of time, technical aspects (eg, insufficient computer literacy), and unpleasant emotions evoked by the intervention.

The intervention design may have contributed to low adherence. Creating an internet-based cognitive behavioral therapy intervention is technically challenging and complex and must be made with the characteristics and demographics, such as age, of the population in mind. Despite excluding individuals not able or willing to use a computer, the internet, email, or a mobile device, participants still reported low computer literacy as a contributing factor to why they did not engage more with the intervention [32]. A study [16] that reported high adherence to internet-based cognitive behavioral therapy for patients with cardiovascular disease (60% completed all modules) used nurses with experience of cardiovascular disease care to guide the intervention and suggested that this was beneficial as it allowed the participants to ask cardiovascular disease-related questions and health-related concerns. Providing a similar option for patients in our study could have likewise improved adherence. Moreover, age is one of the most well-known risk factors for myocardial infarction [33] so it is not unexpected that patients are older on average than other patient populations treated with internet-based cognitive behavioral therapy; it is important to understand how demographic characteristics of myocardial infarction patients might affect treatment engagement, particularly as it has been found that one-third of adults aged over 65 years who were average or modest internet users report feeling anxious around technology [34]. Therefore, studies with low treatment attrition and high participant satisfaction that have tailored certain aspects towards populations that may be less familiar with digital technology, should be used as design examples. For example, a recent pilot study [35] of treatment for depression in healthy older adults provided tablet-device training to the participants beforehand, required no internet connection, and used a stylus to operate the touch screen. Applying these elements to the intervention may improve results.

A well-discussed issue in intervention literature that applies to this study concerns how participants are recruited into a study that offers treatment. Patients were approached by hospital staff in participating hospitals and asked if they would be interested in participating rather than responding to an open-advertisement or actively seeking care themselves. Similar studies have also suggested that clinical recruitment might have contributed to low internet-based cognitive behavioral therapy adherence [36]. It is likely that self-referring patients would be more motivated to complete psychological treatments. A meta-analysis [37] found a more favorable effect of internet-based cognitive behavioral therapy (vs waitlist control) on anxiety outcomes for studies that deployed open community recruitment strategies as opposed to clinical service recruitment. One could speculate that this favorable difference was due to greater treatment adherence of self-referring patients and stricter inclusion and exclusion criteria.

More recent trials have had better success in maintaining participant retention, particularly when patients could self-identify as needing help with symptoms related to their coronary event and when there were fewer treatment modules to work through [19]. Of note, secondary analyses revealed significant long-term improvement on the CAQ scale in the internet-based cognitive behavioral therapy group compared to that of the treatment-as-usual group ($P=.02$). Interestingly, this parameter did not differ between groups at 14 weeks postbaseline [18].
One possible explanation might be that treatment was tailored relatively well to cardiac-specific scenarios and provided examples that were well-suited to someone with a recent myocardial infarction. Machine learning modeling with the U-CARE Heart trial data has since shown that high CAQ total score predicts participants’ adherence to the treatment [38] and that the CAQ fear subscale was the strongest predictor of participant adherence. The group differences observed on these variables might explain the intrinsic motivation of some participants to adhere more than others, and thus, may explain the findings in the CAQ outcome. Since so few participants adhered to the treatment, however, we cannot conclude that this was the reason for better CAQ scores. Previous research [4,39] has demonstrated that a treatment effect might appear at a later follow-up period despite that no effect being observed immediately posttreatment. This may explain why these effects were not present 14 weeks postbaseline. Multiple hypothesis testing can also become a problem as some results may appear by chance. After adjusting multiple comparisons, the CAQ P value (P=.02) was not significant.

The risk of cardiovascular events did not differ across groups at long-term follow-up. Unexpectedly, the hazard ratio indicated a slightly negative effect of the treatment. This effect was not significant (P=.07); this was a small study, with few events and lacking power for this exploratory analysis. Despite this, such an analysis is arguably justified as the knowledge gained thereof, and its potential benefits could contribute to the literature of internet-based cognitive behavioral therapy effects on cardiovascular events. Since we included a rather broad range of cardiovascular events, it is possible that those in the internet-based cognitive behavioral therapy group experienced more but milder incidences such as heart failure; the number of events were too few to adequately explore this, but upon counting the different event types in the 2 groups, no particular pattern emerged. It could also be that the treatment group was less healthy at baseline as randomization does not necessarily make groups similar. When adding indications of baseline health differences (previous myocardial infarction and diabetes), the effect was attenuated. A similar recent study [40] also found no difference in clinical outcomes between a control group and a cognitive behavioral therapy/well-being therapy group. In our study, one participant in each group died, but since neither death was the first event experienced by each respective participant, these deaths were excluded from analysis. However, as noted above, since adherence was low, it is difficult to conclude whether any effects were due to the treatment. One could speculate that it is distressing for some people to participate in a treatment study where activity is expected as it can engage feelings of guilt due to low adherence. Increased distress was the main interpretation of the negative effect on mortality in women in the nurse-led intervention in the M-HART trial [41].

Limitations

The inclusion of participants with a rather low level of self-reported anxiety or depression (HADS anxiety or HADS depression subscale scores >7) meant that patients with only mild symptoms were included, which could be considered a disadvantage—this may have contributed to the lack of difference in the primary outcome both immediately posttreatment and at the 1-year follow-up. Spontaneous improvement over time in anxiety and depression has been observed in patients with acute myocardial infarction [42,43]. At 2 months post–myocardial infarction, it may have been too early to know which patients would still report problematic symptom levels versus those whom would recover over time, particularly as some high anxiety–reporting myocardial infarction patients have been found to steadily improve between 3 and 6 months post–myocardial infarction [44]. As previously reported [21], problems with recruitment were the initial reason for lowering the HADS anxiety and HADS depression inclusion scores from >10 to >7, and more stringent exclusion criteria (ie, a higher HADS anxiety or HADS depression threshold value for inclusion) may have allowed stronger treatment effects to be observed.

As previously reported [18], the HADS was developed largely as a screening measure for anxiety and depression and might not have been sensitive enough to detect minor changes across the measurement time points, although the inclusion of multiple secondary measures may have somewhat made up for this. Using a diagnostic interview technique is arguably one of the most robust methods to screen for anxiety and depression; however, this would have required a lot more time and therapist involvement, been more expensive, and been further from the digitalization goals around which this treatment was structured.

One challenge in this study, as is often the case in long-term follow-up studies, was the amount of missing data due to nonresponses. There was also more attrition in the internet-based cognitive behavioral therapy group than in the treatment-as-usual group at the 1-year follow-up. While this would need to be explored further to fully understand the reasons for the differences between the groups, one could speculate that it was partly because of the perceived burden by those in the internet-based cognitive behavioral therapy group of completing so many additional web-based forms and exercises, which was not experienced by those in the treatment-as-usual group. Alternatively, patients assigned to the internet-based cognitive behavioral therapy intervention could have been randomly more ill from the start, a factor which could contribute to more attrition and explain higher risk for cardiovascular events in this group.

Conclusion

Therapist-guided internet-based cognitive behavioral therapy developed for patients with a recent myocardial infarction was not superior to treatment as usual at the 1-year follow-up in the U-CARE Heart trial; however, the CAQ scale did detect a possible trend (P<.02, which was not significant when corrected for multiple comparisons) toward improvement in the treatment group. This may indicate a differential effect of the internet-based cognitive behavioral therapy on cardiac anxiety that requires further research. The internet-based cognitive behavioral therapy was not associated with an increased time-to-event risk for cardiovascular events. The low adherence rates should be considered when interpreting these results.
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Abstract

Background: A scientific, personalized, and quantitative exercise prescription that has the potential to be an important therapeutic agent for all ages in the prevention of chronic disease is highly recommended. However, it is often poorly implemented, as clinicians lack the necessary knowledge and skills while participants have low adherence due to design defects (eg, prescriptions fail to take individual willingness, the appeal of exercise, and complex physical conditions into account). Intelligent personalized prescription is thus worth exploring.

Objective: The aim of this study was to investigate whether a year-long cloud platform–based and intelligent personalized exercise prescription intervention could improve Chinese middle-aged and older adult community dwellers’ health outcomes.

Methods: A total of 177 participants (aged 52-85 years; mean 67.93, SD 7.05) were recruited from 2 Chinese community health service centers in Anhui Province, China. The exercise intervention was delivered over 12 months with a single-group pretest–posttest design. After being assessed in terms of physical activity, health-related lifestyle, history of chronic diseases and drug use, family history of disease and cardiovascular function, body composition, bone mineral density, and physical fitness through an eHealth promotion system, participants with relative contraindications for exercise were personally prescribed the health care exercise mode by an intelligent system, while those without relative contraindication and who had a regular exercise habit were prescribed the scientific fitness mode. Paired t tests were used for the analysis.

Results: A total of 97 participants were classified into the health care mode, and the remaining 80 participants were assigned to the scientific fitness mode. Significant changes in heart rate (mean difference [MD] 2.97; 95% CI 1.1-4.84; P=.002), subendocardial viability ratio (MD –0.13; CI: –1.19 to –0.63; P<.001), weight (MD 0.99; CI 0.29-1.69; P=.006), BMI (MD 0.38; CI 0.11-0.64; P=.006), body fat rate (MD 0.88; CI 0.24-1.51; P=.007), fat mass (MD 0.92; CI 0.33-1.53; P=.003), and brachial-ankle pulse wave velocity (MD: –0.72; CI 1.17 to –0.27; P=.002) were observed among participants with the health care mode exercise prescriptions at the 12-month postintervention versus the baseline assessment, while no changes in systolic blood pressure, diastolic blood pressure, muscle mass, bone mineral density, t value, z value, balance, or ability were discerned. The results showed a functional decline in the physical fitness of both groups, including in handgrip strength (healthcare mode: MD 4.41; scientific fitness mode: MD 3.11), vital capacity (healthcare mode: MD 261.99; scientific fitness mode: MD 250.78), and agility (healthcare mode MD=–0.35; scientific fitness mode: MD=–0.39) with all P values <.001, except handgrip strength in the scientific fitness mode (P=.002). There were no significant differences in other parameters among participants with scientific fitness mode exercise prescriptions.
Conclusions: The observations suggest that our exercise prescription intervention program might promote certain health outcomes in Chinese middle-aged and older adult community dwellers, yet we are unable to recommend such a program given the existing limitations. Future randomized controlled trials with diverse samples are warranted to confirm our findings.

(J Med Internet Res 2021;23(5):e28221) doi:10.2196/28221
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Introduction

Physical activity is defined as any bodily movement produced by skeletal muscle [1]. Exercise is one form of delivery for physical activity and has been defined as a structured activity to maintain essential physiological systems, such as the skeletal muscular and metabolic systems [2], and to improve physical function and quality of life [1,3-5]. Resistance training is considered a very effective method for the development of skeletal muscle [6], and aerobic exercise training performed at an appropriate level of intensity has beneficial effects on cardiopulmonary function [7]. As middle-aged and older adults experience functional decline and often suffer from one or more noncommunicable chronic diseases (NCDs), many people have become aware of the health benefits of regular exercise. Consistent evidence confirms the benefits of exercise: prevention of injuries falls, sarcopenia, cognitive decline, and frailty [3,8,9]; a reduction of morbidity (eg, coronary heart disease, type 2 diabetes) [2,3,10,11]; and at least a 20%-30% reduction for more than 25 chronic symptoms (eg, depression or hypertension,) and 10% reduction in premature mortality [10,12]. Furthermore, a lack of exercise not only leads to an increase in NCDs, but also increases medical costs and the economic burden on the state and individuals [4], which is estimated to be at about US $68 billion worldwide annually [10]. The benefits of exercise for everyone are obvious. Even for middle-aged and older adults with NCDs, exercise is one of the best medicines, being cheap, accessible, and providing a complex, whole-body impact with very few side effects [13]. Therefore, exercise training is a cornerstone in the management of NCDs [14].

Although the value of regular exercise is well known, many people still do not include exercise in their daily routines [15]. A global pandemic of physical inactivity has been described [10]. For example, 50% of American adults and 49% of New Zealand adults are nonactive or insufficiently active [2,12]. The situation for older people may be worse as a result of complex physical conditions [16]. Older individuals may struggle to exercise because of pain or other symptoms [17].

Exercise prescription is cost-effective and can increase physical activity by 10% in relatively inactive patients [1]. It is recommended and defined by the World Health Organization (WHO) as follows: an exercise prescription given by physicians to help patients engage in physical exercise, according to the medical examination data (including exercise and physical tests) and based on the patient’s specific health, physical strength, and cardiovascular function status. The type of exercise, exercise intensity, exercise time, and exercise frequency are specified in the prescription, and any associated precautions when undertaking the exercise are detailed [18]. The American College of Sports Medicine (ACSM) introduced an exercise prescription guideline in 1990 to guide the design of exercise prescriptions for the general population and people with chronic diseases [19].

Exercise prescription is highly recommended by the current guidelines on the prevention and management of chronic disease, but its implementation remains poor [20]. Many clinicians—especially primary care staff [1]—experience difficulties in prescribing exercise in the presence of different concomitant chronic diseases and risk factors within the same patient because of a lack of expert knowledge and skills [21,22]. Although the scientific effectiveness of exercise prescriptions is supported by a substantial amount of experimental data, studies have also demonstrated that adherence to this “scientific” and “best health–benefit” exercise prescription is not high [23,24]. This is likely because the prescription design does not take into account factors such as individual willingness to exercise, the appeal of exercise, and the conditions under which exercise occurs. In short, personalized exercise prescription is not simple and comprises many challenges, such as time constraints, complex comorbidities, perceived lack of patient engagement, and a lack of physician training or education on the particulars of physical activity [1,13]. To provide an effective and safe exercise program for patients with multiple comorbidities, an advanced intelligent exercise prescription that can calculate the complex physical condition of a patient and combine this with the patient’s exercise preferences to give the best prescription, is required [25].

The purpose of this year-long program was to verify the effectiveness of intelligent personalized exercise prescriptions for middle-aged and older adult community dwellers and support the next research stage: exercise prescription using the smartphone with intervention and procedural monitoring through wearable devices. Ultimately, we envision a new protocol that includes 3 characteristics: (1) an individual assessment of needs, motivation, habits, preferences, and barriers; (2) valid behavior change approaches; and (3) proper follow-up, self-monitoring, and social support.

Methods

Design

This study included a single-group pretest–posttest design with blind pre- and postoutcome assessment and the collector of participant information being unaware of the purpose of the experiment.
Study Sample and Recruitment
Between January 2019 and November 2019, middle-aged and older adult community-dwelling individuals were recruited via 2 community health service centers in Bengbu in the Anhui Province of China. They were invited by center staff through telephone or verbal invitation, and those interested were asked to contact staff members for further information. Eligible participants were then scheduled to be pre-examined one by one. When they finished the entire year-long intervention program, the time of the postintervention evaluations was booked, and they were reassessed one by one until the last participant finished in November 2020. There were 3 modes available for the intervention, but because of difficulties in meeting requirements for the “exercise habit formation” mode, we only recruited participants for the “health care” and “scientific fitness mode” groups. The participants were required to be more than 50 years of age, be community dwellers, have no regular exercise habits (total number of physical activities of various intensity per week ≥ 3 times; total physical activity time per week ≥ 90 minutes) for inclusion into the health care mode group, and have regular exercise habits for inclusion into the scientific fitness mode group. Participants were excluded if they had serious cardiovascular or cerebrovascular diseases; lung or kidney diseases or related complications, according to their self-reported hospitalization experience; severe diabetes or related complications, such as fundus lesion, peripheral neuropathy, diabetic foot, or renal dysfunction; a fasting blood glucose ≥ 13.3 mmol/L and urine ketone positive, or postprandial blood glucose ≥ 19.4 mmol/L, with resting blood pressure ≥ 180/110 mmHg; or severe cognitive impairment and diagnosed mental disorders, such as moderate to severe depression, schizophrenia, and mania.

Ethical Considerations
In accordance with ethical guidelines, the participants were fully informed about the positive effects of exercise prescription and the details of the procedures. All participants provided written informed consent to participate in this study and agreed to their data being used. The study protocol was approved by the Ethics Committee of Bengbu Medical College (Anhui, China; no. 2018045).

Sample Size
We calculated the sample size of the mean difference (MD) of the before and after comparison of each index, as reported in similar literature [26], using MedSci sample size tools with α=.05 and 1-β=.8 resulting in a sample range of 11-67. A sample size of 70 was decided upon for both groups.

Intervention
This intelligent personalized exercise prescription program (IPEPP) is a preliminary experiment for a mobile health intervention, based on an eHealth promotion system (Figure 1). At present, it includes 4 elements: (1) registration system (typically participants are invited to participate in the program by a family-contracted physician); (2) cloud platform (all data are stored and calculated in the cloud platform, through which community health care staff and researchers can monitor an individual’s data online); (3) internet-based instruments (including cardiovascular function monitor, arteriosclerosis detector, body composition monitor, bone densitometer, and physical fitness detectors used to assess cardiovascular function, body composition, bone mineral density, and physical fitness of participants before and after intervention); (4) an internet-based questionnaire to collect data about physical activity, health-related lifestyle, history of chronic diseases or drug use, and family history of disease. In the future, a mobile health app currently under development will be combined with wearable devices for monitoring the process of exercise to increase the adherence of intervention based on theories of health behavior change.

Figure 1. Components of the eHealth promotion system.

The IPEPP comprised 4 processes: (1) assessment (using internet-based instruments and an internet-based questionnaire to collect integrated information and analyze the situation of the individuals to support decision-making about individualized exercise prescription), (2) exercise prescription generation (based on the assessment of the integrated information and the
individual’s exercise habits, 3 types of personalized exercise prescription are generated: a health care mode, an exercise habit-formation mode, and a scientific fitness mode), (3) execution and supervision (health care staff print exercise prescriptions or send them to participants by email, explain the instructions, precautions, and content of exercise and behavior modification, and follow up with participants every 2 weeks by telephone), and (4) evaluation of exercising effects (cardiovascular function, body composition, bone mineral density, and physical fitness).

Assessment

According to the ACSM’s guidelines for exercise testing and prescription, pre-exercise screening is indispensable [19]. The generation of our exercise prescription was based on the assessment of baseline data. It consisted of information collected by an internet-based questionnaire system, including the individual’s current level of physical activity, history of chronic diseases (eg, cardiovascular and cerebrovascular diseases, diabetes and hypertension) and drug use (eg, types, dosage, and times), symptoms of the disease (eg, exercise dysfunction, hypoglycemia, and hypotension symptoms), health-related lifestyle (eg, eating, smoking and drinking habits), and family history of disease (Figure 2; other details are published elsewhere [27]); and information collected by internet-based instruments, which included physiological parameters (cardiovascular function, body composition, bone mineral density, and physical fitness) as obtained from a body composition monitor (BX-BCA-100, Institute of Intelligent Machines), a cardiovascular function monitor (BX-CFTI-100, Institute of Intelligent Machines), an arteriosclerosis detector (BX-AS-100, Institute of Intelligent Machines), a bone densitometer (BX-BDI-500A, Institute of Intelligent Machines), and physical fitness detectors, including a handgrip strength meter (TSN100-WL, Physical Fitness Sports Technology Company), a reaction time meter (TSN100-FY, Physical Fitness Sports Technology Company), a 1-leg stand meter with closed eyes (TSN100-ZL, Physical Fitness Sports Technology Company), a spirometer (TSN100-FH, Physical Fitness Sports Technology Company), and a flexion measurement instrument of sitting position (TSN100-TQ, Physical Fitness Sports Technology Company). Figure 3 displays examples of screenshots showing examination results of the bone densitometer and cardiovascular function monitor. The details of the assessment procedure are shown in Multimedia Appendix 1, and other related information has been published elsewhere[27].

Figure 2. The assessment, exercise prescription generation, execution and supervision, and evaluation of exercising effects of the intelligent personalized exercise prescription program intervention.
Exercise Prescription Generation

All exercise prescription recommendations were based on clinical guidelines and the ACSM. Participants for whom exercise was absolutely contraindicated were excluded, while those with relative contraindications were given the health care mode as their prescription. Relative contraindications included the following: suspected symptoms or target organ damage, as indicated by subendocardial viability ratio (SEVR) $\leq 0.9$; ankle/brachial systolic pressure index (ABI) $\geq 1.4$ or $0.6 \geq$ ABI $>0$, brachial-ankle pulse wave velocity (baPWV) $\geq 21.1$ m/s; central arterial pressure $\geq 145$ mmHg; and abnormal blood pressure, as indicated by systolic blood pressure (SBP) $\geq 160$ mmHg or diastolic blood pressure (DBP) $\geq 100$ mmHg, and SBP $<90$ mmHg or DBP $<60$ mmHg with hypotensive symptoms. After being confirming of having no relative contraindications, participants with or without adequate and regular physical activities were given the scientific fitness mode or exercise habit-formation mode exercise prescriptions (Figure 4).

The system automatically generated 3 kinds of exercise prescriptions with pictures of the recommended exercise type (Figure 5) and notes of exercise precautions corresponding with the screened risks and incorrect exercise-related health behaviors. The health care mode recommended low-intensity aerobic gymnastics and other simple types of low-intensity exercise, including basic self-massage exercises (randomly drawn from the system). Compared with the health care mode, the exercise habit-formation mode recommended an unstructured prescription to cultivate individuals’ exercise consciousness. It encouraged individuals to choose their exercise type and intensity according to their subjective feelings, and exercises were recommended with low requirements for skills or physical fitness, such as walking, leisure cycling, and slow dances. It is generally recommended that a single effective exercise time should not be less than 10 minutes and that the frequency of exercise should not be less than twice a week. The scientific fitness mode recommended a structured prescription following the frequency, intensity, type, time, volume, and progression principle, which includes aerobic exercise and resistance training (Table 1). Examples of exercise prescriptions and algorithms for various exercise categories are presented in Multimedia Appendices 2 and 3.
Figure 5. Examples of exercise instructions.

Table 1. Matrix of links between the categories of personalized exercise prescriptions and exercise types.

<table>
<thead>
<tr>
<th>Prescription type</th>
<th>Aerobic exercise</th>
<th>Resistance training</th>
<th>Flexibility exercise</th>
<th>Special exercise&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Low-intensity aerobic gymnastics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care mode</td>
<td>√&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>Exercise habit-formation mode</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Scientific fitness mode</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Special exercise is recommended by prescription when a related health problem is detected in the exercise habit-formation mode and scientific fitness mode.

<sup>b</sup>√: The type of exercise recommended by prescription.

The exercise habit-formation mode and scientific fitness mode include recommendations for flexibility exercises before and after either aerobic exercise or resistance training (Figure 5). Special exercises were recommended for any currently detected health problems (eg, knee pain, neck discomfort), and the system recommended a suitable set of health care exercises from the special sports library as guidance. Only when relevant problems were detected in the participants during the assessment process would these special exercises be recommended (Table 1).

Execution, Supervision, and Evaluation of Exercising Effects

Participants were given their exercise prescription in the community health center after a detailed explanation, which culminated in them taking away printed color papers or receiving emails. Researchers visited the cloud platform online to find each individual’s information (Figure 6), and they followed up participants every 2 weeks by telephone to remind them to exercise according to their prescription (keeping the same prescription for a year) and to help them solve any problems encountered.
After 12 months, the participants were reevaluated to check if there were any changes in the following health outcomes: cardiovascular function, body composition, bone mineral density, and physical fitness. Participants were asked to report whether they changed their medication use or related lifestyle (eg, diet change).

Statistical Analyses
Data were analyzed using SPSS 23.0 software (IBM Corp). Continuous variables are expressed as mean and SD. Paired \( t \) tests for independent samples and Pearson chi-squared test were used to assess the significance of differences in baseline characteristics between the health care mode and scientific fitness mode. Paired \( t \) tests were also used to analyze the difference in health outcomes before and after intervention. A \( P \) value <0.05 was considered statistically significant.

Results
Participants
A total of 232 participants agreed to participate in the study. Of this number, 27 participants were excluded due to not meeting inclusion criteria, and 28 participants did not complete the entire program including those who changed medication. These 28 participants were excluded due to inadequate adherence, an inability to finish the postassessment, changes in health status unrelated to the study and thus cessation of the intervention, withdrawal, or loss of contact. Overall, 177 participants (105 women and 72 men; mean age 67.93 years, SD 7.05 years) were included in the final analysis, with 97 in the health care mode group and 80 in the scientific fitness mode group. All participants reported they did not change their related lifestyle.

Baseline Data
Baseline characteristics are presented in Table 2. Epidemiological data of the 2 groups showed no difference except for gender, but participants with an exercise prescription in the health care mode had a poorer baseline condition for heart rate, SEVR, baPWV, body fat rate, fat mass, and vital capacity compared with those in the scientific fitness mode group. Other baseline characteristics did not differ between participants allocated to the 2 exercise prescriptions.
Table 2. Baseline data for health care mode versus the scientific fitness mode.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Health care mode (n=97)</th>
<th>Scientific fitness mode (n=80)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Epidemiological data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male gender, n (%)</td>
<td>30 (30.9)</td>
<td>42 (52.5)</td>
<td>.003</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>67.76 (6.67)</td>
<td>68.09 (7.42)</td>
<td>.76</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>68.18 (11.55)</td>
<td>68.06 (11.8)</td>
<td>.95</td>
</tr>
<tr>
<td>Cigarette consumption, (cigarettes/lifetime), mean (SD)</td>
<td>32022.16 (9934.85)</td>
<td>45579.37 (11378.80)</td>
<td>.37</td>
</tr>
<tr>
<td>Alcohol consumption (g/day), mean (SD)</td>
<td>5.97 (15.97)</td>
<td>5.63 (17.26)</td>
<td>.89</td>
</tr>
<tr>
<td>Sedentary time (min/day), mean (SD)</td>
<td>74.62 (86.04)</td>
<td>83.42 (85.35)</td>
<td>.51</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>27 (27.8)</td>
<td>18 (22.5)</td>
<td>.27</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>56 (57.7)</td>
<td>36 (45)</td>
<td>.06</td>
</tr>
<tr>
<td>Cardiovascular diseases, n (%)</td>
<td>18 (18.6)</td>
<td>15 (18.8)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Cardiovascular function, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP&lt;sup&gt;a&lt;/sup&gt; (mmHg)</td>
<td>130.22 (16.06)</td>
<td>125.96 (14.66)</td>
<td>.72</td>
</tr>
<tr>
<td>DBP&lt;sup&gt;b&lt;/sup&gt; (mmHg)</td>
<td>73.20 (9.10)</td>
<td>74.64 (8.73)</td>
<td>.29</td>
</tr>
<tr>
<td>Heart rate (bp/min)</td>
<td>71.66 (10.21)</td>
<td>67.77 (8.23)</td>
<td>.007</td>
</tr>
<tr>
<td>SEVR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.07 (0.19)</td>
<td>1.19 (0.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>baPWV&lt;sup&gt;d&lt;/sup&gt; (m/s)</td>
<td>17.31 (3.19)</td>
<td>15.70 (2.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Body composition, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>68.18 (11.55)</td>
<td>68.06 (11.80)</td>
<td>.95</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>25.82 (3.99)</td>
<td>25.17 (3.64)</td>
<td>.26</td>
</tr>
<tr>
<td>Body-fat rate (%)</td>
<td>30.50 (9.09)</td>
<td>27.03 (8.44)</td>
<td>.01</td>
</tr>
<tr>
<td>Fat free mass (kg)</td>
<td>47.18 (8.21)</td>
<td>49.56 (9.04)</td>
<td>.07</td>
</tr>
<tr>
<td>Muscle mass (kg)</td>
<td>44.57 (7.90)</td>
<td>46.90 (8.70)</td>
<td>.06</td>
</tr>
<tr>
<td>Fat mass (kg)</td>
<td>21.11 (8.67)</td>
<td>18.68 (7.28)</td>
<td>.046</td>
</tr>
<tr>
<td><strong>Bone mineral density, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STI&lt;sup&gt;e&lt;/sup&gt;</td>
<td>84.41 (17.66)</td>
<td>90.63 (23.59)</td>
<td>.07</td>
</tr>
<tr>
<td>t value&lt;sup&gt;f&lt;/sup&gt;</td>
<td>-1.13 (0.93)</td>
<td>-0.82 (1.24)</td>
<td>.08</td>
</tr>
<tr>
<td>z value&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.46 (1.41)</td>
<td>0.94 (1.88)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Physical fitness, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handgrip strength (kg)</td>
<td>25.01 (7.38)</td>
<td>26.65 (8.46)</td>
<td>.17</td>
</tr>
<tr>
<td>Vital capacity (ml)</td>
<td>1776.29 (579.87)</td>
<td>1947.74 (469.06)</td>
<td>.03</td>
</tr>
<tr>
<td>Agility (s)</td>
<td>0.89 (0.56)</td>
<td>0.76 (0.29)</td>
<td>.07</td>
</tr>
<tr>
<td>Balance ability (s)</td>
<td>4.78 (6.13)</td>
<td>5.29 (7.56)</td>
<td>.63</td>
</tr>
<tr>
<td>Flexibility (cm)</td>
<td>7.44 (6.73)</td>
<td>8.21 (6.40)</td>
<td>.44</td>
</tr>
</tbody>
</table>

<sup>a</sup>SBP: systolic blood pressure.
<sup>b</sup>DBP: diastolic blood pressure.
<sup>c</sup>SEVR: subendocardial viability ratio.
<sup>d</sup>baPWV: brachial-ankle pulse wave velocity.
<sup>e</sup>STI: stiffness index.
<sup>f</sup>Used to evaluate the absolute risk of fracture.
<sup>g</sup>Primarily used to assess the relative risk of fracture for comparison between peers.
Treatment Effect

Results of the health care mode group at baseline and posttest on health outcomes are shown in Table 3. Some domains of cardiovascular function and body composition, including heart rate, SEVR, weight, BMI, body fat rate, and fat mass, showed significant improvement. Compared with the scientific fitness mode group (Multimedia Appendix 4), no significant changes were observed in these parameters in the health care mode group. Noticeably, baPWV (MD –0.72; CI –1.17 to –0.27; P=.002) changed from 17.31 m/s to 18.03 m/s during the intervention periods in the health care mode participants, while no change was discerned in those following the scientific fitness mode.

For bone mineral density, no significant improvements were shown in either the health care (P=.682) or scientific fitness mode groups (P=.55). The results showed functional decline in the physical fitness of both groups, including handgrip strength (healthcare mode MD 4.41; scientific fitness mode: MD 3.11), vital capacity (healthcare mode: MD 261.99; scientific fitness mode: MD 250.78), and agility (healthcare mode: MD –0.35; scientific fitness mode: MD –0.39) with all P values <.001 except that of handgrip strength in the scientific fitness mode (P=.002).

Table 3. Changes of health outcomes in healthcare mode (N=97).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Pretest, mean (SD)</th>
<th>Posttest, mean (SD)</th>
<th>Difference, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cardiovascular function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP(^a) (mmHg)</td>
<td>130.44 (15.99)</td>
<td>132.41 (14.96)</td>
<td>–1.97 (–4.68 to 0.75)</td>
<td>.15</td>
</tr>
<tr>
<td>DBP(^b) (mmHg)</td>
<td>73.29 (9.10)</td>
<td>74.54 (9.23)</td>
<td>–1.25 (–2.92 to 0.42)</td>
<td>.14</td>
</tr>
<tr>
<td>Heart rate, (bp/min)</td>
<td>72.90 (10.45)</td>
<td>69.93 (8.53)</td>
<td>2.97 (1.1 to 4.84)</td>
<td>.002</td>
</tr>
<tr>
<td>SEVR(^c)</td>
<td>1.07 (0.20)</td>
<td>1.19 (0.28)</td>
<td>–0.13 (–0.19 to –0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>baPWV(^d) (m/s)</td>
<td>17.31 (3.19)</td>
<td>18.03 (2.92)</td>
<td>–0.72 (–1.17 to –0.27)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Body composition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>68.18 (11.55)</td>
<td>67.18 (10.83)</td>
<td>0.99 (0.29 to 1.69)</td>
<td>.006</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>25.85 (3.99)</td>
<td>25.45 (3.65)</td>
<td>0.38 (0.11 to 0.64)</td>
<td>.006</td>
</tr>
<tr>
<td>Body fat rate (%)</td>
<td>30.39 (9.13)</td>
<td>29.51 (8.88)</td>
<td>0.88 (0.24 to 1.51)</td>
<td>.007</td>
</tr>
<tr>
<td>Fat-free mass (kg)</td>
<td>47.32 (8.22)</td>
<td>47.11 (8.14)</td>
<td>0.21 (–0.16 to 0.58)</td>
<td>.26</td>
</tr>
<tr>
<td>Muscle mass (kg)</td>
<td>44.70 (7.92)</td>
<td>44.52 (7.84)</td>
<td>0.19 (–0.15 to 0.52)</td>
<td>.28</td>
</tr>
<tr>
<td>Fat mass (kg)</td>
<td>21.15 (8.66)</td>
<td>20.15 (8.00)</td>
<td>0.92 (0.33 to 1.53)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Bone mineral density</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STI(^e)</td>
<td>84.41 (17.66)</td>
<td>83.41 (19.56)</td>
<td>1.00 (–3.84 to 5.84)</td>
<td>.68</td>
</tr>
<tr>
<td>(r) value(^f)</td>
<td>–1.13 (0.93)</td>
<td>–1.19 (1.04)</td>
<td>0.53 (–0.21 to 0.31)</td>
<td>.69</td>
</tr>
<tr>
<td>(z) value(^g)</td>
<td>0.46 (1.41)</td>
<td>0.41 (1.53)</td>
<td>0.54 (–0.35 to 0.45)</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Physical fitness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handgrip strength (kg)</td>
<td>25.01 (7.38)</td>
<td>20.60 (8.14)</td>
<td>4.41 (2.96, 5.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vital capacity (ml)</td>
<td>1776.29 (579.87)</td>
<td>1514.00 (568.43)</td>
<td>261.99 (143.84 to 380.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agility (s)</td>
<td>0.89 (0.56)</td>
<td>1.23 (0.80)</td>
<td>–0.35 (–0.53 to –0.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Balance ability (s)</td>
<td>4.78 (6.13)</td>
<td>6.46 (8.64)</td>
<td>–1.68 (–3.54 to 0.17)</td>
<td>.08</td>
</tr>
<tr>
<td>Flexibility (cm)</td>
<td>7.44 (6.73)</td>
<td>8.53 (7.15)</td>
<td>–1.08 (–2.68 to 0.51)</td>
<td>.18</td>
</tr>
</tbody>
</table>

\(^a\)SBP: systolic blood pressure.  
\(^b\)DBP: diastolic blood pressure.  
\(^c\)SEVR: subendocardial viability ratio.  
\(^d\)baPWV: brachial-ankle pulse wave velocity.  
\(^e\)STI: stiffness index.  
\(^f\)Used to evaluate the absolute risk of fracture.  
\(^g\)Primarily used to assess the relative risk of fracture for comparison between peers.
Discussion

We found a few improvements in cardiovascular function and body composition of participants with exercise-related contraindications but without good exercise habits. However, for participants already in the habit of exercising, there were no changes in these 2 domains.

Cardiovascular function and body composition improvements were important outcomes in our study. For cardiovascular function, we detected that heart rate and SEVR were significantly improved following a 12-month unstructured exercise prescription intervention among middle-aged and older adult dwellers with related exercise contraindications. This is consistent with previous studies, in which exercise improved cardiovascular and arterial function [5] for healthy populations, and even sedentary individuals aged more than 50 years gained the benefit of improved maximal oxygen consumption after exercise [28]. Few studies have reported on improvement in SEVR among older adults, but Huang et al [29] found an augmentation in SEVR after a 6-week exercise intervention in obese adolescents. We suspect our low-intensity, unstructured exercise prescription with associated precautions and tips was a major contributor to adherence of participants who have doubts about how to exercise because of their disease symptoms. Our recommended low-intensity special aerobic gymnastics with instruction through pictures gave participants guidelines, and the unstructured prescription provided tools and cues for participants to take safety into consideration while choosing the physical activity they prefer. For body composition, those participants prescribed the health care mode changed their weight, BMI, body fat rate, and fat mass significantly, but their muscle mass was unchanged. Unsurprisingly, this is in line with results of other interventions with or without calory restriction, implemented in a variety of populations [25-30]. Most of these were short-term intervention programs (6 to 12 weeks), and evidence of long-term effectiveness of exercise intervention in middle-aged and older adults is insufficient. It can therefore be concluded that even low-intensity, aerobic exercise and unstructured physical activity is beneficial in the long-term for middle-aged and older adults without exercise habits. Essentially, starting to exercise is the most important thing.

Corresponding parameters of cardiovascular function and body composition in the scientific fitness mode group showed no statistically significant changes. We expected that the structured and combined exercise of aerobic and resistance training would improve cardiovascular function and body composition in participants with exercise habits. However, a possible ceiling effect might have prevented further improvements in functioning, even though these participants had completed more scientific exercise [17]. Theresa et al [30] reported that individuals with more “favorable” values at baseline (eg, lower submaximal heart rate) may potentially show a low subsequent training response if a “ceiling effect” limits further improvement in that parameter. Similar research showed low exercise doses can effectively reduce cardiovascular disease or cardiovascular risk factor prevalence, but higher exercise doses do not yield additional benefits [31].

Our present work showed an increase in baPWV for the health care mode group and unchanged results for the scientific fitness mode group. These changes differed from those reported in previous studies [32-35]. However, studies included in meta-analyses investigating the effects of exercise on arterial stiffness also report positive evidence [36-38] for aerobic exercise, with patients with isolated systolic hypertension being the exception. Resistance exercise has different effects on arterial stiffness depending on type and intensity, and there seem to be no unfavorable effects on arterial stiffness if the training is of low intensity or performed in a slow concentric manner or in the lower limbs of healthy individuals [37]. Furthermore, combined training has no significant effects on arterial stiffness [36]. In our study, more than half of the participants in with healthcare mode (56/97, 58%) and nearly half of the participants in the scientific fitness mode (36/80, 45%) were diagnosed with hypertension, and those in the health care mode group were given a low-intensity aerobic exercise prescription. This partly explains the lack of improvement in baPWV, as blood pressure is affected by many confounding factors (eg, medication). Another explanation might be age. Aging reduces arterial elasticity and has been suggested to be the main precursor of arterial stiffness in different populations [39,40], with this change being more significant in older adults. Noticeably, in our present work, arterial elasticity became worse in participants engaging in aerobic exercise only, but there was no significant difference in baPWV among community dwellers engaging in both aerobic exercise and resistance training. Given the undifferentiated baseline data, it may be that the potential effectiveness of this intelligent, personalized, structured exercise prescription intervention has been demonstrated. However, additional well-designed randomized controlled trials are needed before any final recommendations can be formulated.

This 12-month intervention study showed no difference before and after intervention in bone mineral density for either group. Although some previous trials have reported the effectiveness of intervention [41], there is currently insufficient evidence to recommend exercise for improving bone mineral density [42]. One meta-analysis reported that the positive results were small, nonsignificant, and with a large and statistically significant amount of heterogeneity. There were also some consistent results detecting no significant changes in breast cancer survivors [43], or overweight and obese older adults [44].

Evidence does consistently suggest that exercise leads to significant improvements in physical fitness, increased flexibility, agility, and strength [32,41,45-48]. However, in our present work, physical fitness showed a decline in both exercise prescription groups. The inclusion of older participants may partly explain this. Reduction in physical fitness, including reduction of muscle strength in both the upper and lower limbs, and changes in flexibility, agility, and endurance, were equal for both men and women and was likely due to the aging process, which was discussed in a previous study [49].

No adverse events were reported for any of the interventions. Although our prescription included step-by-step instructions with pictures and participants could call community health center staff to report any uncomfortable conditions during exercise, there are safety aspects worth considering that should
be more strictly monitored. We should strengthen the monitoring of exercises so that harmful execution of exercises can be quickly noted and addressed.

There were several limitations to this research. First, this study was conducted in 1 geographic location, which limits the generalizability of observations and hinders the ability to identify population differences. Second, we only studied a single group of middle-aged and older adults and did not include a control group, impeding any ability to draw conclusions on initial intervention effectiveness. Third, the adherence to exercise prescription was only based on a self-report of participants. We lacked a objective and scientific means of monitoring the entire program. Fourth, as a feasibility and single-arm study, we failed to control age and disease-related confounding factors, which might have potentially influenced our observations. Future studies using a randomized controlled intervention protocol and employing app-based, wearable devices are encouraged to expand on this effort.

The observations suggested that our exercise prescription intervention program might promote certain health outcomes, such as cardiovascular function and body composition in middle-aged and older adult Chinese community dwellers. However, we are unable to recommend this program because of the existing limitations. Nonetheless, we recommend that older adults with a range of diseases begin exercise under supervised instruction when initiating training. The benefit is clear, and “start to exercise” should be the top priority for all older adults.
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Abstract

Background: Many previous studies have explored socialization-oriented social media (SM), but their reach has been limited to the context of information exchange for common personal interests. This study focuses on work-oriented SM, which can enhance organizational networking and productivity levels in the context of public hospitals.

Objective: This study aims to provide a theoretical framework to explain how the use of SM can enhance the skills of health professionals and levels of organizational productivity in uncertain environments.

Methods: A total of 2 distinct forms of data collection techniques were combined: focus groups and semistructured interviews. Both were conducted with doctors and nurses in Saudi public sector hospitals.

Results: The findings reveal that the use of SM can create professional socialization at the level of the institution, and this can enhance skills, knowledge, decision making, and the overall level of organizational productivity. The increasing use of SM creates collaboration between health experts (particularly endocrinologists and pulmonologists in this case) who arrange video calls to share best practices in terms of medication, diet, and health care plans for patients with multiple diseases. Many of these patients are particularly vulnerable, given the wider context of the current global pandemic.

Conclusions: This study culminates in the Social Media Organizational Productivity model, which provides insights into how SM has increased the accessibility of health professionals through the use of technology. Access to such professionals creates a patient-centric approach and a culture of shared communication for dealing with high-risk patients during the current global pandemic.

(J Med Internet Res 2021;23(5):e23792) doi:10.2196/23792
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Introduction

Background

The flexible, agile, collaborative, informal, unstructured, and spontaneous nature of social media (SM) platforms has given rise to more and better social interactions, social support, knowledge sharing, and social expectations [1,2]. There are various kinds of SM, such as personal platforms (ie, Skype and WhatsApp) and organizational SM platforms (ie, Microsoft Yammer). Thus, SM is heterogeneous at both the personal and organizational levels. However, contemporary employees cannot differentiate between personal and corporate SM. On the basis of this heterogeneity and motivated by the influence of the SM world, workplaces have begun to embrace SM for socialization and work-oriented purposes [3,4]. Work-oriented SM types include web-based platforms that can be used in the workplace to facilitate collaboration. These forms of SM can also generate resources and facilitate the sharing of work-related content and information. They can support internal organizational communication and can be used to track events and
workstreams. They are also reliable forms of support for task management [5,6]. However, socialization-oriented SM includes web-based platforms that facilitate the sharing of personal and social information and that enable people to develop expressive links that can shape identities through normative expectations and emotional and social forms of support [6,7].

Existing literature on SM has tended to focus on exploring socialization-oriented SM, which is limited to information exchange for personal common interests. However, this study focuses on work-oriented SM that can influence organizational productivity in the setting of Saudi public sector hospitals. SM plays a very important role in supporting communication among employees in organizations [8]. A key previous study highlighted the importance of relationships and social interactions to achieve common objectives [8]. Virtuality theory advocates the use of SM if it is required to alter patterns of social exchange ties. However, it overlooks the consequences of such social exchange ties in organizational settings. Previous studies have measured the impact of patient tweets on hospital quality improvements, but these studies failed to produce the expected results [6,9,10]. Approximately 60% of physicians use SM to monitor patient health and education. Furthermore, these physicians use SM sites to inform patient drug adherence and behavioral changes that can enhance the level of patient compliance and positive outcomes [6,9,10]. Conversely, a survey of 480 physicians revealed that 68% of physicians hesitate to use SM sites for patient, personal, and professional connections. However, there is little research on how the use of SM for communication purposes influences organizational productivity in the Saudi health sector setting. High-quality SM relationships make a significant contribution to employee performance, but there is little understanding of this contribution in public hospitals in Saudi Arabia [11].

There is evidence of the popularity of SM among Saudi men and women, as approximately 41% of the Saudi population actively uses various SM platforms [2]. According to recent statistics, some 9.9 million Saudi Arabians regularly use Twitter. Saudi Arabians are the fourth highest users of Twitter in the world [12]. Facebook, WhatsApp, and Twitter are used to exchange audio, videos, text, views, and information and to meet personal and organizational interests. The Saudi government has restricted the use of some SM platforms because of social campaigns by SM activists between 2013 and 2017 [13]. However, after this time, the Saudi government lifted the ban and allowed the use of the SM platforms [13]. Public hospitals in Saudi Arabia are under the control of the Saudi Ministry of Health. It is therefore interesting to analyze the specific rules, regulations, policies, hierarchal structure, and power uses that can influence the use of SM platforms, even for productive purposes in Saudi public sector hospitals.

Although an ample body of literature has explored the effective use of SM at individual levels as well as in the organizational communication context in Western culture [14,15], there is evidence that Arab public organizational culture is unique and different from Western public organizational culture. This might be because of some inherent cultural attributes, such as authoritative management styles, hierarchal structures, a preference for top-down communication, low staff empowerment, and strong social networking among those with sufficient resources. Work overload and favoritism might also be factors. These are some of the unique features of Saudi public sector organizations that strongly influence the use of SM platforms at both the individual and organizational levels. There is little understanding of how public hospitals in Arab countries such as Saudi Arabia manage SM use. This study introduces a theoretical framework to guide how SM can drive productivity in Saudi public sector hospitals.

Literature Review

Deep penetration of SM has been observed in many workplaces. Nowadays, there is an increasing trend among companies to strategically implement such tools to improve their organizational activities and support their workforces [16]. Leading organizations regularly use personal, public, and popular SM such as LinkedIn, Twitter, and Facebook to improve employee engagement, customer service, talent recruitment, marketing, and knowledge sharing [17,18]. Research has described SM use in health information management as “the activities that people perform to acquire, organize, maintain, share, retrieve, and use health information items to complete healthcare tasks and fulfill their needs” [19]. The increasing use of SM in the workplace has led to the emergence of various socially connected software that companies commonly use to pursue their business activities and goals [5]. In addition, where the aim is to support employees, such use is considered promising for excellent organizational performance [9,20].

In addition to extending access to public and general SM platforms such as Twitter and Facebook in workplaces [10,20], more emphasis is being placed on developing and implementing professional and more specific SM technologies. Examples include IBM connections, Slack, Jive, Facebook Workplace, DingTalk, and Microsoft Yammer. Consequently, it has become possible for different types of SM platforms to coexist in organizations. These can be used by workers for work and/or during work time for information exchange and effectiveness in workplaces. However, companies and executives may sometimes perceive SM as controversial [16]. This begs the question: How does the utilization of different kinds of SM platforms in the workplace influence organizational productivity, and what can be learned specifically from public sector hospitals in Saudi Arabia? Ability, motivation, and opportunity (AMO) theory holds that if employees are competent, skilled, and motivated, then they can create more opportunities at the personal and organizational levels. Therefore, organizations should provide training and career advancement opportunities to employees, as this can enhance their skills and motivation and can drive organizational productivity.

There are various fields in which institutional theory has been applied, such as political science, economics, organizational theory, and sociology. However, there is little understanding about the application of institutional theory in public hospital settings. In the context of institutional theory, organizations embed themselves within different environments in which they may acquire legitimacy from imitative, coercive, or other kinds of institutional forces. Moreover, institutional theory implies that corporate decisions are partially driven by rational
effectiveness goals and partially by legitimacy concerns and cultural and social factors. Companies adhere to different institutional values or norms to acquire a fit and/or to integrate into the surrounding environment. Isomorphism provides an in-depth understanding of the institutional environment. By incorporating institutional rules within their own structures, organizations become more homogeneous and similar in structure over time. This is particularly the case within particular institutional environments and contexts, such as how public hospitals in Arab countries, such as Saudi Arabia, manage SM use.

The 3 common methods of isomorphism identified by DiMaggio and Powell are coercive isomorphism (firms are either compelled to adhere to rules or adopt to structures), normative isomorphism (firms adopt forms as professionals within the firm who claim their superiority over others), and mimetic isomorphism (one firm copies another firm, often because of uncertainty). Institutionalization is a process that involves modifying behaviors to fulfill social expectations that are derived from different norms such as regulatory structures, professions, laws, cultural practices, and government agencies. All these actors exert pressure on firms to operate in a particular manner. Institutional theory is considered a powerful and popular explanatory tool for any analysis of organizational behavior that seeks to address different forms of organizational change. In contrast, the concept upon which most classical approaches are based is that organizations are dominated mainly by role, personal preferences, and the interest of individuals, as well as by rational actors. Likewise, new institutionalism primarily focuses on the formative role of organizations. In this sense, the core postulate is that rational actors within organizations always look out for their personal interests and exploit particular institutional limitations in pursuit of these. This view suggests that patterns of organizational actions are not shaped by instrumental calculations, but by institutional forces, such as cultural scripts and norms. The deep penetration of organizations in social environments could expedite or compromise their use of SM platforms for organizational productivity purposes (Figure 1). This suggests that organizational procedures and structures often reflect the environmental expectations that are required to enhance the use of SM to make the organization more successful. Institutional theory is based on the idea that organizations always want to respond to their environmental demands with the purpose of leveraging competitive advantage.

Figure 1. Theoretical framework based on institutional and ability, motivation, and opportunity theories.

Methods

Overview

There is an increasing trend among researchers to use social constructivism to understand and synthesize the different realities of multiple disciplines, including the health sciences, philosophy, sociology, and psychology [1,21,22]. In particular, health science researchers extensively use social constructivism to gain in-depth insights into how health care professionals obtain and integrate new knowledge. They also tend to explore the kinds of behaviors they can develop to improve their own decision-making performance [22]. According to social constructivists, the social world in which we live has unique
local, cultural, and social contexts, and all these contexts vary from location to location, from individual to individual, and from nation to nation [17,23]. Unique and different knowledge insights are, thus, produced through the lens of social constructivism because they critique shared beliefs, shared meaning, shared language, collective cultures, values, and social norms [21,23]. Social constructivists construct knowledge on the basis of cultural and social values. Therefore, they prefer to understand, see, and shape things in accordance with the viewpoints of social actors. The researchers were highly involved in this study to capture and better understand the issues under investigation. Institutional forces, national cultures, individual capabilities and abilities, social structures, organizational policies, the sharing and exchanging of knowledge, and SM are all subjective realities. Each of these influences the organizational productivity of public hospitals. Through the research process, this study clearly shows how social constructivism, analytical techniques, and data collection are interconnected.

There is limited literature available that has sought to uncover the influence of SM on employee work productivity in a public sector hospital. Therefore, this study is exploratory in nature because it aims to capture rich insights using social constructivism and interpretive methods. Social constructivists believe that there are multiple environmental and biological factors that have different impacts on individuals [17,21]. Interpretive methods are considered important where the researcher seeks to understand the social and real context of networking technologies and how social networking technologies influence organizational productivity in health care workplaces. Interpretive methods are thus recognized as important, especially when people are interested in knowing how the use of technology influences various institutional, government, cultural, and social structural factors [24,25]. Indeed, interpretive studies are more focused on understanding social contexts (i.e., social relationships, peer influence, the division of labor, and the structure of an organization) that are impacted by the actions of individuals [17,21]. Previous studies have indicated that interpretive methods can capture subjective realities, such as individual levels of information and levels of knowledge, expectation, experience, and understanding [17,23]. Other studies have suggested that interpretive or qualitative methods are more useful for capturing the exploratory elements of subjects with the support of single or multiple theories [22]. These methods are usually useful for understanding individual perceptions about and sense-making in particular situations.

**Sampling and Population**

This study primarily focuses on Saudi public sector (government) hospitals, as they are strongly influenced by institutional, cultural, and social forces. Multiple hospitals were selected to gain insights from health care professionals in a variety of government hospitals in Jazan, Saudi Arabia. The hospitals selected for this study included Jizan Hospital, Prince Mohammed Bin Abdul Aziz Hospital, and King Saud Medical City. All these public sector hospitals have a rich technological and institutional history, and many health professionals want to work in them to gain valuable experience.

As many of the doctors in these hospitals are visiting professionals, it was not possible to fully describe the sampling framework. Moreover, although 2 of the hospitals were willing to provide a sampling framework, the others declined to provide any sampling framework. To address this issue, we decided to use a nonprobability sampling method. In health sciences, purposive sampling is common and is particularly useful when researchers are aware of the sampling framework and when they want to choose informants who have rich knowledge about the study objectives. Therefore, purposive sampling was used to collect data for this study. The 30 participants selected for data collection included nurses and head nurses working in government hospitals. Moreover, the 20 participants selected for focus group interviews included emergency doctors, surgeons, and hospitalists. Multimedia Appendices 1 and 2 indicate the demographic attributes of the selected informants. Their selection was based on the following inclusion criteria:

- Working within public sector hospitals for at least two years
- Older than 18 years
- Willing to voluntarily provide research data
- Had at least one active account on SM

**Data Collection Technique**

To collect qualitative data, 2 distinct forms of data collection techniques were used: focus group interviews and semistructured interviews. Data collection took about 7 months, and 3 different methods were used to gain in-depth insights into the expectations and experiences of professionals who use SM in the workplace. Semistructured interviews were undertaken because this type of method ensures the maximum participation of respondents throughout the research process. Moreover, “researchers have realized [for] quite some time that researchers are not invisible neutral entities; rather they are part of the interactions they seek to study and influence as well as observe those interactions.” Of real interest here were the experiences of nurses and their perceptions of the different realities of organizational productivity and SM use. Doctors were seen as key sources for verifying and conceptualizing these shared realities.

Interpretative methods are useful for gaining rich insights through observations, semistructured interviews, stories, diaries, and narratives [24,25]. Semistructured interviews are one of the most commonly used interpretative methods among interpretivists because they can elicit rich insights and generate answers to multiple questions such as what, how, and why [22,26]. Moreover, the flexibility of semistructured interviews means that it is possible to add or modify the interview questions. Contrary to structured or open-ended interviews, semistructured interviews focused on obtaining particular answers [24,25]. Semistructured interviews were conducted in a face-to-face setting. The following questions were asked during semistructured interviews: How do you see the role of SM in relation to organizational productivity in the workplace? What socialization factors appear useful for increasing your productivity? What are your organizational and individual perceptions of SM use within hospitals? What challenges negatively influence SM use within this hospital? What are the specific public sector policies or factors that influence the use of SM in public sector hospital settings?
Focus group interviews are widely used by researchers interested in accessing the opinions and life stories of individuals in specific situations. Many researchers recommend conducting focus group interviews whenever there is a need to handle discourse in which the image of the research participants is continuously regenerated. Health professionals were invited to participate in focus group interviews. The sample comprised 20 doctors and 30 nurses (Multimedia Appendices 1 and 2). This sample resonates with previous qualitative studies wherein the data saturation point was reached before the 30th interview [24,25]. To maintain social distancing, the social networks of health professionals and the researcher played an important role in identifying respondents with knowledge of SM technologies. Initially, the participants were asked if they would like to volunteer to participate in the interviews. In addition, some health professionals were contacted via SM (such as Twitter, Facebook, and WhatsApp). The researchers sent reminder emails to contact any participants who had not yet confirmed their interview schedule either by Skype or telephone. Interviews through Skype and telephone took place to maintain social distancing during the COVID-19 pandemic.

Interviews with nurses and head nurses lasted between 30 and 60 minutes. Skype videoconferencing calls were initiated to conduct focus group interviews with the selected health professionals. Participants preferred to take calls in their private offices in the hospitals in which they worked. Interview questions were developed based on the expectations and experiences of health professionals in relation to technology. This is an efficient way through which episodic memory can be accessed and complementary insights can be induced [22,26]. During interviews, episodic memory in individuals’ neurocognitive memory systems can be activated by asking them about specific and ordered occasions [22,26], such as employee performance and SM, in this study. Moreover, the researcher used the past tense while developing interview questions to ensure the collection of complete data. Technical questions were also used in this study, whenever required. Many studies have recommended using tactical questions, particularly when managing participants seems quite difficult [22,26]. Indeed, tactical questions represent the summary of questions that were initially asked and are also very useful when it comes to addressing the risks identified earlier.

By asking different forms of interview questions, the researcher can optimize conversations with health professionals on the topic of internal generalizability [22]. Moreover, in the context of social constructivism, internal generalizability was possible with the help of data gathered from different respondents in terms of gender, occupation, and age [22]. The sample drawn for this study contained 30 female respondents of different ages (19-50 years) and experiences (Multimedia Appendix 1). The sample contained 20 doctors (Multimedia Appendix 2). Regardless of the sample composition (more males and fewer female participants), no screening questions preceded the interviews to avoid any intentional demographical influence on an otherwise diverse sample. The respondents were also provided with verbatim transcripts of the interviews to enable cross-examination, increase data validity, and improve internal generalizability.

**Thematic Analysis**

This study used thematic analysis to explore data and to develop a common set of themes or patterns. The researcher also used transcripts of the interviews to develop different initial codes to support the main themes of organizational networking and patient engagement. A total of 3 codes emerged around organizational networking: technological collaboration, policy conflict, and recorded data. In total, 4 codes of employee engagement emerged: socialization and trust, shared communication, ability and perception, and patient communication. After the construction of the main themes, keywords, and codes, the researchers reviewed them to increase both external and internal homogeneity [24,25]. Figure 2 illustrates the thematic analytical procedure of the Social Media Organizational Productivity (SMOP) model.

Data were organized into a verbatim transcript spanning 218 pages. The data were analyzed across 3 key phases. The responses of doctors, head nurses, and nurses were analyzed in the first phase of this process. Next, words that were repeatedly used throughout the interviews were identified. To group these repeated words into codes, the researcher visited them iteratively. Subsequently, the researcher assigned themes to these codes based on their meanings. Further analysis of responses was performed in the second phase. As a result, SM social practices are described. The integration of the experiences of doctors and head nurses was carried out in the third phase, so that a holistic outlook of organizational productivity and SM as a joint experience could be disclosed.
Trustworthiness of Qualitative Findings

Qualitative studies use confirmability, credibility, dependability, and transferability to maintain rigor and trustworthiness, whereas quantitative studies use reliability, objectivity, and validity to ensure rigor and trustworthiness. Internal validity should be replaced by credibility, external validity by transferability, reliability by dependability, and objectivity by confirmability. Although conducting qualitative studies, it is assumed that no truth is absolute in nature, but rather multiple realities are accessed. Consequently, generalizing the qualitative findings is not possible. However, credibility, confirmability, transferability, and dependability are, however, very useful measures of rigor and research validity for qualitative studies. Moreover, qualitative studies can improve the transferability of their findings by providing rich descriptions of the research process. This study, for example, produces transferable findings by highlighting the research process and providing a detailed justification for every qualitative data gathering method used. The extent to which the researchers or participants in qualitative studies can evaluate both the recommendations and interpretation of study findings is termed dependability. In this study, the researchers evaluated the data many times to ensure the rigor and trustworthiness of interpretations. Semistructured interviews were conducted to ensure the confirmability of the findings. The use of different qualitative data collection techniques with different respondents increased the credibility of the qualitative findings. In this study, the researcher ensured the credibility of the findings by using focus groups and semistructured interviews with a variety of participants.
Main Theme 1: Organizational Networking

Organizational networking involves exchanging, governing, and organizing sociotechnical networks that can enhance information exchange and social relationships within a formal organization [27]. This study of organizational networking provides ideas about how knowledge, information, communication, and decision making can be carried out in a formal setting. For example, Saudi public sector hospitals operate under the authority of the Ministry of Health. Therefore, these authorities can influence the level of knowledge, information, communication, and decision making, which ultimately influence the level of organizational productivity.

To understand organizational networking in Saudi public sector hospitals, this study summarizes the findings into 3 codes: technological collaboration, policy conflict, and recorded data.

Code 1: Technological Collaboration

Technology collaboration refers to the systems and tools that help stakeholders to coordinate and complete tasks effectively, whether working remotely or in an office environment. It is found that nurses use SM instant messaging and video calls to increase interpersonal collaboration. As a result, they can enhance their knowledge, influence the speed at which they work, and increase their organizational productivity. For example, interviewee 19 noted:

social media increased peer to peer support as I can consult with my senior nurses through video call and messages and their shared knowledge is always helpful as now, I can be able to complete multiple tasks in limited time.

There is evidence that SM increases real-time communication, as video calls help health professionals manage patients in intensive care units (ICUs). Specialist doctors cannot be available at all times to deal with critical patients in ICUs. Therefore, SM provides them with the opportunity to manage situations through nurses so that they can assess the condition of multiple patients. For example, interviewee 22 noted:

I am working in ICU and many times I faced severe situation as I have to deal with emergency patients who have multiple diseases so we need sometimes urgent video call to different experts so they can advise what I should do until they physically visit to ICU.

There is evidence that SM has increased the virtual connectivity of different health professionals (ie, endocrinologists and pulmonologists), which means they are in a position to join group discussions with vulnerable patients. This could drive the need for emergency visits to assess vulnerable patients. For example, focus group interviewee 19 stated:

Social media helped to virtually connected with my patients as sometimes patients are more critical such as old (unable to visit hospitals) as well as having both diabetes and asthma at the same time so different medical experts (endocrinologist and pulmonologist)

results can now arrange video call for proper guidance of patients.

The COVID-19 pandemic has increased many risks to health professionals, patients, and communities. However, SM platforms such as WhatsApp and Skype help users to control situations, especially when there are limited health resources. Therefore, these SM platforms contribute to the care of COVID-19 patients. For example, focus group interviewee 5 noted:

Dealing with vulnerable patients has become more complicated, especially when they have the virus, so using Skype and WhatsApp video calls means we can coordinate with each other in a safe community.

Code 2: Policy Conflict

Policy conflict occurs when there is no professional code of conduct regarding the use of SM platforms. As a result, these social platforms cannot deliver maximum benefits at the organizational level. For example, interviewee 5 noted:

The Saudi ministry of health did not develop any organizational policy to use social media in workplace as a result we have not top management support otherwise we can practice it effectively to enhance the speed and collaborative care for patients.

There is evidence that although the use of SM helps professionals to collaborate and coordinate activities, there is no Saudi government policy to positively use these platforms in the workplace. Therefore, some health professionals use these social platforms, whereas others do not. For example, focus group interviewee 9 said:

I am working in public hospitals since 26 years but I experienced when we started to use social media then it saved our time, energy, financial resources, and use of physical infrastructure.

Some nurses felt that SM platforms really helped them to educate their patients so that they could control emergency situations and find the best way to deliver medicine and diet plans. Furthermore, many used SM to share relevant health care materials with patients, even in the absence of organizational support for the use of SM in public hospital settings. For example, interviewee 18 noted:

It is our duty to educate patient so that they can self-manage their diseases and reduce work overload and utilization of human and financial resources. Social media provided us this opportunity to share health care material with patients but there is no organizational policy and leadership support for using these best interactive communication platforms.

Code 3: Recorded Data

Recorded data refer to SM channels such as YouTube providing facilities to health professionals to record, store, and share data to save time, energy, and resources. In the past, health professionals have tended to verbally communicate to organize tasks that have no official record. As a result, many did not later accept responsibility if anything serious happened to the patients that were being discussed. For example, interviewer 2 noted:

Dealing with vulnerable patients has become more complicated, especially when they have the virus, so using Skype and WhatsApp video calls means we can coordinate with each other in a safe community.
Social media helps to generate evidence of communication as, in the past verbal communication is not recorded and sometimes our seniors decline to take responsibility for their recommendations/actions. Participants felt more engaged and connected with vulnerable patients and were able to manage emergency situations. As a result, they were able to deal with high numbers of patients, even when they were not at work. For example, focus group interviewee 19 highlighted:

*I am working in the maternity department so we always share videos to educate the first-time parents about how they should lift their babies...the best positions for burping, and how they should use infant car seats to effectively care for their new-borns.*

**Main Theme 2: Employee Engagement**

Employee engagement is an increasingly well-researched concept, and many have sought to understand this phenomenon through qualitative and quantitative methods. However, there is less understanding of how engaged health professionals and patients can influence organizational-level productivity, especially in the context of Saudi public sector hospitals. Employee engagement can be explained as motivated and enthusiastic employees involved in positive actions to improve health care services, reputations, and levels of organizational productivity. Although previous studies have provided an understanding of employee engagement from motivational, emotional, and cognitive perspectives, this study examines how SM can increase engagement among health professionals by building socialization and trust and by relying on shared communication, abilities and perceptions, and patient communication.

**Code 1: Socialization and Trust**

Socialization refers to the enhancement of information exchange to support learning and to improve competencies that can enhance productivity in hospitals. Socialization can promote effective communication among health professionals, and it is therefore useful for building trust in the workplace. For example, interviewee 23 noted:

*WeChat, Facebook, WhatsApp, and twitter are common social media platforms that we use to communicate and learn from doctors and colleagues. Therefore, we are not more effective and productive compared to the past.*

Socialization promotes the use of social networking platforms (ie, Twitter, WhatsApp, Facebook, and WeChat) for effective communication and is, therefore, an informal, popular, and optimal way of maintaining professional trust in intensive health care settings. The analysis suggests that doctors and nurses are now more connected and engaged and that SM is useful for celebrating individual and organizational achievements. These professionals are now more familiar with SM and can use it in emergency situations. For example, focus group interviewee 13 noted:

*Nurses and doctors of a particular department are connected through instant messaging apps for celebration of new appointments, promotions, personal educational achievements, parties, and helping others during excessive work overload.*

Some argue against the use of social networking platforms and believe that these have reduced productivity. For example, interviewee 18 noted:

*I noticed many of my colleagues and seniors even using social media in ICU and operation theatres when they have to focus on their work, so I believe its wastage of time and reduce the work productivity.*

**Code 2: Shared Communication**

Shared communication refers to explaining, questioning, listening, understanding, acting, advocating, and negotiating over tasks, roles, and responsibilities to enhance organizational productivity. For example, interviewee 13 said:

*During this global pandemic, both nurse and doctors are extremely busy in ICU and critical operations, but the use of social media increase their interaction, coordination and collaboration especially when health resources are become limited due to increasing the number of patients.*

It is evident that the use of SM has driven coordination and collaboration among doctors and nurses, and they are able to manage more tasks within a limited time frame. The findings also suggest that mental and behavioral issues are heightened among children and older people. Therefore, using SM, doctors and nurses can more effectively discuss health care plans with patients during a global pandemic. For example, focus group interviewee 3 noted:

*The global pandemic has increased the issues of children and old people who have behaviour and psychological issues. So, the use of social media facilitates shared communication so parents and other people may know what care should be more effective without visiting in hospitals.*

The findings suggest that multiple doctors now collaborate through SM to discuss health care plans with patients who have various diseases and who are vulnerable during global pandemics. For example, focus group interviewee 4 said:

*I have some patients who have type 2 diabetes, cancer, asthma issues and they are older therefore it is not risk free to meet with them physically. Therefore, sometimes multiple doctors (Trauma surgeon, Endocrinologist, and Pulmonologist)*
conduct conference call for discussing the medication and health care plan.

**Code 3: Ability and Perception**

Ability refers to the particular skills that we elicit from sharing practical knowledge and experiences through SM platforms. The interviewees had mixed views, and some acknowledged how groups on SM updated their skills and performance, whereas others complained that SM platforms increased expectations when it came to response times. For example, interviewee 9 noted:

> Our hospital IT department is not very skilled, so we got lower motivational and technical support. Some of our colleagues also have perception that use of these social media platforms created more stress and pressure from our seniors who always demand quick response and action.

However, focus group interviewee 14 said:

> Our profession is required to continuously learn and improve our ability, so I have joined many YouTube channels and WhatsApp groups where we are getting opportunities to learn, knowledge exchange, and improve our performance.

SM has, therefore, connected professionals who have relevant, rich experiences and practical knowledge of the different workplaces at national and international levels. Therefore, there are opportunities for junior staff to increase their skills by learning through experience. For example, interviewee 14 noted:

> We (head nurses of different hospitals and countries) are now connected with WhatsApp and Facebook groups where we sharing content related to advance healthcare techniques, so we experienced that our level of performance is now more improved.

**Code 4: Patient Communication**

Keywords: patient communication, health care, high risks, education, awareness, skills, knowledge.

SM helps to create better health services and patient-centered care. Therefore, doctors are more engaged, particularly with patients who require immediate help to recover from critical situations (ie, pneumonia, chest infections, and asthma). For example, focus group interviewee 9 noted:

> Instant messaging apps have created direct communication (audio, video, text messaging) between doctors and patients. So now I can more effectively work on asthma patients regarding diet plan, smoking/alcohol habit, inhaler use, and how to control stress in emergency situations.

In the presence of COVID-19, both public and private hospitals have insufficient resources to provide health care to every mother. Therefore, doctors often only engage with mothers who are struggling because of high-risk pregnancies. For instance, focus group interviewee 6 highlighted:

> Due to the spread of Covid-19, we cannot ask every patient to come in hospital therefore those mothers who have high risks birth and pregnancies may only contact us through social media and telephone when they need caesareans and interventions.

The findings highlight that the global pandemic has increased the responsibilities of nurses and doctors who are now less able to provide high standard health care services. However, SM platforms provide them with an opportunity to disseminate educational materials about chronic diseases so that emergency visits can be reduced. For example, focus group interviewee 5 noted:

> Every asthma patient has different level of complications, education, awareness, and knowledge so social media provided me more opportunity to share relevant material with those asthma patients who have low knowledge as they do more emergency visits and increase work overload during global pandemic.

**Discussion**

**Principal Findings**

The findings show that the increased use of SM has helped to enhance both networking and connections among health professionals outside and within public hospitals. Due to the advent and use of SM sites, management in public hospitals can more quickly share the medical histories of critical patients and can ask for advice from experts in other hospitals. SM promotes knowledge and information exchange among health professionals. As a result, they have become more knowledgeable and competent. There is evidence that various global environmental changes and the increasing consumption of petrol have increased the level of air pollution in Saudi Arabia. Therefore, the number of chronic diseases, especially the number of asthma patients, has increased in recent years. Furthermore, the number of patients with type 2 diabetes has increased because of the high use of red meat and junk foods. These chronic patients have lower levels of education and awareness about chronic diseases, including how to avoid them. Health professionals and the Ministry of Health in Saudi Arabia have started to use YouTube and Twitter platforms to educate patients with chronic diseases. This can reduce work overload, emergency visits, and resource utilization. YouTube videos educate patients about medication, healthy diets, the use of inhalers, exercise plans, and methods to inject insulin to control diabetes.

There is a need to further enhance the productive use of SM as it enhances collaboration and socialization among health professionals and patients. For example, when a health professional is linked to patients with type 2 diabetes through SM, a shared video on YouTube can provide fruitful advice about exercise, the use of medication, the use of inhalers, healthy diets, and other ways to control diabetes. For example, if nurses and doctors are engaged through SM, they can manage emergency situations better, especially during public health crises when all patients cannot receive the same level of care and attention from doctors. Therefore, SM use enhances the level of information sharing. It facilitates learning, knowledge exchange, and patient education about healthy lifestyles. Using SM, patient engagement can enhance the experiences and
knowledge of health professionals, which is useful for improving individual and organizational performance. Furthermore, SM helps to educate and activate patients and can therefore reduce the workload of health organizations as patients are able to control critical situations. Within the organizations in question, the increasing use of SM among nurses and doctors is beneficial for multitasking, as health professionals can ask, guide, or instruct others on routine and emergency tasks. Therefore, it can be argued that the use of SM enhances information sharing, knowledge, skills, and time efficiency for health professionals who are now more productive as a result.

The analysis revealed that Saudi hospitals operate under the control of the Saudi Ministry of Health. Therefore, this ministry can create policies, rules, and regulations that can influence communication, decision making, and the level of productivity of health professionals. It is evident that the use of SM drives collaboration and coordination among health professionals and patients. However, unfortunately, there is no Saudi Health Ministry Policy to positively use these platforms in the workplace. Therefore, when health professionals use these platforms, there is no training or technical, motivational, or organizational support for them. This is counterintuitive, given that SM can save professionals’ time, energy, and resources. The findings reveal that the use of SM enhances peer-to-peer support, as newly appointed nurses and young doctors can consult with head nurses and senior doctors through video calls. Their shared knowledge can help them, especially when patients are in emergency situations. However, analysis also suggests that the use of SM has created a culture of quick responses and actions among junior professionals, which ultimately increases the stress and pressure they face to fit more work into limited timeframes. Both nurses and doctors use instant messaging and video calls to increase interpersonal and professional collaboration. As a result, they are able to enhance their level of knowledge, speed of work, and overall organizational productivity. Therefore, it is recommended that the Saudi Ministry of Health and government should specify regulations and policies that can increase the use of SM platforms as evidence-based practices that help health professionals communicate and collaborate to manage critical patients.

A key finding of this study is that the use of SM has promoted the exchange of recorded data and technological collaboration among health professionals. This has improved patient-centric communication, health care services, and the overall level of productivity. For example, diabetes experts can now conduct conference calls with their diabetes patients and advise them on how to clean wounds and stop bleeding in emergency situations. YouTube videos of health experts meant that these patients could self-manage in emergency situations, especially when visiting a hospital is risky. These SM support technological collaboration among different health professionals when it comes to diabetes and asthma health experts (endocrinologists and pulmonologists) who can now arrange video calls to share best practices in terms of medication, diets, and health care plans. This is especially useful for patients with multiple diseases. There is evidence that nurses use SM to share videos to educate first-time parents about infant childcare. Indeed, the data sharing facility provided by SM saves nurses’ time so that they can prioritize clinical care and balance it with educating parents and patients.

The use of SM enhances employee engagement by building socialization and trust. It supports shared communication and better patient communication, especially during a global pandemic when health resources are limited, and it is less common for doctors to see patients in person. The findings also reveal that both nurses and doctors engage with instant messaging apps to join appointments. They also use these to share information about promotions, personal educational achievements, parties, and mutual self-help. Therefore, socialization through SM increases social interactions, knowledge exchange, and trust building, and such media can help with emergency situations. Such shared communication is facilitated through SM as doctors and nurses can discuss health care plans and behavioral issues in relation to patients during global pandemics. During global pandemics, both nurses and doctors are unable to provide high standards of health care services because of limited human capital and health resources. However, SM platforms provide them with the opportunity to disseminate educational materials about chronic diseases so that emergency trips to hospitals can be reduced, whereas awareness and self-care can be increased.

**Contribution**

Previous researchers have applied various models and theories to understand the adoption of technology or SM in the workplace. Examples include the likelihood model [28,29], the technology acceptance model [30-32], the unified theory of acceptance and use of technology 2 [33], the diffusion of innovation theory [34], the social cognitive theory [15], the theory of planned behavior model [35], social exchange theory [3], and social influence theory [25]. However, none of these models have been tested when people are practicing social distancing and are restricted to their homes because of a pandemic. This is the first study to explore how SM practices are developed at the institutional level with the purpose of enhancing technological collaboration among health professionals and patient-centric approaches during the COVID-19 pandemic.

In terms of the first theoretical contribution, this study applied institutional and AMO theories to understand how health professionals experience instant messaging apps. The results could be used to improve professional socialization, trust building, data recording, knowledge exchange, collaboration, health service delivery, and organizational productivity. For example, institutional theory offers knowledge about how to use accessible technology to deal with uncertainty, whereas the ability and motivation of health professionals to use SM provides them with the opportunity to cope with uncertainty during a global pandemic. It empowers them to educate patients and, subsequently, lowers emergency visits.

The second theoretical contribution is the use of institutional theory through the lens of health professionals’ motivations and opportunities that are explored in the specific context of Saudi public sector hospitals. For example, institutional theory offers an understanding of professional networking and collaboration, whereas the AMO theory provides an understanding of how
both diabetes and asthma health experts (endocrinologists and pulmonologists) can arrange video calls to share best practices in terms of medication, diet, and health care plans for patients who have multiple diseases and who are vulnerable during a global pandemic. The third and most significant theoretical contribution is that the SMOP model was developed in this study. This model suggests that, even in the absence of institutional policies and in the context of uncertainty, the use of SM platforms at the individual level provides the motivation to develop health professionals and patient interactions with the purpose of creating health care plans during a global pandemic (Figure 3). This model provides an understanding of how to use SM to increase the accessibility of health care professionals at the institutional level. This way, shared communication can be used to manage patients who are at high risk (eg, older and children who live with psychological and behavioral issues).

Figure 3. Social Media Organizational Productivity model.

Practical Implications
This study has provided useful insights regarding how health professionals can make the best use of SM platforms to deal with uncertainty during global pandemics and can reduce the number of emergency visits patients make to hospitals. The second practical contribution is that the use of SM has created a means to record data on how, for example, new parents should care for newborns and how patients with asthma and patients with type 2 diabetes can manage emergency situations. SM can also decrease the workload of professionals during a global pandemic. These data and the technological collaboration between health professionals and patients can reduce the necessity for hospital admissions, and it is useful to ensure the safety of families, communities, and working environments during global pandemics. The third practical contribution is how the use of SM creates an opportunity, regardless of circumstances, to enhance the productive use of SM during a global pandemic. Therefore, it is recommended that the Saudi Ministry of Health and Saudi government should create institutional policies that support the use of SM platforms in public and private hospital settings.

Limitations and Future Directions
Although this study provides unique theoretical and practical contributions, it is not free from limitations. For example, previous studies have highlighted that although qualitative methods can provide rich insights to develop theoretical frameworks, they cannot test the validity of theoretical frameworks [24,25]. Therefore, future studies may test the validity of the SMOP model by collecting data from health professionals in private and public hospitals using statistical methods. Future studies might also test the effectiveness of the SMOP model in different environments and contexts where there are institutional policies and skilled leadership teams that can create more motivation and opportunities to use SM platforms to increase organizational productivity.
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Abstract

Background: During the COVID-19 pandemic, health care workers are sharing their challenges, including sleep disturbances, on social media; however, no study has evaluated sleep in predominantly US frontline health care workers during the COVID-19 pandemic.

Objective: The aim of this study was to assess sleep among a sample of predominantly US frontline health care workers during the COVID-19 pandemic using validated measures through a survey distributed on social media.

Methods: A self-selection survey was distributed on Facebook, Twitter, and Instagram for 16 days (August 31 to September 15, 2020), targeting health care workers who were clinically active during the COVID-19 pandemic. Study participants completed the Pittsburgh Sleep Quality Index (PSQI) and Insomnia Severity Index (ISI), and they reported their demographic and career information. Poor sleep quality was defined as a PSQI score ≥5. Moderate-to-severe insomnia was defined as an ISI score >14. The Mini-Z Burnout Survey was used to measure burnout. Multivariate logistic regression tested associations between demographics, career characteristics, and sleep outcomes.

Results: A total of 963 surveys were completed. Participants were predominantly White (894/963, 92.8%), female (707/963, 73.4%), aged 30-49 years (692/963, 71.9%), and physicians (620/963, 64.4%). Mean sleep duration was 6.1 hours (SD 1.2). Nearly 96% (920/963, 95.5%) of participants reported poor sleep (PSQI). One-third (288/963, 30%) reported moderate or severe insomnia. Many participants (554/910, 60.9%) experienced sleep disruptions due to device use or had nightmares at least once per week (420/929, 45.2%). Over 50% (525/932, 56.3%) reported burnout. In multivariable logistic regression, nonphysician (odds ratio [OR] 2.4, 95% CI 1.7-3.4), caring for patients with COVID-19 (OR 1.8, 95% CI 1.2-2.8), Hispanic ethnicity (OR 2.2, 95% CI 1.4-3.5), female sex (OR 1.6, 95% CI 1.1-2.4), and having a sleep disorder (OR 4.3, 95% CI 2.7-6.9) were associated with increased odds of insomnia. In open-ended comments (n=310), poor sleep was mapped to four categories: children and family, work demands, personal health, and pandemic-related sleep disturbances.

Conclusions: During the COVID-19 pandemic, nearly all the frontline health care workers surveyed on social media reported poor sleep, over one-third reported insomnia, and over half reported burnout. Many also reported sleep disruptions due to device use and nightmares. Sleep interventions for frontline health care workers are urgently needed.

https://www.jmir.org/2021/5/e27331
Introduction

Since March 2020, the pandemic of SARS-CoV-2, the virus that causes COVID-19, has impacted people’s lives on a global scale, especially the lives of health care workers on the front lines. During the pandemic, health care workers have used social media to share their experiences serving on the front lines, such as lack of personal protective equipment, mental anguish, burnout [1], and the toll of caring for patients with COVID-19. Repeatedly, health care workers have reported concerns that include sleep loss and other sleep disturbances [2]. Although these sleep issues certainly can be attributed to long working hours, they may also occur for other reasons. Social media posts suggest that health care workers are suffering from nightmares, insomnia, and using mobile devices at night to review social media ("doomscrolling") [3,4]. Given the increased professional and personal responsibilities of health care workers during the pandemic, it is possible that sleep loss or disturbances will be compounded by additional worries during the pandemic. Moreover, mounting evidence is demonstrating that inadequate physician sleep is associated with burnout and medical errors [5,6].

Several studies in various countries have described the sleep of health care workers during the COVID-19 pandemic. Most notable are two meta-analyses on sleep in health care workers during the initial months of the COVID-19 pandemic, with studies mostly focusing on the experience of health care workers in China. Pappa et al [7] reviewed 5 cross-sectional studies conducted among Chinese health care workers prior to April 17, 2020, and reported a prevalence of insomnia (38.9%) among them. Salari et al [8] reviewed 7 cross-sectional studies from Asia and the Middle East conducted among nurses and physicians prior to June 24, 2020, and they reported a prevalence of sleep disturbances of 34.8% and 41.6% in nurses and physicians, respectively. Additionally, several other studies reported on sleep loss in health care workers from countries such as Oman [9], Bahrain [10], and Spain [11].

Prior to the COVID-19 pandemic, studies reported that nearly 1 in 2 physicians admitted experiencing symptoms of burnout [12]. In 2004, researchers described the profound impact of perceived sleep loss on trainee well-being [13]. That same year, Lockley et al [14] demonstrated that reduction of intern work hours improved sleep and decreased attention failures. In 2015, the American Thoracic Society published an official statement that supports data capture for research studies [18,19]. Qualifying participants for our study were at least 18 years of age and were frontline health care workers who were clinically active during the COVID-19 pandemic. The survey automatically terminated for respondents who did not meet these inclusion criteria. We asked the participants to frame all their responses for 1 month in the pandemic in which they experienced the greatest clinical intensity and risk of COVID-19 transmission. This time frame was selected as the most representative of the sleep of respondents while they were during the COVID-19 pandemic. Despite anecdotal observations of sleep loss described via social media platforms, no study has yet explicitly explored the sleep of frontline health care workers during the COVID-19 pandemic utilizing social media, an increasingly important and influential mode of communication during the pandemic. The aim of this study was to describe the sleep disturbances of a sample of predominantly US frontline health care workers during the COVID-19 pandemic with validated instruments through a survey distributed on social media. A secondary aim of this study was to examine the association between the demographic and career characteristics of health care workers and their reported sleep disturbances and burnout.

Methods

From August 31 to September 15, 2020, we recruited frontline health care workers from across the world to complete the web-based R.E.S.T. (Recommending Essential Sleep Time) survey. The restricted, self-selection survey (respondents chose to participate by clicking on the survey link) was distributed through Twitter, Facebook, and Instagram social media accounts created specifically for the study. A river sampling method was used to recruit participants anonymously [17]. This web-based sampling technique redirected interested participants to the survey link via digital promotion (eg, banners, advertisements, flyers, offers) [17]. A unique bit.ly link was created for the social media accounts to enable tracking of views and clicks. Participation in the study was voluntary, and participants could opt out at any time while responding to the survey questions. Participants included physicians, physician assistants, nurse practitioners, nurses, pharmacists, physical/occupational/respiratory therapists, health care trainees, and allied health care workers (eg, medical technologists, therapists, certified nursing assistants). The University of Chicago Institutional Review Board reviewed and approved the protocol.

Survey Design

Data study were collected and managed using Research Electronic Data Capture (REDCap), hosted at the University of Chicago. REDCap is a secure, web-based software platform that supports data capture for research studies [18,19]. Qualifying participants for our study were at least 18 years of age and were frontline health care workers who were clinically active during the COVID-19 pandemic. The survey automatically terminated for respondents who did not meet these inclusion criteria. We asked the participants to frame all their responses for 1 month in the pandemic in which they experienced the greatest clinical intensity and risk of COVID-19 transmission. This time frame was selected as the most representative of the sleep of respondents while they were during the pandemic.
clinically active on the front lines caring for patients with COVID-19.

The survey contained the following categories: Sleep, Well-being, Career, and Baseline Demographics. The Sleep section included the Pittsburgh Sleep Quality Index (PSQI) [20] and the Insomnia Severity Index (ISI) [21]. The PSQI is a 19-item validated questionnaire that measures sleep quality over 1 month, generating 1 global score [20]. The ISI is a 7-item validated questionnaire that assesses the nature, severity, and impact of insomnia in adults [21]. The Sleep section also included questions about sleep disturbances due to device use. The Well-being section included the Mini-Z Burnout Survey, an 8-item validated questionnaire that investigates health care burnout and job satisfaction [22]. The Mini-Z also includes a 1-item burnout measure that is validated against the longer Maslach Burnout Inventory [23]. Other questions in this section related to pandemic-related worries, changing responsibilities, living situation, and health status. The Career section collected data on each participant’s job role, level of training, specialty, and career setting prior to the pandemic and whether they cared for patients with COVID-19 directly. Baseline demographics were collected on marital status, age, gender, race, ethnicity, type of practice, location of practice, and type of community served (eg, urban, suburban, rural). Two open-ended questions were also included in the survey: “What was the cause of your sleep disruption(s) during your reported month?” and “Is there anything else you would like to share?”

Upon completion of the survey, participants were invited to submit their email address to enter a daily raffle for a US $25 Amazon gift card (14 gift cards in total). Before deployment, the survey was piloted with a few health care workers who were not affiliated with the study. Changes made included deleting duplicate questions and removing one sleep scale to abbreviate the time to complete the survey to 10 minutes or less.

Social Media Distribution Strategy

To disseminate the survey link, we created a Facebook page and a Twitter and Instagram account on behalf of the R.E.S.T. study. This enabled the use of engagement tracking built into the social media platforms to calculate the response rate. To market our survey through Instagram, we used paid advertisements. On Facebook, we posted on health care–specific social media groups (eg, Women Physician Wellness, StyleMD, and the Physician Collective). On Twitter, we tagged colleagues and organizations and employed health care–specific hashtags (eg, #MedTwitter, #NurseTwitter). Although the authors re-shared the R.E.S.T. survey posts on their personal Twitter accounts to increase visibility, the link remained connected to the original posts of the R.E.S.T. accounts to preserve the ability to track engagement. To promote the survey, an infographic was posted each day on the study’s social media accounts. Survey links were also placed in the biography of each social media account. To draw attention to the survey post and the account, we linked each post to standard information from national organizations (eg, the American Academy of Sleep Medicine and the Sleep Research Society) and to articles about sleep and the pandemic through the study’s social media accounts.

One of our study authors (SRD) used a customized bit.ly link [24] to track user engagement daily on Facebook, Twitter, Instagram, and email. The metrics analytics from the social media platforms enabled us to view specific metrics on reach (the total number of individuals who viewed the content) and link clicks (the number of times individuals chose to open the survey). At midnight on each day, we calculated the reach and link clicks of the study on each social media website. This enabled us to compare the performance of each platform and track our progress. We also calculated the number of survey responses per day while the survey was active.

Statistical Analysis

Descriptive statistics were used to quantify the participants’ demographics and profession. Primary outcomes were poor sleep quality and moderate to severe insomnia. Poor sleep quality was defined as a PSQI score ≥5 [20]. Moderate-to-severe insomnia was defined as an ISI score of >14.21. The Mini-Z Burnout Survey was used to measure burnout [22]. Multivariate logistic regression was used to test for independent associations between age, gender, race (Black vs non-Black), ethnicity (Hispanic vs non-Hispanic), and profession (physician vs. nonphysician), with odds of each of the outcomes, after controlling for those with a preexisting sleep disorder. All statistical analyses were conducted using Stata Statistical Software, Release 16 (StataCorp LLC), with \( P < .05 \) used to indicate statistical significance.

Coding Open-ended Comments

There were two open-ended questions in the survey. For participants who responded to one or both questions, open coding of comments was used [25]. Sleep disturbance was mapped to four main themes: (1) children and family; (2) work demands affecting sleep; (3) personal health conditions; and (4) pandemic-related sleep disturbances. Subthemes were created for each of these themes.

Results

Our social media posts were seen by 87,061 unique individuals and resulted in 976 clicks on our survey link. Our final sample contained 963 submitted surveys. The most common ways people discovered the survey were through Twitter (372/944, 39.4%), in a private Facebook group (199/944, 21.1%), and through a colleague (103/944, 10.9%).

Participants were mostly female (707/963, 73.4%), White (894/963, 92.8%), aged 30–49 years (692/963, 71.9%), and physicians (620/963, 64.4%) (Table 1).
Table 1. Characteristics of the sample of survey respondents (N=963).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>14-29</td>
<td>149 (15.5)</td>
</tr>
<tr>
<td>30-49</td>
<td>692 (71.9)</td>
</tr>
<tr>
<td>50+</td>
<td>86 (8.9)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>36 (3.7)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>220 (22.9)</td>
</tr>
<tr>
<td>Female</td>
<td>707 (73.4)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>36 (3.7)</td>
</tr>
</tbody>
</table>
| **Race**

<table>
<thead>
<tr>
<th>Reference group for race: non-Black.</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
</tr>
<tr>
<td>Black</td>
</tr>
</tbody>
</table>
| **Ethnicity**

<table>
<thead>
<tr>
<th>Reference group for ethnicity: non-Hispanic.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Hispanic</td>
</tr>
<tr>
<td>Hispanic</td>
</tr>
<tr>
<td>Did not answer</td>
</tr>
<tr>
<td><strong>Significant other</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Did not answer</td>
</tr>
<tr>
<td><strong>Career role</strong></td>
</tr>
<tr>
<td>Physician</td>
</tr>
<tr>
<td>Nonphysician</td>
</tr>
<tr>
<td>Directly cared for patients with COVID-19</td>
</tr>
<tr>
<td><strong>Country or continent of residence</strong></td>
</tr>
<tr>
<td>United States</td>
</tr>
<tr>
<td>Canada</td>
</tr>
<tr>
<td>Central America</td>
</tr>
<tr>
<td>South America</td>
</tr>
<tr>
<td>Europe</td>
</tr>
<tr>
<td>Asia/Oceania</td>
</tr>
<tr>
<td>Australia/New Zealand</td>
</tr>
<tr>
<td>Africa</td>
</tr>
<tr>
<td>Did not answer</td>
</tr>
</tbody>
</table>

Poor sleep quality, defined as a PSQI score ≥5, was identified in 95.5% (920/963) of all health care workers (Table 2). Rates of moderate and severe insomnia were 249/963 (28.5%) and 39/963 (4.5%), respectively (Table 2). Average sleep duration was 6.1 hours per day (SD 1.2) (Table 2).

Many respondents (554/910, 60.9%) reported sleep disruptions due to device use or due to nightmares at least once per week (420/929, 45%). Those with a sleep disorder were more likely to report burnout (52.1% vs 63.2%, $\chi^2=116.4; P<.001$). In unadjusted analyses, being Black (31.0% vs 59.4%), having Hispanic ethnicity (27.9% vs 59.6%), being single (44.6% vs 27.1%), and being a non-physician (50.7% vs 23.2%) were significantly associated with risk of moderate-to-severe insomnia. Non-Hispanic ethnicity was the reference group. In
the multivariable logistic regressions, not being a physician (odds ratio [OR] 2.4, 95% CI: 1.7-3.4), caring for patients with COVID-19 (OR 1.8, 95% CI 1.2-2.8), Hispanic ethnicity (OR 2.2, 95% CI 1.4-3.5), and being female (OR 1.6, 95% CI 1.1-2.4) were associated with increased odds of insomnia (Table 3).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor sleep quality, n (%)</td>
<td>920 (95.5)</td>
</tr>
<tr>
<td><strong>Insomnia</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>220 (25.1)</td>
</tr>
<tr>
<td>Subthreshold</td>
<td>367 (41.9)</td>
</tr>
<tr>
<td>Moderate</td>
<td>249 (28.5)</td>
</tr>
<tr>
<td>Severe</td>
<td>39 (4.5)</td>
</tr>
<tr>
<td>Sleep duration (hours), average (SD)</td>
<td>6.1 (1.2)</td>
</tr>
</tbody>
</table>

Having a sleeping disorder also increased the odds of insomnia compared to those without one (OR 4.3, 95% CI 2.7-6.9) (Table 3). With respect to confounders, we did not focus on low socioeconomic status; however, we did evaluate geography, and we noted no major impact on geography.

Table 2. Prevalence of poor sleep and insomnia in health care workers working during the COVID-19 pandemic (N=963).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Insomnia, odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29 Reference</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>30-49 1.1 (0.7-1.8)</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>≥50 1.3 (0.7-2.4)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male Reference</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Female 1.6 (1.1-2.4)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td><strong>Black race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5 (0.8-2.7)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td><strong>Hispanic ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 (1.4-3.5)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>No significant other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3 (0.9-1.9)</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td><strong>Career role</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician Reference</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Nonphysician 2.4 (1.7-3.4)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Prior sleep disorder</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.3 (2.7-6.9)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Cared for patients with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8 (1.2-2.8)</td>
<td>.008</td>
<td></td>
</tr>
</tbody>
</table>

As measured by the Insomnia Sleep Index (ISI); insomnia was defined by ISI scores qualifying as moderate to severe insomnia (>14) [21].

A total of 310 open-ended comments regarding factors affecting sleep were categorized into the following four themes: (1) children and family; (2) work demands affecting sleep; (3) personal health conditions; and (4) pandemic-related sleep disturbances. The most frequently reported non–pandemic-related theme was children and family (n=59) (“COVID plus home stress plus stress over my kids, my job, my marriage”) (Table 4). Other non–pandemic-related sleep disturbances included work demands affecting sleep (n=48) (“The volume of calls and messages from my patient and caregiver population is through the roof and I’m sleeping 4-5 hours per night”) and personal health (n=41) (“Insomnia predating COVID, but worsened with COVID”) (Table 4). Pandemic-related sleep disturbances (n=48) (“I never had sleep issues prior to the COVID-19 pandemic; suddenly I had issues with sleep initiation”) were also noted (Table 4).
Table 4. Themes, subthemes, and example quotes from the open-ended comments (n=310).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subthemes</th>
<th>n (%)</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep disruptions not due to the pandemic</td>
<td>Children and family (n=59)</td>
<td>Child care (1-18 years)</td>
<td>27 (46)</td>
</tr>
<tr>
<td></td>
<td>Infant care</td>
<td></td>
<td>18 (31)</td>
</tr>
<tr>
<td></td>
<td>Concerns about family affecting sleep</td>
<td></td>
<td>8 (17)</td>
</tr>
<tr>
<td></td>
<td>Pregnancy affecting sleep</td>
<td></td>
<td>6 (10)</td>
</tr>
<tr>
<td>Work demands affecting sleep (n=48)</td>
<td>Shift work</td>
<td></td>
<td>18 (38)</td>
</tr>
<tr>
<td></td>
<td>Work-life interference</td>
<td></td>
<td>18 (38)</td>
</tr>
<tr>
<td></td>
<td>Residency training</td>
<td></td>
<td>6 (13)</td>
</tr>
<tr>
<td></td>
<td>Volume of calls/pages</td>
<td></td>
<td>6 (13)</td>
</tr>
<tr>
<td>Personal health conditions (n=41)</td>
<td>Poor sleep prior to the pandemic</td>
<td></td>
<td>18 (44)</td>
</tr>
<tr>
<td></td>
<td>Chronic medical issue</td>
<td></td>
<td>12 (29)</td>
</tr>
<tr>
<td></td>
<td>Formal sleep disorder</td>
<td></td>
<td>8 (20)</td>
</tr>
<tr>
<td></td>
<td>Female hormones</td>
<td></td>
<td>3 (7)</td>
</tr>
<tr>
<td>Sleep disruptions due to the pandemic</td>
<td>Pandemic-related sleep disturbances (n=48)</td>
<td>Pandemic affecting sleep</td>
<td>17 (35)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nightmares about the pandemic</td>
<td>8 (17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pandemic-related exhaustion</td>
<td>8 (17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medication/substance use to cope with the pandemic</td>
<td>7 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worry about pandemic response</td>
<td>4 (8)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

To our knowledge, this is the first study to evaluate self-reported sleep disturbances among a sample of predominantly US frontline health care workers during the COVID-19 pandemic with validated instruments using a survey distributed on social media. Our study demonstrates that nearly all (96%) of the surveyed health care workers reported poor sleep, over 30% reported moderate to severe insomnia, and over 50% reported burnout. A majority of respondents also reported sleep disruptions due to personal technology device use (eg, cell phone, iPad) or nightmares at least once per week. Additionally, survey participants reported a mean sleep duration of 6.1 hours per day, which is less than the recommended 7 hours of sleep for US adults [26]. Our study demonstrated that health care workers at highest risk of insomnia included those who were not physicians, were not male, were Hispanic, and directly cared for patients with COVID-19. We also demonstrate that sleep disturbances in health care workers during the pandemic are related not only to work demands and personal health but also to children and family as well as to the pandemic itself, including worry about the response to the COVID-19 pandemic. Given the strong association between sleep and burnout among health professionals, it is not surprising that a high number of the surveyed health care workers reported burnout [5].
The results of this study are consistent with prior studies demonstrating a high prevalence of insomnia in nurses and physicians caring for patients with COVID-19 on the front lines [8]. In a systematic review and meta-analysis, Salarí et al [8] reported on the increase of insomnia in frontline nurses near 35% and in frontline physicians near 42%, however they did not report on a subgroup analysis of insomnia in women. In the meta-analysis by Pappa et al [7], the prevalence of insomnia in health care workers during the COVID-19 pandemic was near 40%, and the authors did not specifically report the prevalence of insomnia in women frontline health care workers. Our data are also in accord with those in a study by Trockel et al [5], who demonstrated that sleep-related impairment is an occupational hazard associated with increased medical-related errors and burnout. In comparing our sample to the general US physician population, we found higher rates of sleep disturbances and insomnia risk than in the general population of practicing physicians [12,27,28]. Our study findings of sleep disruption due to device use are consistent with findings demonstrating increased nightly screen time in health care workers and reports of doomscrolling [3,4].

Our findings have many clinical implications. Frontline health care workers involved in the direct care of patients with COVID-19 report decreased sleep time, increased insomnia, nightmares, fears for their safety, increased clinical workload, and concerns for their family, which reportedly impact their sleep. Health care workers are at high risk for the development of psychological distress and medical errors [5,29]. The professional environment for health care workers has drastically changed during the pandemic, which has brought challenges related to increased workload, reduced protective equipment and resources, rapidly evolving protocols, relocation of intensive care settings, fear of viral transmission, and social isolation from supportive networks [30,31]. Given this unfolding environment, the findings of sleep disturbances of frontline health care workers are not surprising.

The study findings are particularly concerning given the natural course of insomnia and potential for long-term psychological impact, as seen in health care workers during prior severe acute respiratory syndrome (SARS) outbreaks [32-34]. In a recently reported longitudinal study on insomnia, nearly half (42%) of patients who had insomnia initially (as measured by the ISI) also had insomnia 5 years later, demonstrating a persistent course [35]. Likewise, studies on the mental health of health care workers who were active during the 2003 SARS epidemic suggest the psychological consequences may persist months to years after the epidemic ends [34]. While noting long-term impacts of mental health, it is also important to consider the implication of potential medical errors due to sleep loss by these health care workers [6]. Studies of sleep disorders in health care workers during prior infectious outbreaks are in concert with our study findings, and they forecast the potential longitudinal psychological impact on the sleep health of our frontline health care colleagues.

Limitations

Although social media platforms are widely used, a limitation of this study may be that a sample recruited through social media platforms may not be representative of health care workers in the US and around the world. To combat time period bias, we asked participants to complete the survey while thinking of the month in which they were most clinically active in caring for patients with COVID-19. Although this approach may lead to biased results, we felt it would provide results that were most representative of the respondents’ experiences while they were serving on the front lines during the COVID-19 pandemic. Due to the nature of a worldwide pandemic, the incidence of COVID-19 is distributed differently across geographic areas; therefore, the time frame of reflection may differ between respondents. Because the focus of our survey was on sleep, it is possible that health care workers who were more likely to experience sleep disturbances completed the survey. Given the prevalence of sleep disorders in the general US population of 8%-19% [36,37], our sample does not appear to overrepresent people with sleep disorders. Our sample did not contain a sufficient number of nonphysician health care workers to characterize the sleep quality of nonphysician workers (eg, physician assistants, nurse practitioners, nurses, pharmacists, allied health workers) during the COVID-19 pandemic. We also asked the participants to complete the survey questions by reflecting on a time when they experienced the greatest clinical intensity and risk of COVID-19 transmission; this may have led to inconsistencies in our data. All data were self-reported, and we do not have objective measures of sleep duration and quality in this sample. We also do not have longitudinal data on our sample, limiting our ability to draw longitudinal conclusions. Furthermore, when using data obtained from social media, it is difficult to capture the accurate outreach and link clicks; for example, if an individual shares the link but not our original post, we cannot calculate the outreach and metrics. Therefore, the actual metrics may be higher than we were capable of measuring.

Prior to the pandemic, sleep and burnout issues existed among health care workers; however, strategies to improve and implement change are lagging behind. The reporting of these issues by frontline health care workers caring for patients with COVID-19 during the pandemic is not surprising. Studies demonstrating successful interventions to impact sleep and burnout are increasing, and they recommend interventions focused both at the individual and the organizational level. Examples of these recommendations include reducing work hours while maintaining the same salary, allowing schedule flexibility, behavioral wellness, and curricular interventions [38-41].

Conclusion

During the COVID-19 pandemic, almost all the health care workers we surveyed on social media reported poor sleep, with nearly half of respondents reporting moderate to severe insomnia and over half reporting burnout. Immediate interventions to improve the sleep and well-being of health care workers, discourage nocturnal social media use, and discourage doomscrolling are needed to strengthen the ability of these workers to continuously meet the daily demands of the COVID-19 pandemic. Concerns regarding clinician well-being are not new. Moreover, health systems and national organizations are placing greater emphasis on systemic change...
Considering that sleep is a modifiable factor of our physical and mental health, prioritizing it may help mitigate the health risks associated with the pandemic and its potential longitudinal impacts on sleep and health.
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Abstract

Background: The wide adoption of social media in daily life renders it a rich and effective resource for conducting near real-time assessments of consumers' perceptions of health services. However, its use in these assessments can be challenging because of the vast amount of data and the diversity of content in social media chatter.

Objective: This study aims to develop and evaluate an automatic system involving natural language processing and machine learning to automatically characterize user-posted Twitter data about health services using Medicaid, the single largest source of health coverage in the United States, as an example.

Methods: We collected data from Twitter in two ways: via the public streaming application programming interface using Medicaid-related keywords (Corpus 1) and by using the website’s search option for tweets mentioning agency-specific handles (Corpus 2). We manually labeled a sample of tweets in 5 predetermined categories or other and artificially increased the number of training posts from specific low-frequency categories. Using the manually labeled data, we trained and evaluated several supervised learning algorithms, including support vector machine, random forest (RF), naive Bayes, shallow neural network (NN), k-nearest neighbor, bidirectional long short-term memory, and bidirectional encoder representations from transformers (BERT). We then applied the best-performing classifier to the collected tweets for postclassification analyses to assess the utility of our methods.

Results: We manually annotated 11,379 tweets (Corpus 1: 9179; Corpus 2: 2200) and used 7930 (69.7%) for training, 1449 (12.7%) for validation, and 2000 (17.6%) for testing. A classifier based on BERT obtained the highest accuracies (81.7%, Corpus 1; 80.7%, Corpus 2) and F1 scores on consumer feedback (0.58, Corpus 1; 0.90, Corpus 2), outperforming the second best classifiers in terms of accuracy (74.6%, RF on Corpus 1; 69.4%, RF on Corpus 2) and F1 score on consumer feedback (0.44, NN on Corpus 1; 0.82, RF on Corpus 2). Postclassification analyses revealed differing intercorpora distributions of tweet categories, with political (400778/628411, 63.78%) and consumer feedback (15073/27337, 55.14%) tweets being the most frequent for Corpus 1 and Corpus 2, respectively.

Conclusions: The broad and variable content of Medicaid-related tweets necessitates automatic categorization to identify topic-relevant posts. Our proposed system presents a feasible solution for automatic categorization and can be deployed and generalized for health service programs other than Medicaid. Annotated data and methods are available for future studies.

(J Med Internet Res 2021;23(5):e26616) doi:10.2196/26616

https://www.jmir.org/2021/5/e26616
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Introduction

Consumers’ perspectives and feedback are crucial for improving products or services. Over the last two decades, widespread adoption and use of the internet has led to its use as a major platform for collecting targeted consumer feedback. Businesses often allow consumers to rate specific products and services and provide detailed comments or reviews, and this has become a key feature of e-commerce platforms. For example, consumer-generated reviews and ratings of products play an important role in the differentiation on Amazon’s e-commerce site, which currently has a global presence [1,2]. There are also companies, such as Yelp, that focus specifically on crowdsourcing consumer feedback [3-6]. Similarly, as social media has become the primary platform of communication for many people, many companies have started maintaining and communicating via social media accounts, often enabling direct communications, both private and public, with consumers. Not only do consumers provide comments or seek assistance through these social media accounts, they also often engage in discussions about products or services within their own social networks. Consequently, such consumer-generated chatter is often used to assess perceptions about specific topics, which may range from products or services to social programs, legislation, and politics.

Social media is a rich resource for obtaining perspectives on public health, as it enables the collection of large amounts of data directly and in real time. It is commonly used for sentiment analysis—a field of study that analyzes opinions, sentiments, attitudes, and emotions from written language. Sentiment analysis research involving social media data has covered a wide range of topics, events, individuals, issues, services, products, and organizations [7,8]. However, the use of social media has not been limited to sentiment analysis in open domains. In recent years, research within the broader medical domain has embraced social media, and it is currently being used for conducting real-time public health surveillance, including for topics such as influenza surveillance, pharmacovigilance, and toxicovigilance [9-11]. Meanwhile, similar to corporate businesses in the United States, health service providers such as local health departments and hospitals have also started adopting social media specifically as a consumer-facing communication channel [12,13]. Prior studies in this area have investigated how social media data linked to such health services accounts reflect the consumers’ perspectives about them. The simplest studies have focused on using structured or numeric information, such as likes or ratings, associated with the accounts belonging to hospitals or nursing homes, and these metrics have been compared with traditional quality reports and ratings [14-16]. Building on the advances in open-domain natural language processing (NLP), some studies within the broader health domain have attempted to use unstructured data, including postings related to patients’ experiences about hospitals, to infer consumer sentiments [17,18] or extract topics that summarize content [19].

Extracting knowledge from social media data is notoriously difficult for NLP methods because of factors such as the presence of misspellings, colloquial expressions, lack of context, and noise. These problems are exacerbated for health-related data because of the complexities of domain-specific terminologies, the lack of expert knowledge among common social media users, and the uniqueness of health-related topics. Consequently, there is considerably less research using the free-text data on social media for health-related tasks. Past studies closely related to ours have focused on analyzing sentiments toward attributes of health insurance plans [20] and social media users’ responses to public announcements about health policies [21]. However, to the best of our knowledge, there has been no near real-time automatic system that provides comprehensive data collection and analysis on social media chatter about health services and insurance coverage provided by large public insurers such as Medicaid and Medicare. Nevertheless, such a system is essential for analyzing the public’s perspective toward public insurers and their governance and policies from social media. For example, the customers using Medicaid might provide their feedback based on their experiences or even engage in discussion of their experiences, which they might not have a chance or even willing to reveal to the Medicaid providers’ customer service representatives. Analyzing such chatter could provide researchers and policy makers with information complementary to traditional customer feedback channels and possibly help improve the services and related policies. However, chatter associated with an entity such as Medicaid contains discussions about politics and legislation; academic research, statistics, and factual information; consumer feedback; and so on. Chatter related to politics can be very different in terms of content, compared with chatter related to consumer feedback. Thus, properly categorizing these tweets based on content is crucial for providing accurate information. Furthermore, sentiment may also have different meanings for these 2 broad categories of chatter—negative sentiment in political chatter may represent a user’s emotions associated with a political decision about the health service (eg, changes in policies related to insurance coverage or covered benefits within Medicare or Medicaid) rather than the service itself.

Therefore, there is a need to identify and categorize the content of the chatter before it can be used for targeted analyses. A good categorization scheme can not only help in bringing forth good analysis but can also help to avoid contaminating the chatter with irrelevant content. To achieve this and effectively use social media big data, automatic classification and analysis systems based on machine learning methods are required. This, together with the promise of social media data and the lack of past research in this specialized area, served as the primary motivation for this study. We chose Medicaid as our target health service because it is the single largest public insurance...
program in the country [22] and contains large volumes of related chatter on social media.

The specific objectives of this paper are as follows:

- To assess if a social media platform, specifically Twitter, contains sufficient volumes of chatter about health services so that it can be used to conduct large-scale analyses, using Medicaid as our target service
- To develop and discuss a data-centric system involving NLP and machine learning to automatically collect, categorize, and analyze Twitter chatter associated with Medicaid, as shown in Figure 1
- To develop supervised classification strategies for automatically classifying Medicaid-related tweets into broad categories and evaluating the performances of several machine learning models, with particular emphasis on tweets that potentially represent consumer feedback
- To conduct postclassification content analyses to verify the potential utility of our data-centric system

Figure 1. Workflow of the natural language processing system for automatic data collection, classification, and content analysis of the Medicaid chatter on Twitter. API: application programming interface; TFIDF: term frequency-inverse document frequency.

The main contributions of this paper are as follows:

- We present the methods and results of collecting Medicaid-related Twitter data, analyzing a sample of the data manually, and developing an annotation guideline suitable for preparing a large data set for training classification algorithms.
- We present details of automatic supervised classification experiments, including methods, results, and evaluations, and provide suggestions on how to further improve the performance.
- We discuss the postclassification analyses of the collected data, including data distribution and content analyses.
- We make the NLP and machine learning scripts in this study publicly available, along with the labeled training data set and a larger set of unlabeled Medicaid-related data.

Methods

Data Collection

To develop our models for analyses of Twitter data related to Medicaid, we collected 2 sets of publicly available data from the network, which we labeled Corpus 1 and Corpus 2. Corpus 1 contains tweets mentioning the term “Medicaid,” or Medicaid agency (MA) and managed care organization (MCO), an organization that provides Medicaid-related health services under contracts from the agency) names that are branded and thus easily distinguishable on Twitter (eg, Medicaid program, and TennCare, Tennessee’s Medicaid program). These tweets were collected via Twitter’s public streaming application programming interface from May 1, 2018, to October 31, 2019, and were limited to only English tweets. It has been reported that misspellings appear frequently on social media platforms [23], particularly Twitter; hence, we used an automatic spelling variant generator to generate common misspellings for “medicaid” and used them to capture tweets referring “medicaid” as one of the misspellings [24]. This can increase the retrieval rate and increase the volume of streaming data. The full list of keywords, including misspellings, is shown in Table S1 in Multimedia Appendix 1. We then identified and removed tweets whose contents were not directly related to Medicaid and tweets with repeated or duplicated contents (eg, fundraising or political campaigns). To focus on tweets expressing personal opinions, we removed retweets, which were deemed as duplicates of the original tweets. The final data set consisted of 628,411 tweets for Corpus 1.

Although most of the chatter regarding Medicaid posted by consumers only included the term “medicaid” (or its variants), some directly tagged or mentioned relevant Twitter handles associated with MAs or the MCOs (eg, “@organization_name”). Corpus 2 is composed of such tweets, and the MA and MCO Twitter handles were identified in a previous study [25]. The full list of the handles used in data collection is presented in Table S2 in Multimedia Appendix 1. These tweets were retrieved by targeted searching (eg, “to:organization_name”) on Twitter. These tweets were posted between December 12, 2008, and the time of search (January 9, 2020). We filtered the tweets using the same approaches used for Corpus 1. Overall, there were 27,337 tweets in the corpus. Additional notes regarding our data are provided in Multimedia Appendix 1.

Tweet Contents and Manual Annotations

To better understand the contents of the tweets posted by users and to develop methods to automatically characterize the posts, we first performed manual inspections of the contents of the posts and identified commonly occurring themes. We used the grounded theory approach to conduct a thorough analysis [26]. We analyzed a random sample of tweets to identify recurring topics and then grouped the topics into broader categories and themes. The analysis was conducted by multiple authors of this
paper, and the topics discovered initially were discussed. The discovered topics were either merged into broader themes (eg, combining information and outreach), discarded from our consideration (eg, for topics that were observed rarely or only once), or split into multiple themes (eg, splitting of information tweets into academic, information/outreach, and news). Following iterative discussions and finalization by the domain expert authors of this paper (JMZ and DG), we classified tweet contents into 5 broad categories: (1) academic, (2) consumer feedback, (3) information/outreach, (4) news, and (5) political opinion/advocacy. Tweets that could not be categorized as any of these were labeled as other. The descriptions of these classes are as follows:

- **Academic (academic)**—tweets related to research on Medicaid. These included tweets by persons or organizations with academic affiliations or think tanks that expressed the perspective from the affiliated organizations or any tweet relating to education, scholarship, and thought, including (links to) journal publications and reports.

- **Consumer feedback (consumer)**: These included tweets related to consumers’ experiences or questions related to Medicaid services, coverage, benefits, or health issues. The tweets were typically from Medicaid consumers or family members of consumers and also included discussions with others.

- **Information/outreach (information)**: These included tweets directed at consumers and beneficiaries of Medicaid to convey information including agency services, programs, events, enrollment, eligibility criteria, etc. Tweets containing information about general health or public health reminders were also included.

- **News (news)**: These included news and announcements, including any tweets from a news agency or organization.

- **Political opinion/advocacy (political)**: These included comments, personal opinions, and feedback about politics related to Medicaid.

- **Other (other)**: These included tweets that were not relevant, typically the noise that is not captured by the initial screening.

Following the establishment of the desired categories and the development of annotation guidelines by JMZ, 2 trained annotators performed the first round of annotations (for the data in Corpus 1) in multiple iterations, developed annotation guidelines, and resolved ambiguities via discussions. Following the completion of this round of annotations, the annotation disagreements were resolved by AS and WH. We found the class distribution to be very imbalanced, with most of the tweets annotated as news, political, and other, whereas only a small portion were in academic, consumer, and information categories (Table 1). Examples of each category are provided in Table S3 in Multimedia Appendix 1. To understand how this imbalanced distribution affected the classifier performances on the smaller classes, particularly the consumer class, we performed preliminary automatic classification experiments using 3 classifiers: naïve Bayes (NB), support vector machine (SVM), and random forest (RF). We split the data into training (5795/7244, 80%) and validation (1449/7244, 20%) sets and found the best performance on consumer feedback to be low for all the classifiers, with the best $F_1$ score=0.3 (SVM). Tweets belonging to the consumer feedback class were of particular importance to our overarching project objectives, so we devised 2 strategies for improving performance for this class: the first involved additional annotations of targeted tweets from the same data set and the second focused on collecting an additional data set (Corpus 2, as described earlier).

### Table 1. Distribution (counts and percentages) of annotated data in the first round of annotations (rows 2 and 3) and the final data sets (Corpus 1 for rows 4 and 6; Corpus 2 for rows 5 and 7).

<table>
<thead>
<tr>
<th>Data set</th>
<th>Academic, n (%)</th>
<th>Consumer, n (%)</th>
<th>Information, n (%)</th>
<th>News, n (%)</th>
<th>Political, n (%)</th>
<th>Other, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set (first round)</td>
<td>61 (1.05)</td>
<td>158 (2.73)</td>
<td>198 (3.42)</td>
<td>1288 (22.23)</td>
<td>3613 (62.34)</td>
<td>477 (8.23)</td>
<td>5795 (100)</td>
</tr>
<tr>
<td>Validation set (first round)</td>
<td>35 (2.42)</td>
<td>37 (2.55)</td>
<td>49 (3.38)</td>
<td>317 (21.88)</td>
<td>897 (61.90)</td>
<td>114 (7.86)</td>
<td>1449 (100)</td>
</tr>
<tr>
<td>Training set (Corpus 1)</td>
<td>83 (1.23)</td>
<td>355 (5.27)</td>
<td>429 (6.37)</td>
<td>1299 (19.30)</td>
<td>3710 (55.13)</td>
<td>854 (12.69)</td>
<td>6730 (100)</td>
</tr>
<tr>
<td>Training set (Corpus 2)</td>
<td>9 (0.75)</td>
<td>709 (59.08)</td>
<td>94 (7.83)</td>
<td>40 (3.33)</td>
<td>10 (0.83)</td>
<td>338 (28.17)</td>
<td>1200 (100)</td>
</tr>
<tr>
<td>Test set (Corpus 1)</td>
<td>20 (2)</td>
<td>46 (4.60)</td>
<td>49 (4.90)</td>
<td>199 (19.90)</td>
<td>603 (60.30)</td>
<td>83 (8.30)</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Test set (Corpus 2)</td>
<td>6 (0.60)</td>
<td>579 (57.90)</td>
<td>80 (8.00)</td>
<td>21 (2.10)</td>
<td>6 (0.60)</td>
<td>308 (30.80)</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Total</td>
<td>153 (1.34)</td>
<td>1726 (15.17)</td>
<td>701 (6.16)</td>
<td>1876 (16.49)</td>
<td>5226 (45.93)</td>
<td>1697 (14.91)</td>
<td>11,379 (100)</td>
</tr>
</tbody>
</table>

For the first strategy, we conducted another round of annotation of tweets from Corpus 1 to increase the number of tweets for the consumer class. Owing to the very low number of consumer class tweets in the original data set, we realized that it would not be feasible to annotate sufficient numbers of these tweets by drawing random samples because of budgetary and other constraints. Therefore, rather than randomly drawing tweets for the next round of annotations, which would again lead to finding a small number of tweets belonging to the consumer feedback category, we attempted to artificially increase the number of tweets for this category. We achieved this by running our above-described weak classifier on a larger set of unlabeled tweets and only picking tweets classified as consumer feedback by the SVM classifier. This significantly increased the number of consumer feedback tweets in the data to be annotated. The
new set of annotated data was then added to the training set, and the data distribution is presented in Table 1.

We followed the same annotation strategy for Corpus 2 (ie, annotating tweets classified as consumer feedback by the classifier trained on the previously annotated data), but this time, we also annotated equal amount of nonconsumer tweets. This is because Corpus 2 is rich in consumer feedback tweets, and we would also like to include tweets in other categories to improve performance. An outline of the overall annotation process is presented in Figure 2. Although we tried to decrease the class imbalance in the training sets of the 2 corpora, to ensure that our evaluations represented the classifier performances on real-world distributions of the data, we did not artificially balance the validation set. We also annotated the test set randomly generated from the 2 corpora, 1000 tweets each, so they would reflect the data composition of the original corpora, allowing us to evaluate how the classifier would perform when deployed for streaming data.

**Classification**

We experimented with 5 traditional classification algorithms, including Gaussian NB [27,28], SVM [29,30], RF [31], k-nearest neighbor (KNN) [28], and shallow neural network (NN), and 2 advanced classification algorithms, bidirectional long short-term memory (BLSTM) [32,33] and bidirectional encoder representations from transformers (BERT) [34,35]. Although the origin and distributions of tweets in the 2 corpora were different, we decided to combine them as our previous research suggests that multicorpus training, or distant supervision, leads to performance improvements for social media text classification [36]. The feature extraction and classification training for traditional classifiers was done using the “Scikit-learn” package in Python [37], the BLSTM classification was implemented using package “Keras” in Python [38], and the BERT classification approach was implemented using package “simpletransformers,” which is based on the package “transformers” [39]. The performance on the validation set and the test set from Corpus 1 and Corpus 2 are shown in Table 2.
Table 2. Classification performances of the classifiers on the test sets of Corpus 1 and Corpus 2.

<table>
<thead>
<tr>
<th>Data set and classification algorithm</th>
<th>F1 score (0.XX)</th>
<th>Percentage accuracy (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Academic</td>
<td>Consumer (95% CI)</td>
</tr>
<tr>
<td>Validation set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>11</td>
<td>17 (11-24)</td>
</tr>
<tr>
<td>SVM</td>
<td>0</td>
<td>53 (38-66)</td>
</tr>
<tr>
<td>RF</td>
<td>5</td>
<td>43 (26-58)</td>
</tr>
<tr>
<td>KNN</td>
<td>5</td>
<td>24 (12-37)</td>
</tr>
<tr>
<td>NN</td>
<td>31</td>
<td>34 (21-46)</td>
</tr>
<tr>
<td>BLSTM</td>
<td>27</td>
<td>38 (25-51)</td>
</tr>
<tr>
<td>BERT</td>
<td>54</td>
<td>61 (48-72)</td>
</tr>
<tr>
<td>Test set (Corpus 1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>12</td>
<td>23 (16-31)</td>
</tr>
<tr>
<td>SVM</td>
<td>0</td>
<td>38 (24-51)</td>
</tr>
<tr>
<td>RF</td>
<td>0</td>
<td>24 (10-37)</td>
</tr>
<tr>
<td>KNN</td>
<td>0</td>
<td>20 (9-32)</td>
</tr>
<tr>
<td>NN</td>
<td>25</td>
<td>44 (31-55)</td>
</tr>
<tr>
<td>BLSTM</td>
<td>22</td>
<td>33 (19-45)</td>
</tr>
<tr>
<td>BERT</td>
<td>72</td>
<td>58 (45-70)</td>
</tr>
<tr>
<td>Test set (Corpus 2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>0</td>
<td>72 (69-75)</td>
</tr>
<tr>
<td>SVM</td>
<td>0</td>
<td>76 (73-78)</td>
</tr>
<tr>
<td>RF</td>
<td>0</td>
<td>82 (80-84)</td>
</tr>
<tr>
<td>KNN</td>
<td>0</td>
<td>38 (33-42)</td>
</tr>
<tr>
<td>NN</td>
<td>0</td>
<td>79 (76-82)</td>
</tr>
<tr>
<td>BLSTM</td>
<td>0</td>
<td>81 (79-84)</td>
</tr>
<tr>
<td>BERT</td>
<td>50</td>
<td>90 (89-92)</td>
</tr>
</tbody>
</table>

aThe number represents the first two decimal points. For example, the F1 score for SVM on Consumer is 0.53 with 95% CI 0.38-0.66.

bNB: naive Bayes.
cSVM: support vector machine.
dThe best scores are highlighted in italics.
eRF: random forest.
fKNN: k-nearest neighbor.
gNN: shallow neural network.
hBLSTM: bidirectional long short-term memory.
iBERT: bidirectional encoder representations from transformers.

The tweets were preprocessed by lowercaseing and anonymizing the URLs and user names. For the traditional classifiers, the non-English characters were further removed (keeping underline), and each word was stemmed by the Porter stemmer. The features were the unnormalized counts of the 3000 most frequent n-grams (contiguous sequences of words with n ranging from 1 to 3, with 1380 unigrams, 1296 bigrams, and 324 trigrams). We also introduced a “word cluster” feature, which are clusters or generalized representations of semantically similar words or phrases learned from Twitter chatter [10,40]. The word clusters were represented as bag-of-word vectors, and the feature space consisted of 972 word clusters. We used the Twitter word clusters, “50mpaths2,” provided by Owoputi et al [41]. For the advanced classifiers, each word or character sequence was replaced with a dense vector, and the vectors were then fed into the relevant algorithms for training.

We performed hyperparameter tuning using the validation set to improve the classification task on the imbalanced data set. Specifically, we focused on improving the F1 score for consumer
feedback. For traditional classifiers, we optimized the number of nearest neighbors for KNN, the number of estimators (trees) for RF, and the c parameter and weights for SVM. We also experimented with oversampling using the synthetic minority oversampling technique, but the performance was not improved (provided in Table S4 in Multimedia Appendix 1). The optimal hyperparameters for the traditional classifiers are listed in Table S5 in Multimedia Appendix 1. We used the Twitter GloVe word embeddings for the BLSTM [42] classifier, where each word was converted to a 200-dimensional vector. BLSTM was then trained with 40 epochs and dropout regularization, and the best model was selected based on the accuracy of the validation data. We chose RoBERTa-large for the BERT algorithms [35], trained with 3 epochs. The technical details are provided in Table S5 in Multimedia Appendix 1.

Postclassification Analyses

To assess the utility of our classification approaches and gain an understanding of the data, we used the best-performing classifier (the classifier based on BERT) to label all collected unlabeled data and compute the data distribution. We then performed content analysis using the term frequency-inverse document frequency (TFIDF) method [43], focusing on the tweets in Corpus 1 that contained the term “medicaid” and its misspellings, and using the latent Dirichlet allocation (LDA) for topic modeling [44], focusing on consumer feedback tweets. Our first intent was to qualitatively assess whether the classifier was capable of distinguishing tweets based on contents that were manually verifiable. Second, we wanted to obtain a basic understanding of the content of each category by identifying the top rated TFIDF words. The TFIDF method adjusts the term frequencies with inverse document frequency so that the high-frequency terms unique in one category would rank higher than the high-frequency words that are common across the categories. This helps identify important terms unique to the target category. Our third objective was to summarize consumer feedback chatter using LDA topic modeling, going beyond the TFIDF method. For all content analyses, the text was first preprocessed by lowercasing and removing URLs, user names, non-English characters (keeping underline and hyphen), stopwords, and any word with less than 4 characters. For LDA topic modeling, we experimented with different hyperparameters (number of topics=5, 10, 20, 50, and 100) and selected the model with the highest coherence score.

Results

Annotation and Class Distributions in Test Sets

We annotated a total of 9179 tweets from Corpus 1 and 2200 tweets from Corpus 2. We obtained substantial interannotator agreement (Cohen κ=0.734) [45,46] over 892 double-annotated tweets. The test data sets were randomly selected from the corpora, and therefore, they can be considered a sample of the collected data. For Corpus 1, the test data contained 1000 tweets, among which political discussion was the dominant class (603/1000, 60.30%), followed by news (199/1000, 19.90%), whereas consumer feedback comprised 4.60% (46/1000) of the tweets. In contrast, consumer feedback comprised 57.90% (579/1000) of the tweets in Corpus 2, and 30.80% (308/1000) of the tweets could not be categorized, most of which were part of conversations and could not be understood without full context.

Classification Results

The F₁ scores for each class and the accuracies of the classifiers on the validation set and the test sets are presented in Table 2, including CIs estimated using bootstrapping, whereas the precisions and recalls are given in Table S6 of Multimedia Appendix 1. For the validation and test sets from Corpus 1, the classifiers showed high performance for political discussion, but relatively low performance for consumer feedback. This was expected based on the large imbalance described earlier. Among all the traditional classifiers tested, SVM performed the best on the validation set, with an F₁ score of 0.53 on the consumer feedback. However, the F₁ score on the consumer feedback on the test set from Corpus 1 was only 0.38. In contrast, we found that the BERT classifier had the highest F₁ scores on consumer feedback for both the validation set (0.61) and the test set from Corpus 1 (0.58).

For the test set from Corpus 2, most of the classifiers performed well on the consumer feedback. Among the traditional classifiers, RF performed the best, with an F₁ score of 0.82 on consumer feedback. On the other hand, BERT still performed the best, with a consumer feedback F₁ score of 0.90.

As the BERT classifier performed the best in terms of accuracy and the consumer feedback F₁ score on the validation set and the 2 test sets, we used the BERT classification for postclassification analysis.

Error Analysis

We conducted a brief analysis of the errors made by the BERT-based classifier. We first calculated the confusion matrix for both test sets (Table 3). In Table 4, we provide examples of the most frequent classification errors, omitting unnecessary details. For Corpus 1, we highlighted that the classifier frequently misclassified political tweets as news or consumer feedback, and vice versa. This is not surprising because users sometimes commented on and discussed politics with personal experience, and some news content was related to opinions about the policy. We also highlighted that the uncategorized tweets, whose content is often not directly related to Medicaid or lack of information, are frequently misclassified as consumer feedback or political. The confusion between consumer feedback and political or uncategorized tweets, along with the low volume of consumer feedback, contributes to the low performance of consumer feedback. We also observed that some news tweets were confused with the information tweets because information is frequently spreading as news or blog articles.
### Table 3. The BERT classifier’s confusion matrix on the test set

<table>
<thead>
<tr>
<th>Data set and true value</th>
<th>Predicted value</th>
<th>Academic</th>
<th>Consumer</th>
<th>Information</th>
<th>News</th>
<th>Political</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test set (Corpus 1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>13</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>0</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>9</td>
<td>10</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>169</td>
<td>17</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Political</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>39</td>
<td>549</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>30</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td><strong>Test set (Corpus 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td>1</td>
<td>512</td>
<td>1</td>
<td>2</td>
<td>26</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>1</td>
<td>5</td>
<td>33</td>
<td>15</td>
<td>1</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>11</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Political</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>36</td>
<td>15</td>
<td>7</td>
<td>6</td>
<td>243</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Examples of misclassified tweets by the BERT classifier on Corpus 1 and Corpus 2.

<table>
<thead>
<tr>
<th>Data set, Tweets</th>
<th>True class (prediction)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test set (Corpus 1)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I need this government shutdown to end because no one is going to call me to set up my Medicaid while it’s shutdown</td>
<td>Political (consumer)</td>
<td>Discussion about politics with personal experience</td>
</tr>
<tr>
<td>“This is just cruelty and exclusion”: Amid Trump’s attack on poor, one million fewer kids receiving Medicaid and CHIP—Raw Story &lt;URL&gt;</td>
<td>Political (news)</td>
<td>Opinion on Medicaid policy presented as a news title</td>
</tr>
<tr>
<td>&lt;USERNAME&gt; So do I! But I totally understand why some people really hate it. And yes... lack of Medicaid providers is a problem everywhere (I do accept it, but only have a mobile practice). Maybe contact your local health department and ask!</td>
<td>Consumer (political)</td>
<td>Customer’s discussion about Medicaid services. It may have been misclassified because of similarity to political discussion regarding Medicaid</td>
</tr>
<tr>
<td>Thanks to &lt;USERNAME&gt; for this story about the bill ... Ohio leaving some military families with special needs children waiting for answers &lt;URL&gt;</td>
<td>News (political)</td>
<td>News about Medicaid policy reformation bill</td>
</tr>
<tr>
<td>States that been successful in lowering substance use disorder rates have increased access to medicaid &amp; private insurance, and to MAT and naloxone. Thank you, NYT Editorial Board @NYTOpinion. &lt;URL&gt;</td>
<td>News (information)</td>
<td>News about information related to Medicaid</td>
</tr>
<tr>
<td>3 Ways to increase Missouri Medicaid EMOMED Reimbursement &lt;URL&gt;</td>
<td>Information (news)</td>
<td>Information for Medicaid beneficiaries, presented as a blog article</td>
</tr>
<tr>
<td>The Medicaid office I'm going to tomorrow opens at 7:30 am. I won't be there that early, but ugh.</td>
<td>Other (consumer)</td>
<td>Uncategorized because it is not about experience or question, but content indicates the user to be a customer</td>
</tr>
<tr>
<td>&lt;USERNAME&gt; I hope someone will ask him “What's the difference between Medicaid and Medicare?”</td>
<td>Other (political)</td>
<td>Uncategorized because of lack of related content but is similar to political discussion</td>
</tr>
<tr>
<td><strong>Test set (Corpus 2)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;organization_name&gt; poorly worded</td>
<td>Consumer (other)</td>
<td>Most likely comment on customer service but hard to pick up by algorithm</td>
</tr>
<tr>
<td>&lt;organization_name&gt; My pleasure!</td>
<td>Other (consumer)</td>
<td>Classified as others because of lack of information, but the algorithm might recognize that it could be a conversation between a customer and a customer representative</td>
</tr>
</tbody>
</table>
For Corpus 2, the dominant classes were consumer feedback and uncategorized tweets, and they were most frequently misclassified as each other. We suspect they were misclassified because tweets sometimes lacked context, making their meanings ambiguous and difficult for the machine to understand. For example, the tweet “<organization_name> poorly worded,” though ambiguous, might be understood as that some document for the customer or the customer service representative’s expression was poorly worded, and thus, we categorized it as consumer feedback. However, the machine learning algorithms were not capable of deciphering such implicit contexts: “poorly worded” is usually associated with a feedback and, in tweets directed to the agency’s handle, it is likely related to customer service. Similarly, the tweet “<organization_name> My pleasure!,” may belong to a conversation between a customer and a representative, but the lack of information renders it to the other class. However, machine learning could not capture this understanding.

**Postclassification Analyses: Data Distribution**

We applied the best-performing classifier (BERT) to label both corpora. The obtained class distributions are shown in Figure 3. We found that the majority of tweets in Corpus 1 were news (142047/628411, 22.60%) and political discussion (400778/628411, 63.78%), whereas consumer feedback accounted for only 4.55% (28604/628411), consistent with the data distribution of the test set of Corpus 1. The data distribution indicates that this corpus is suitable for analyzing chatter regarding political discussion or news. For Corpus 2, the majority of the tweets were labeled as consumer feedback (15073/27337, 55.14%) and uncategorized (8590/27337, 31.42%), which is also consistent with the data distribution in the test set.

![Figure 3](https://www.jmir.org/2021/5/e26616)

**Postclassification Analyses: Content of Each Class in Corpus 1**

We now briefly summarize the findings from content analyses of the tweets in Corpus 1 that contain the terms associated with “medicaid” to understand, from a high-level perspective, the contents within each category. The 10 highest ranking bigrams and trigrams detected by the TFIDF method are listed in Table S7 of Multimedia Appendix 1 [43]. Not surprisingly, the academic tweets are dominated by terms starting with “study...” and terms indicating research finding. Similarly, the information tweets contain terms related to “service,” “care,”... etc, consistent with information outreach. For the news tweets, we found that many tweets were about news on medicaid work requirements in Kentucky and Arkansas (blocked by the federal judge on March 27, 2019). In addition, “social security” and “Trump...” are also highly ranked among the news and political classes. For the tweets belonging to the consumer feedback, some of the high-ranking terms were shared with other classes (eg, “… insurance,” “social security,” or “… care”), whereas some were specific to this class (“make much” or “doesn cover”) and potentially indicated comments about Medicaid income cap and coverage.

We did not know the compositions of the 2 data sets that we had collected a priori. Thus, the results of our classification experiments provided us with very important knowledge about which type of Twitter data to use when conducting targeted studies about Medicaid or health services in general. For example, when studying consumer feedback, it is best to use data from Corpus 2 (ie, tweets containing Twitter handles of the MA or MCO); for studying public perceptions of political decisions, Corpus 1 would be more useful. Detailed content analyses of the tweets in each category, such as their temporal and geolocation-specific distributions, are likely to reveal more relevant information. However, such analyses are outside the scope of this study, and we plan to build on the NLP system described in this paper to conduct more thorough content analyses in the future.

**Postclassification Analyses: LDA Topic Modeling on Consumer Feedback**

We found that the model with 20 topics achieved the highest coherence score. The top 20 words in each topic are listed in Multimedia Appendix 1, Table S8. We now summarize the main findings based on these top words, with example top words provided in parentheses. We deduced that this chatter contains discussion related to (1) applying for Medicaid, either for oneself or even family members (eg, deny, apply, family, and child); (2) Medicaid coverage for dentists, specialists, prescription medications, emergency department visits (eg, cover, dentist, therapist, prescription, medication, and emergency); (3) interacting with customer representatives, especially through phone (eg, call, phone, hour, hold, tell, and wait); (4) hospital-related bills (eg, hospital, bill, and copay); and (5) comparing different insurance plans (switch, insurance, private,
and plan). The list of topics can be a guide to further categorize the consumer feedback chatter, which could lead to a more detailed analysis and even provide recommendations on how to further improve the Medicaid program. A more in-depth analysis is left for future work.

**Discussion**

**Principal Findings**

As many classification errors occur because the tweets lie in the boundary between 2 classes, we note that a multilabel classification scheme might improve the performance [47]. However, in the experiments conducted earlier in this project, we found that the multilabel scheme only improved the classification performance by a small margin, while making the annotation process more difficult. Thus, we focused on the single-label classification scheme in this work, leaving the development of multilabel models to future work.

In addition to multilabel classification models, the classification error might also be remedied by creating new categories for tweets lying at the boundary of current categories. For example, we can further divide the political discussion into 2 categories: discussion of policy without personal experiences or experiences from friends or relatives and discussion of policy with experiences as supporting evidence. The classification performance may be further improved by including more user profile information. For example, we can include features such as whether the account belongs to a news agency or if the user is affiliated with an academic organization or think tanks, which could improve the classification performance on the news class or the academic class. As the 2 corpora have very different distributions, developing a corpus-specific classifier might further improve the performance.

Although our content analysis is limited to the high-ranking TFIDF terms and LDA topic modeling on consumer feedback, additional analyses could include topic modeling of other chatter [44] or sentiment analysis to understand sentiments toward Medicaid in general or to specific aspects of the Medicaid program [8]. The manual analysis of selected samples can deepen the understanding of these topics and potentially generate recommendations toward policy change. We also note that content analysis can not only help researchers further understand the Medicaid chatter but it can also improve the classification performance in reverse.

**Limitations**

This analysis has limitations related to the quality of Twitter data, which contain high volumes of noise that may affect the accuracy and generalizability of our content analyses and annotation guidelines. In addition, Twitter users may not be representative of Medicaid enrollees. Older age groups tend to be underrepresented among Twitter users [48], and more vulnerable populations who rely on Medicaid may not use this platform to discuss their health coverage.

**Conclusions**

We have developed a social media mining system, involving NLP and machine learning, for continuously collecting and categorizing Twitter chatter about the Medicaid program. Our study demonstrates that it is possible to collect data about large, complex health services and coverage programs such as Medicaid using Twitter to obtain near real-time knowledge about consumer perceptions and opinions. The automatic classification of streaming data is crucial, specifically for smaller classes, such as consumer feedback, for studying targeted topics.

Our analysis can inform public health researchers on how to use public discussions about health programs and services, such as Medicaid. Similarly, our system can be deployed by research groups or Medicaid agencies for continuous, ongoing research on the evolution of public opinions on social media (eg, the impact of certain policy changes or rulings). We also note that although this work focuses on Medicaid, our methods and open source code can readily be applied to other health services. Annotated data and methods are available for future studies [49].
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Abstract

Background: The COVID-19 pandemic has impacted people’s lives at unprecedented speed and scale, including how they eat and work, what they are concerned about, how much they move, and how much they can earn. Traditional surveys in the area of public health can be expensive and time-consuming, and they can rapidly become outdated. The analysis of big data sets (such as electronic patient records and surveillance systems) is very complex. Google Trends is an alternative approach that has been used in the past to analyze health behaviors; however, most existing studies on COVID-19 using these data examine a single issue or a limited geographic area. This paper explores Google Trends as a proxy for what people are thinking, needing, and planning in real time across the United States.

Objective: We aimed to use Google Trends to provide both insights into and potential indicators of important changes in information-seeking patterns during pandemics such as COVID-19. We asked four questions: (1) How has information seeking changed over time? (2) How does information seeking vary between regions and states? (3) Do states have particular and distinct patterns in information seeking? (4) Do search data correlate with—or precede—real-life events?

Methods: We analyzed searches on 38 terms related to COVID-19, falling into six themes: social and travel; care seeking; government programs; health programs; news and influence; and outlook and concerns. We generated data sets at the national level (covering January 1, 2016, to April 15, 2020) and state level (covering January 1 to April 15, 2020). Methods used include trend analysis of US search data; geographic analyses of the differences in search popularity across US states from March 1 to April 15, 2020; and principal component analysis to extract search patterns across states.

Results: The data showed high demand for information, corresponding with increasing searches for coronavirus linked to news sources regardless of the ideological leaning of the news source. Changes in information seeking often occurred well in advance of action by the federal government. The popularity of searches for unemployment claims predicted the actual spike in weekly claims. The increase in searches for information on COVID-19 care was paralleled by a decrease in searches related to other health behaviors, such as urgent care, doctor’s appointments, health insurance, Medicare, and Medicaid. Finally, concerns varied across the country; some search terms were more popular in some regions than in others.

Conclusions: COVID-19 is unlikely to be the last pandemic faced by the United States. Our research holds important lessons for both state and federal governments in a fast-evolving situation that requires a finger on the pulse of public sentiment. We suggest strategic shifts for policy makers to improve the precision and effectiveness of non-pharmaceutical interventions and recommend the development of a real-time dashboard as a decision-making tool.
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Introduction

Problem Statement

Over a period of a few months, the COVID-19 pandemic dramatically and rapidly changed the lives of most Americans. With the spread of SARS-CoV-2, people faced extreme uncertainty due to evolving information, calls for behavior change, and economic shocks. As US states move through different stages of the response and plan a path back to normalcy, it is important to develop ways to gather and measure insights into how Americans are responding to the challenges and uncertainties posed by the pandemic [1]. These insights will help policy makers know what to focus on as the United States continues to navigate the COVID-19 outbreak. In particular, it is important to understand the changes and patterns in the information seeking of Americans over the course of the pandemic, both as a window into key concerns as they emerge and as potential signals of actual behavior change.

Collecting data on population responses to a crisis poses a host of methodological challenges [2,3]. Surveys are a commonly used way to gather information on how people are reacting to a health crisis [4]. Several surveys have been deployed to measure Americans’ reactions to COVID-19, and they offer insights into the concerns and behaviors of many Americans [5,6]. However, traditional large-scale surveys are expensive and time-consuming; also, due to the rapidly changing nature of the pandemic, it is difficult to capture time-sensitive relevant data [4]. Further, surveys require a baseline understanding of the context of the participants before the events of interest. However, recent research [7] shows that many surveys administered during the COVID-19 pandemic either do not have a baseline or have an inaccurate baseline that relies on the participants’ limited ability to recall the answers to retrospective questions. Another option is to use health information systems, generating insights from existing large-scale health data such as electronic patient records and surveillance systems [8]. However, working with this type of data also has limitations: it requires multiple data sets that cannot easily be merged, it relies at times on outdated data, and it requires complex methodological approaches to analysis [9].

An alternative approach to data collection on pandemic response is to examine web-based information-seeking behavior through Google Trends, a source of data on trends in web-based information-seeking [10].

Background

Google Trends and Health Phenomena

Google Trends data have been leveraged extensively in health behavior research by using trends in web-based search queries as proxies for changes in human behavior [11]. Released in 2006, these data became more influential when Ginsberg et al [12] showed a predictive approach that could “make it possible to use search queries to detect influenza epidemics in areas with a large population of web search users.” Since then, there have been suggestions to improve the predictive approaches after an overestimation of influenza metrics during the 2012-2013 season [13]. Outside of influenza predictions, Google Trends data have also been used to analyze a wide array of health behavior topics, such as the relationship between media coverage and information seeking around major infection events, the impact of local abortion policies on information seeking about abortion, the influence of influenza concerns on travel, and temporal patterns in interests in healthy behaviors such as dieting [14-17]. In 2014, Nuti et al [3] found that 60% of Google Trends research was focused on infectious diseases and general population behavior, which suggests that it may be a good tool to investigate COVID-19 trends.

Google Trends data are also useful for studying health information- and care-seeking patterns. Initial research using Google Trends data in the United States showed declining interest in imaging diagnostics [18] and surgeries [19] alongside a steady rise in interest in telehealth and telemedicine [20]. Other studies focused on COVID-19 and Google Trends data showed increases in general virus information seeking; however, to date, most studies have explored a singular issue over time or in a specific geographic region, without examining comprehensive search pattern correlations or geographical heterogeneity and their potential implications [21-23]. Recent research also shows “statistically significant correlations between Google Trends and COVID-19 data” [24]. Thus, Google Trends offers immense potential for generating temporally and geographically specific insights into the beliefs, behaviors, and actions of various communities in their response to the COVID-19 pandemic.

Health Information Seeking

Health information seeking is an important step in the care seeking journey, given that “one in three US adults use the internet to diagnose or learn about a health concern” [25]. Health information seeking has been extensively studied, with several studies identifying antecedents and reasons for individual health information-seeking behaviors. Factors that influence health information seeking include the subjective norms of a society or group of which the individual is a member [26], emotional responses and social context [27], and media-driven triggers [28]. Research on web-based health information seeking suggest certain reasons why individuals seek information on the web, including preparing for a doctor’s appointment [29] and anxiety about their health [30]. These studies are useful for some applications, such as improving the quality of information campaigns; however, they are general frameworks and are not disease specific.

In this work, we address information seeking from an infodemiology perspective, following seminal work by Eysenbach [30,31] that defines infodemiology as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the
ultimate aim to inform public health and public policy”. We focus on the topics people search for (the demand side of infodemiology, in this case represented by Google Trends search queries) as opposed to what people write on the web (the supply side). Some infodemiology demand research focuses only on specific groups of people, such as the information-seeking behavior of clinical providers [32]. Our work instead examines the information seeking of the general population as measured by web-based search activity to capture wider public health implications. We also include a diverse set of socioeconomically related queries to address the multidimensional nature of the effect of COVID-19 and its intersection with nonpharmaceutical interventions. Analytically, we address three of four categories of analysis identified in a systematic review of Google Trends infodemiology by Mavragani et al [33]: we (1) measure the general web-based interest of several COVID-19–related themes, (2) detect variations and seasonality across geographic regions with comparisons to actual events, and (3) correlate search queries among them to understand the underlying patterns. The fourth category involves actual prediction and forecasting, which we do not address in this paper. In addition to specific public health and policy proposals, we emphasize the potential of an infoveillance [34] approach—using web-based information for public health surveillance—and propose a dashboard informed by this work.

Research Questions

We created a curated list of search queries and used Google Trends to analyze changes in information seeking related to the COVID-19 pandemic over time and across geographic areas in the United States. We answered four broad questions regarding information seeking around COVID-19:

First, how is information seeking changing over time? Specifically, what is the relationship between the COVID-19 outbreak and internet searches related to health care seeking, government support programs, media sources of different ideologies, planning around social activities, travel, and food, and new COVID-19–specific behaviors and concerns? We would expect certain types of searches (eg, health care–related inquiries, government safety net programs, web-based food delivery) to become more popular, while others would be expected to fall in popularity (eg, nearby bars, travel plans). These trends provide clear contextual information on the changing interests and concerns of Americans as the pandemic progresses, and we can also compare the timing of these changes with real-world actions and events such as policy announcements.

Second, what geographic variation exists in information-seeking behavior? Specifically, how does the popularity of search terms differ across states and regions? Given the immense heterogeneity across the United States, both culturally and in terms of COVID-19 caseload and response, we would expect states to differ in the most-sought information. Observed geographic differences in information seeking add granularity to the information-seeking context and provide an opportunity to develop hypotheses around why these differences exist.

Third, do states have particular and distinct patterns in information seeking? Specifically, which searches correlate with each other at the state level? Using machine learning methods, specifically unsupervised learning, we can construct different typologies of geographic areas so that those whose search trends provoke concern for public health can be better targeted with information and other interventions.

Fourth, do Google Trends data correlate with and potentially precede real-life events? If Google Trends data can be “predictive” of real-life events (eg, unemployment rates), it provides further validation for this method as a window into the behaviors of Americans during the pandemic.

Methods

Google Trends is a free web-based source of data on trends in web-based information seeking across geographies (country, region, city, and designated market area/metropolitan area where this exists) and over time (since 2004). In 2019, a comprehensive methodological framework was published to standardize approaches to Google Trends research [35]. This work follows that framework, which provides specific criteria for selecting the keywords, geographical regions, and time period for analysis. We also combine several keywords that represent a similar topic into a single query.

Keywords and Search Queries

Google Trends accepts a single word or a phrase, and several of these can be combined into a single Trends query by joining with a “+”, which functions like an “OR.” This study used 38 queries of up to 5 words/phrases each (Table 1). We generated and curated search terms and evaluated the popularity/relevance and data quality of each query in representing different aspects of the response to and impact of COVID-19–related search activity on Google Trends. The list of search terms was derived from the most commonly searched terms associated with COVID-19 on Google Trends [10] and was refined to be more specific as recommended by Tran et al [36].

Each query was then categorized into one of six emergent themes: care seeking, government programs, health programs, news and influence, outlook and concerns, and social and travel (Table 1). These themes were developed to comprehensively capture the effects of and responses to the pandemic: care seeking and health programs capture how people look for care; news and influence captures the sources of information; and outlook and concerns and social and travel capture the economic and nonpharmaceutical preventive intentions. For the news and influence theme, we selected media outlets that are representative of both sides of the ideological spectrum based on a Pew Research survey conducted in 2014 that measured the ideological leanings (left or right) of the audiences of different news media sources [37]. All search data were extracted on April 15, 2020.
Table 1. Final list of search queries grouped into emergent themes (38 queries with 1-5 combined terms).

<table>
<thead>
<tr>
<th>Category/ theme</th>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care seeking</td>
<td>• coronavirus symptoms</td>
</tr>
<tr>
<td></td>
<td>• coronavirus testing near me + coronavirus testing center near me + coronavirus test</td>
</tr>
<tr>
<td></td>
<td>• doctor appointment</td>
</tr>
<tr>
<td></td>
<td>• coronavirus afford doctor + coronavirus uninsured + coronavirus medical bill</td>
</tr>
<tr>
<td></td>
<td>• Coronavirus can i see a doctor + coronavirus can i get a test + coronavirus are tests available</td>
</tr>
<tr>
<td></td>
<td>• doctor open + doctor office open</td>
</tr>
<tr>
<td></td>
<td>• urgent care near me</td>
</tr>
<tr>
<td>Government programs</td>
<td>• disability benefits + apply benefits + food stamps + wic</td>
</tr>
<tr>
<td></td>
<td>• government aid</td>
</tr>
<tr>
<td></td>
<td>• recession + stock market crash + economic downfall + bear market</td>
</tr>
<tr>
<td></td>
<td>• small business loans</td>
</tr>
<tr>
<td></td>
<td>• stimulus check</td>
</tr>
<tr>
<td></td>
<td>• paycheck protection program</td>
</tr>
<tr>
<td>Health programs</td>
<td>• health insurance</td>
</tr>
<tr>
<td></td>
<td>• health insurance + medicare + medicaid</td>
</tr>
<tr>
<td></td>
<td>• medicaid</td>
</tr>
<tr>
<td></td>
<td>• medicare</td>
</tr>
<tr>
<td>News and influence</td>
<td>• chinese virus</td>
</tr>
<tr>
<td></td>
<td>• coronavirus cnn + coronavirus msnbc + coronavirus nbc news + coronavirus cbs news</td>
</tr>
<tr>
<td></td>
<td>• coronavirus hoax + coronavirus fake news</td>
</tr>
<tr>
<td></td>
<td>• coronavirus infowars + coronavirus breitbart + coronavirus glenn beck + coronavirus the blaze</td>
</tr>
<tr>
<td></td>
<td>• coronavirus washington post + coronavirus new york times + coronavirus npr</td>
</tr>
<tr>
<td></td>
<td>• coronavirus fox news + coronavirus drudge report</td>
</tr>
<tr>
<td>Outlook and concerns</td>
<td>• can’t pay rent + how pay rent + behind on rent + can’t pay mortgage</td>
</tr>
<tr>
<td></td>
<td>• hoarding + hoard</td>
</tr>
<tr>
<td></td>
<td>• how can i stop coronavirus</td>
</tr>
<tr>
<td></td>
<td>• how to make coronavirus mask</td>
</tr>
<tr>
<td></td>
<td>• how to stockpile + buy in bulk + bulk order</td>
</tr>
<tr>
<td></td>
<td>• sick days + sharing sick days + no sick days + sick leave + paid time off</td>
</tr>
<tr>
<td></td>
<td>• social distancing</td>
</tr>
<tr>
<td></td>
<td>• sold out + stock out + stockout + stockpile</td>
</tr>
<tr>
<td></td>
<td>• unemployment benefits + unemployment application + file unemployment + apply unemployment + layoffs</td>
</tr>
<tr>
<td>Social and travel</td>
<td>• bar closed + restaurant closed</td>
</tr>
<tr>
<td></td>
<td>• bar near me + restaurant reservation + local happy hour + ladies’ night</td>
</tr>
<tr>
<td></td>
<td>• bar + restaurant + happy hour + pub + house party + party ideas</td>
</tr>
<tr>
<td></td>
<td>• cheap flights + travel destinations + flight deals + vacation deals</td>
</tr>
<tr>
<td></td>
<td>• food delivery + grocery deliveries + takeout + curbside + online food order</td>
</tr>
<tr>
<td></td>
<td>• house party + party ideas</td>
</tr>
</tbody>
</table>

Data Collection

Data from Google Trends [10] were extracted through an open-source third party Python application programming interface, PyTrends. Google provides the relative search values (RSVs) for each query on a scale from 0 to 100, representing a normalized value.

Three primary data sets were developed from Google Trends: one at the national level and the other two at state level, capturing all 50 states and the District of Columbia.

The national data set contained weekly RSVs for the United States for each of 38 queries for the 224 weeks between January 1, 2016, and April 15, 2020. This enabled us to conduct trend analysis for each query independently, tracking its relative popularity in the entire United States compared with its most popular week over these 224 weeks. For each query, the week when the query was most popular (as a percentage of all queries in that week) was scored as 100 by Google Trends, and all other weeks were scored relative to this week.

One of the state-level data sets contained weekly RSVs for each query for each state for the 16 weeks between January 1 and April 15, 2020, while the other contained aggregated RSVs for each query for each state over the whole period of March 1 to April 15, 2020. For each of these data sets, RSVs for a specific query were always expressed as search popularity relative to other weeks, other states, or both, but never relative to other search queries (ie, our approach factored out absolute differences in popularity between queries).

Finally, two additional, secondary data sets were referenced, comparing Google Trends against new monthly Medicaid applications and weekly initial unemployment claims, from the public Medicaid web-based database (June 2017 to January 2020).
2020) [38] and US Department of Labor data (January 2016 to April 2020) [39], respectively.

Analysis

Geographically, states were grouped by federal region and division based on US census data [40]. We used Python for data processing and Tableau for exploratory data analysis and visualization [41]. We used the packages of Python and R (R Foundation for Statistical Computing) to perform pairwise correlations (Pearson, pairwise complete) and unsupervised learning by principal component analysis (PCA), respectively [42]. We conducted pairwise correlations to visualize and quantify associations between the individual queries at the state level; we then applied dimensionality reduction through PCA to reveal groups of queries that are often searched together and to identify top states with search patterns of interest, either supporting or undermining the fight against the COVID-19 epidemic. Missing values were removed for correlation and PCA analysis (ie, we retained all 51 geographies and removed any queries that had missing values for any states). Nine queries had missing values: coronavirus info wars + coronavirus breitbart + coronavirus glenn beck + coronavirus the blaze, how can I stop coronavirus, coronavirus can I see a doctor + coronavirus can I get a test + coronavirus are tests available, coronavirus afford doctor + coronavirus uninsured + coronavirus medical bill, bar closed + restaurant closed, government aid, doctor appointment, doctor open + doctor office open, and can't pay rent + how pay rent + behind on rent + can't pay mortgage. This reduced the number of queries for analysis from 38 to 29.

For pairwise correlations, we filtered for any correlations of low to very high (positive or negative) correlation (ie, >0.3 or ≤–0.3) according to the guideline proposed by Mukaka [43]. We then focused only on the most prominent (moderate and high) scales. For PCA, only loadings with loading scores higher than 0.2 or lower than –0.2 were used to explain each component (PCA loadings take values from 0 to 1).

To calculate the increase in search popularity between January and March 2020, we took the mean RSV for March 2020 and divided this by the mean RSV for January 2020 and expressed this ratio as a percentage change. We chose January and March to capture the largest shifts in RSV based on the progression of the SARS-CoV-2 virus. Data for the extra 2 weeks in April were used to monitor which trends persisted or dissipated after large shifts in March.

Finally, to compare Google Trends to real-life phenomena, we visualized data on actual weekly initial unemployment claims and new applications for Medicaid, then quantified the correlations between each phenomenon and the corresponding Google Trends query.

Results

Magnitude of Shifts in Information Seeking

National trends show shifts in information seeking related to health and lifestyle activities.

Analysis of all queries showed substantial shifts in RSVs across all thematic categories (Figure 1) predominantly in March 2020, with trends persisting or stabilizing in early April.

For the care seeking theme, the RSVs of COVID-19–related queries increased substantially (coronavirus symptoms and testing centers) while the RSVs of general health-seeking queries (urgent care and doctor appointments) declined in late March/early April, suggesting a nuanced story of care seeking (Figure 1). This trend was matched by a decline in the RSVs for all queries in the health programs theme (health insurance, medicaid, and medicare) by 18%, 23%, and 26%, respectively. Comparison with the same time window in preceding years confirmed that this finding was an anomaly against historical seasonality, where health program searches peak and drop in November and December, not in March and April.

News and influence searches related to COVID-19 saw notable hikes in RSV for both left-leaning and right-leaning media. RSV for far-right/alt-right media outlets (see the Methods section for definitions based on the Pew Research survey) also increased. Simultaneously, RSV for coronavirus fake news and coronavirus hoaxes surged 38-fold (Figure 1).

For the outlook and concerns theme, RSVs for new behavioral concepts gained immense popularity: social distancing and how to make masks spiked by 100-fold and peaked in March, as did time-sensitive concerns such as hoarding and can’t pay rent. In contrast, searches for stock outs/sold out and coronavirus medical bill/affordability remained at high levels into early April, hinting at potential differences in long-term versus short-term concerns (Figure 1).

Within the social and travel theme, search trends were aligned with the new norm of social distancing and also signaled potential drops in business for the travel and service industries. The RSVs for online groceries + food delivery and food delivery + grocery deliveries + takeout + curbside + online food order tripled and doubled, respectively, while the RSVs for party ideas, nearby bars and restaurants, and cheap flights/travel all dropped by between 17% and 51%. This shift is noteworthy for nearby bars and restaurants, as it is a reversal of an upward trajectory that had recently peaked in December 2019 (Figure 1).

For the government programs theme, its relative popularity increased for new COVID-19–specific packages (stimulus check and small business loans) as well for unemployment benefits, which is a more mature program. Notably, the RSVs for disability/food stamps and government aid had the lowest increases in RSVs among government programs. However, relative interest in programs focused on individuals—stimulus check and unemployment application—maintained momentum through April 15 (Figure 1).
Timing of Shifts in Information Seeking

Shifts in information seeking occurred earlier than federal government policy action. We would have expected the directives from the federal government, which formulates national policies, to be issued early and to precede changes in search patterns and behaviors. However, the Google Trends data show that the relative popularity of queries related to non-pharmaceutical interventions (NPIs) was already shifting substantially, and in some cases peaking, several days ahead of major federal government policies and NPI action (Figure 2). For example, RSVs for social distancing and bar/restaurant nearby were quickly increasing and decreasing, respectively, by March 8—3 days before the World Health Organization declared COVID-19 a pandemic, 5 days before the US federal government’s national emergency declaration, and 8 days before the government released official social distancing guidelines. Furthermore, how to make a coronavirus mask was already relatively popular (RSV >50) by March 23, exactly 12 days before the US Centers for Disease Control and Prevention issued an advisory promoting the use of masks for the general public.

On the other hand, the RSV trends for news on COVID-19 and COVID-19 symptoms were in sync, matching each other regardless of the ideological leaning of the news source. This suggests that searches for disease characteristics were highly correlated with searches for news coverage of the disease.
Correlation Between Information Seeking and Unemployment and Medicaid Claims

Google Trends were correlated with unemployment claims and Medicaid applications. We found high correlations between specific Google Trends queries and corresponding phenomena in the real world both before the epidemic (for unemployment and Medicaid) and during the epidemic (for unemployment). Two examples were selected: initial weekly unemployment claims and new monthly Medicaid applications. Figure 3 shows the comparative results with corresponding Google Trends queries over time.

There was a very high positive correlation of 0.96 between the previous week’s Google Trends RSV for unemployment applications and the actual weekly initial unemployment claims normalized to 0-100 (seasonally adjusted as recommended by the Bureau of Labor Statistics to eliminate seasonal spikes and enable easy detection of nonseasonal anomalies such as COVID-19–related spikes). For Medicaid, there was a moderate positive correlation of 0.55 between the average monthly Google Trends RSV for Medicaid, lagged one month, and the number of new applications for Medicaid each month.

However, we noted that this approach was only modestly successful for more complex cases in which the link between search popularity and actual behavior is more difficult to imagine. A notable example is stock market prices (Dow Jones Industrial Average) and the Google Trends query for recession/stock market crash, which showed no correlation.
Differences in Search Patterns Across States and Regions

Differences in search patterns suggest varied responses to COVID-19 across states and regions. Nationally, the largest jumps in RSV were concentrated between March 1 and April 15; therefore, we focused on this window to investigate state-by-state differences in information seeking. Here, we compared the relative popularity of a search query across states in a single time period rather than across time.

The findings showed similar levels of popularity of searches for *urgent care near me* in the South and Northeast but a difference in the relative popularity of searches for health programs (*health insurance*, *Medicare*, and *Medicaid*). Care seeking searches were most popular in the South (Louisiana, Georgia, and North Carolina); the Northeast (New York and New Jersey); and in Indiana, Illinois, and Arizona during this specific window (Figure 4). Although New York and New Jersey were already COVID-19 hotspots, this period also coincided with sharp increases in the number of cases for Louisiana, Georgia, and North Carolina.
RSVs for social distancing were generally high in the Northeast and West but generally low in the South, while searches for hoarding were relatively more popular in Alaska, New Mexico, Minnesota, Arizona, and Montana than in other states during this period.

Regarding the news and influence theme, searches for far-right/alt-right and coronavirus were most popular in West Virginia, Oklahoma, Idaho, and Pennsylvania, while fake news coronavirus searches were most popular in DC, Vermont, Alaska, Maine, and Nebraska (Figure 5). Additionally, stimulus check had particularly high RSVs in Southern states (Figure 5). Although health insurance had a high RSV in the Northeast (New York, Massachusetts, and Vermont), Medicaid had higher RSVs in Southern states, including Louisiana and Mississippi (Figure 5).
Summarizing Differences in Search Patterns Using Correlation and PCA

Much variability in information seeking between states can be explained by a few components.

Although the thematic categories in the above analysis give insights on the relative popularity of queries over time and across geographic regions, we also conducted pairwise correlation and PCA analyses to understand how the queries were correlated. First, correlation analysis showed that states with high RSVs for coronavirus symptoms also tended to have high RSVs for urgent care and test centers, suggesting a relationship between awareness of the disease and potential intention to seek care. Second, the correlation showed that states with high RSVs for social distancing also tended to have high RSVs for coronavirus and all types of news media regardless...
of ideological leaning, recession/stock market crash, and sick days/leave, while tending to have low RSVs for safety net programs such as medicare and stimulus check. This finding suggests that news sources and economic factors play a role in the levels of interest in, awareness of, and potential adoption of social distancing behavior.

The PCA results are shown in Figure 6, with all 38 queries summarized as the top two components that explain 43% of the variation (differences or patterns) in the data—25% from Component 1 and 18% from Component 2. The two components were assigned labels based on the search patterns they showed.

PCA revealed search patterns related to economic vulnerability and searching for information from news and media sources. It also highlighted how state search patterns were related to other concepts, such as compliance with social distancing or related policies such as mask wearing; preparation for emergencies (hoarding); and care-seeking concepts, such as searching for urgent care.

Specifically, Component 1 explained 25% of the variation in the data (Figure 6). This component represented potentially low-information, noncompliant, and economically vulnerable states. These terms are defined as follows: low-information: low association with searches for any news source, whether real or fake; noncompliant: low association with searches for social distancing; and economically vulnerable: high association with searches for disability/food stamps and stimulus check. The states with the highest scores (ie, those that exhibited this search pattern most strongly) were Mississippi, Louisiana, Alabama, Arkansas, and Kentucky. Additional clusters of states within Component 1 also had high scores for urgent care nearby and unemployment application (Florida and Michigan) as well as disability/food stamps (Georgia, North Carolina, and South Carolina).

Component 2 explained 18% of the variation in the data (Figure 6). This represented potentially non–care-seeking, compliant, prepared, and economically stable states. These terms are defined as follows: non–care-seeking: low association with searches for urgent care nearby; compliant: low association with searches of nearby bars/restaurants; prepared: high association with searches for how to make a mask and hoarding; and economically stable: low association with searches for unemployment and disability/food stamps. The states exhibiting this trend were Wyoming, Alaska, Montana, North Dakota, and South Dakota.
**Figure 6.** Scatterplot of state principal component analysis loadings and scores for the first two components, with the top queries shown as arrow vectors. Each arrow represents the relative weight of each query, and the direction indicates the points to the states that most exhibit this search pattern. The arrow direction measures correlation; arrows in the same direction are highly positively correlated, while divergent arrows in opposite directions are highly negatively correlated. Component 1 (x-axis) and Component 2 (y-axis) explain 25% and 18% of the variation (differences or patterns) in the data, respectively.

---

**Discussion**

**Principal Findings**

We studied the demand side of the infodemiology [31] of COVID-19 using a curated set of queries from Google Trends grouped into emergent themes. Our findings show substantial changes in COVID-19 information seeking at the national level, particularly in March 2020, suggesting a hyperawareness and desire for information about both COVID-19 and its corresponding novel behavioral concepts, namely social distancing and mask wearing. This is in line with other studies showing spikes in information seeking during disease outbreaks [44]. The trends also mirrored the rapid changes in the way people eat, travel, and socialize. The high demand for information corresponded with increasing searches for news sources and coronavirus, regardless of ideological leaning, including searches for coronavirus fake news + coronavirus hoax. It is not conclusive whether this indicates curiosity or an earnest belief in the existence of “fake news.” Still, this finding underscores the critical and timely role that news sources play in providing information during a pandemic and why this information must be correct and trustworthy. This complements other Google Trends studies [45,46] that showed that information seeking and collective attention toward COVID-19 can, at times, be driven by media coverage more than epidemic trends.

Effective communication during health crises is critical and, if not done well, leads to “public confusion and misunderstanding” with negative public health consequences, as happened with COVID-19 in the United States [47,48]. Our study found that changes in information seeking often occurred well in advance of action by the federal government. Tracking search patterns for social distancing or mask wearing could show public health authorities what interventions people are aware of and might accept, as well as the best time to start talking about them, especially in rapidly evolving situations. Previous studies showed that attention paid to COVID-19–related information spiked sharply but quickly saturated despite high media coverage [44] as the pandemic continued to spread. Therefore, the right interventions, if poorly timed, could be too early to be acceptable, or, as occurred in the case of the COVID-19 pandemic, too late to be optimally effective.
The decrease in popularity of searches related to urgent care, doctors’ appointments, and health insurance/Medicare/Medicaid is consistent with the decline in health seeking that occurs during pandemics: prospective patients for other diseases have higher risk perception of hospital-based transmission of COVID-19, which reduces their health-seeking behavior [49]. This was especially true in the United States, where hospitals prioritized COVID-19 and relegated other services [50]. This finding can be an early-warning indicator of reduced health-seeking behavior, especially for vulnerable communities with underlying health risks. It can be used to prioritize and target these communities with messages about the continued importance of health care for conditions and symptoms not related to COVID-19.

State-level differences in search patterns confirmed the trajectory of the pandemic and informed our potential hypotheses about the regional and structural drivers of these differences. For example, in New York and New Jersey, two states where the pandemic quickly accelerated and where, coincidentally, health insurance marketplaces are state-run rather than federally run, people were performing searches related to urgent care and health insurance [51]. Residents of southern states tended to search for several potentially worrying factors in the fight against COVID-19, including searches related to urgent care and Medicaid and searches for stimulus checks, indicating the need for a financial safety net. The search for hoarding was popular in states with either large land areas (and less dense populations) or especially extreme weather conditions—Alaska, New Mexico, Minnesota, Arizona, and Montana. This may reflect heightened expectations of scarcity of the populations of these states during a pandemic, as these factors likely make these states hard to reach in the case of disrupted supply chains. These hypotheses need to be validated; however, they provide a starting point for anticipating the trajectory of the next pandemic or national emergency.

Using correlation and PCA, we identified economic and financial factors, access to information, and interest in social distancing as key variables in describing states’ information-seeking patterns on COVID-19. Using this premise, Mississippi, Louisiana, Alabama, Arkansas, and Kentucky were identified as low-information, noncompliant, and economically vulnerable states during the time window of the analysis (March and April 2020). Thus, the states that are most vulnerable economically or in terms of the social safety net are also the least informed and show the least search-related interest in social distancing, a key intervention to prevent COVID-19. This insight can be used to increase awareness of social distancing and its benefits while targeting and prioritizing resources to support these states, including increased testing, health system capacity support, and economic relief measures.

To capture the evolving information and insights available through Google Trends, we propose a real-time dashboard to track trends, geographical variations, and patterns of interest regarding the epidemic. This proposal is in line with evidence that Google Trends data are statistically significantly correlated with COVID-19 data [24]. The queries used in this study can be used as a starting point or baseline, with additional features added if needed. As the epidemic continues and potentially gives way to a second wave, this dashboard will follow how specific queries change over time and which states demonstrate concerning search patterns using the pairwise correlation and PCA approaches. Depending on the search patterns identified, policy makers can then design or improve interventions as well as allocate resources to target states.

Limitations
We made some assumptions and choices that may result in limitations depending on the use case. First, the selection of keywords and queries was an iterative process because it is difficult to know a priori what search terms best capture a desired concept. Analytically, we used weekly RSVs as opposed to daily RSVs, resulting in some loss of granularity. We also used the state as our main unit of analysis and not the city or designated market area level because the COVID-19 response was organized at the state level and lower levels had more missing values. However, at state level, there were a few missing values that were included in the trend and geographical analyses but removed for the pairwise correlation and PCA analyses.

While valuable insights can be derived, a major limitation of Google Trends is that it will always be a measure of search patterns and not the actual corresponding behaviors; therefore, inference and prediction must always come with this caveat. Finally, this analysis is limited by specific assumptions of Google Trends, which include pulling the data from only a sample and not the whole database of searches and providing it in the form of RSV instead of absolute search volumes per geographic region. This requires caution when analyzing results from low-volume queries or geographic regions and when making interpretations and conclusions from analyses.

Conclusion
Our work provides insights into, and potential indicators of, important changes in information-seeking patterns during pandemics such as COVID-19 that can be used to inform public health and public policy. High demand for information corresponding with increasing search popularity for COVID-19 from news sources highlights the importance of public health authorities working with media to ensure that information is correct. Decreases in search popularity for health seeking–related searches can be an early warning indicator for policy makers to target areas with serious underlying health risks with messages about the importance of continuing to seek care for other ailments, even during a pandemic. The emergence of economic and financial factors, access to information, or interest in social distancing as important variables suggests potential interventions to increase awareness of social distancing and its benefits, while targeting and prioritizing resources to support states, including increased testing, health system capacity support, and economic relief measures.

We demonstrated that PCA can explain the variation across several queries and multiple geographies. This work underscores the importance of tracking a well-curated set of queries, customized for the topic, and combined to capture all angles of the problem to improve public health in real time.
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Abstract

Background: Health authorities can minimize the impact of an emergent infectious disease outbreak through effective and timely risk communication, which can build trust and adherence to subsequent behavioral messaging. Monitoring the psychological impacts of an outbreak, as well as public adherence to such messaging, is also important for minimizing long-term effects of an outbreak.

Objective: We used social media data from Twitter to identify human behaviors relevant to COVID-19 transmission, as well as the perceived impacts of COVID-19 on individuals, as a first step toward real-time monitoring of public perceptions to inform public health communications.

Methods: We developed a coding schema for 6 categories and 11 subcategories, which included both a wide number of behaviors as well codes focused on the impacts of the pandemic (eg, economic and mental health impacts). We used this to develop training data and develop supervised learning classifiers for classes with sufficient labels. Classifiers that performed adequately were applied to our remaining corpus, and temporal and geospatial trends were assessed. We compared the classified patterns to ground truth mobility data and actual COVID-19 confirmed cases to assess the signal achieved here.

Results: We applied our labeling schema to approximately 7200 tweets. The worst-performing classifiers had F1 scores of only 0.18 to 0.28 when trying to identify tweets about monitoring symptoms and testing. Classifiers about social distancing, however, were much stronger, with F1 scores of 0.64 to 0.66. We applied the social distancing classifiers to over 228 million tweets. We showed temporal patterns consistent with real-world events, and we showed correlations of up to –0.5 between social distancing signals on Twitter and ground truth mobility throughout the United States.

Conclusions: Behaviors discussed on Twitter are exceptionally varied. Twitter can provide useful information for parameterizing models that incorporate human behavior, as well as for informing public health communication strategies by describing awareness of and compliance with suggested behaviors.

(J Med Internet Res 2021;23(5):e27059) doi:10.2196/27059
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Introduction

Health authorities can minimize the impact of an emergent infectious disease through effective and timely risk communication, vaccines and antiviral therapies, and the promotion of health behaviors, such as social distancing and personal hygiene practices [1-4]. Of these, official communication is the earliest available strategy, and its effectiveness will build trust and adherence to the remaining measures [1]. During the H1N1 influenza pandemic in 2009, most countries focused on the promotion of health behaviors [2] such as mask-wearing, avoidance of crowds, and increased disinfection after observing that such protocols contributed substantially to reduced transmission and ultimate control of disease during the SARS outbreak in 2003 [5]. Health authorities have paid less attention to the psychological factors associated with a pandemic [3,4], though such factors play a vital role in subsequent adherence to health behaviors and vaccine uptake [1]. During the emergence of the Zika virus in 2016, public health guidelines focused on preventing sexual transmission by using condoms, avoiding travel to locations with active Zika transmission, and mosquito control [6], with varying levels of compliance [7,8].

Research into the use of social media and internet data for health surveillance is a growing field. Individuals discuss a wide variety of health concerns and health behaviors online, from symptom searching [9] and personal experiences with infectious diseases [2] to dieting [10] and electronic cigarette use [11]. These data have been used to identify prominent points of discussion in relation to health topics [12-14], which can point toward more effective health policies and interventions. In addition, social media and internet data reflect temporal and spatial patterns in health behavior [9-12,15]. The association between internet data and health behavior, topics, and attitudes relevant to the public provides insight into the manner in which individuals receive health information and how that information may translate into behavioral change. Specifically for disease outbreaks, internet and social media data provide opportunities for public health officials to monitor prevalent attitudes and behaviors at a given time to target further interventions and policies.

In this work, we used social media data to better understand human behaviors relevant to COVID-19 transmission and the perceived impacts of COVID-19 on individuals. We developed a coding schema for 6 categories and 11 subcategories, which included both a wide number of behaviors as well as codes focused on the impacts of the pandemic (eg, economic and mental health impacts). We applied this schema to approximately 7200 tweets and developed supervised learning classifiers for classes with sufficient labels. We then applied these classifiers to an extensive Twitter data set and showed patterns in human behaviors temporally and spatially across the United States.

We specifically focused on the following research questions:

1. Research Question 1: What behaviors related to COVID-19 are discussed on social media websites, specifically Twitter? Using content analysis techniques similar to other social media studies (eg, Ramanadhan et al [16] and Carrotte et al [17]), we identified behaviors discussed on Twitter that could be relevant to disease transmission or the downstream impacts of COVID-19. At the outset, we were particularly interested in social distancing, hygiene, and personal protective equipment practices, but we were also interested in identifying the breadth of behaviors that might be discussed.

2. Research Question 2: How do patterns in behaviors change geospatially and temporally in the United States? Using labeled data from Research Question 1, we built classification models to identify behaviors in the larger Twitter corpus. We were interested in temporal and geospatial trends in these classified data with the goal of observing regional patterns and temporal changes that occurred in conjunction with real-world events. Prior work has used similar methods to observe patterns during Zika emergence in 2016 [15].

3. Research Question 3: How do these trends compare to other data streams, like mobility data sets? Prior work has shown that social media data are biased in multiple ways [18,19]. One way to validate our findings is to compare results using social media data to other data sources that have been useful to measure human behavior during the COVID-19 pandemic. In particular, several studies have shown that mobility data sets that rely on mobile devices (eg, smartphones) have been useful at accurately gauging reduced mobility [20,21].

Methods

Data

For this work, we used a data set of tweets provided by Chen et al [22]. Data collection started on January 28, 2020, and used Twitter’s search application programming interface (API) to get historical tweets as early as January 21, 2020. They started with 14 keywords related to the novel coronavirus, and later expanded both keywords and individual accounts tracked over time. The data relied on Twitter’s streaming API, and are thus a 1% sample of tweets that include the keywords. The original repository contained about 270 million tweets as of mid-July 2020 [22]. Of these, we were able to collect 84% (N=228,030,309).

Schema Development

The coding schema was developed by three of the authors (AD, DG, and CS) through iterative analysis of random samples of tweets from our corpus. We started initially with categories of interest (eg, social distancing and personal protective equipment) and added both categories and subcategories as they were identified in tweets, similar to prior work [16,17]. The final schema is hierarchical, where annotators can label categories and, if applicable, subcategories within the category of interest (Figure 1).
Personal and impersonal viewpoints were labeled separately from the tweet category. Here, a **personal viewpoint** is a tweet that describes a direct observation of the behavior, meaning the individual tweeting talks about their own behavior, or a person or event that the user can directly observe. For example, the tweet “I am wearing a mask when I go out” is a personal mention of personal protective equipment, specifically mask-wearing. An **impersonal viewpoint**, in contrast, includes actions like sharing articles, retweeting, or expressing an opinion without providing evidence that the user themself engages in the behavior (e.g., “Ugh, I wish more people wore masks”). This definition is the same as prior work [15]. Of note, tweets were only labeled as personal or impersonal if they were already labeled with a category. Tweets that were outside the labels of interest were not labeled for viewpoint.

### Training Data

**Training Annotators and Annotation**

To create our training data set, 7278 tweets were selected at random from the English tweets we collected between January and May 2020, as labeling commenced in May. Using the above schema, we then trained three additional annotators. Annotators were trained using the following steps. First, a member of the team (AD) met with each individual prospective annotator and thoroughly described the schema. The prospective annotator and AD first labeled 16 example tweets together using tweets already labeled during schema development. The annotator then individually coded 160 additional tweets previously labeled by the authors. If agreement was sufficiently high (>0.6), the annotator was then given their own section of training data to code. Each tweet in our training data set was coded by two such annotators. All annotators met weekly to discuss questions about labels. All tweets with disagreements were resolved by a third annotator or via group discussion. The workflow to label tweets is given in Figure 1. Tweets can be labeled with more than one label, as applicable.

### Annotator Agreement

Annotator agreement varied. Personal and impersonal labels had agreements of 0.41, 0.44, and 0.41 between the three pairs of annotators. Category-level labels had agreements of 0.77, 0.82, and 0.82, and subcategory-level labels had agreements of 0.61, 0.65, and 0.66. Distinguishing between personal and impersonal tweets was the hardest classification task because it is inherently difficult to correctly identify voice in the span of 280 characters, especially without additional context. Prior work has relied on the use of personal pronouns (e.g., “I,” “we,” and “our”) to identify personal tweets [15], but it is clear that this method has a high false negative rate because of linguistic patterns like pronoun-drop (e.g., the tweet “Went to the store today and nobody was wearing masks” drops the pronoun “I” and leaves it implied) [23]. Thus, despite the difficulty in labeling these tweets, we believe it is preferable to automated methods.

### Classification Algorithms

#### Tweet Preprocessing

Tweet URLs and usernames (@-mentions) were replaced with the tokens “URL” and “USERNAME,” respectively. Consecutive characters were truncated (e.g., “greaaaaaat” was truncated to “great”) and punctuation was removed. Of the training data, 15% were reserved as the test set. Tweets were split using stratified sampling based on the category labels to preserve label proportions. Because of the small number of labels in several categories (Table 1), we only attempted to make classifiers for the following: personal or impersonal, social distancing (category), shelter-in-place (subcategory), monitoring (category), hygiene (category), and personal protective equipment (category).

Because personal and impersonal labels were only assigned to tweets if they fell into a category, the training data for this classifier were only those tweets with an initial label. In contrast, all other classifiers used binary classification and included all tweets that did not include the label of interest, including tweets...
with no labels. As such, all classification models were built using extremely disproportionate label distributions.

**Logistic Regression**

Logistic regression models were implemented in Python, version 3.7.7 (Python Software Foundation), using scikit-learn [24] and the elastic net penalty. Features included all unigrams, bigrams, and trigrams of tweet text. To optimize models, grid search was used with all possible combinations of the following parameters: the elastic net penalty varied the L1 ratio from 0 (equivalent to only “L2” penalty) to 1 (equivalent to only “L1” penalty), regularization strength varied in order of magnitude from 0.001 to 1000, and chi-square feature selection was varied from 10% to 100% of the features (ie, no feature selection), in steps of 10%, to explore the impact of feature reduction on model performance.

**Random Forest**

Random forest models were implemented using scikit-learn’s random forest classifier [24]. As in logistic regression, features included all unigrams, bigrams, and trigrams of tweet text. Again, grid search was used to optimize models. The minimum number of samples per leaf node was varied from 2 to 11 (in steps of 3), the minimum number of samples required to split an internal node ranged from 2 to 52 (in steps of 10), and the number of trees per forest was either 50 or 100. Last, we additionally varied the number of features. Because of the larger number of parameters tested here, we tried feature selections of 25%, 50%, 75%, or 100% of features (ie, no feature selection).

**Classification and Bias Adjustments**

Both types of models performed poorly for classifying monitoring, personal protective equipment, and hygiene. As such, we did not use these models for downstream analysis. Rather, we focus on the personal or impersonal model, the social distancing classifier, and the shelter-in-place classifier.

Though random forest models sometimes produced slightly higher F1 scores, we used the logistic regression models for overall classification and downstream analysis because of the slightly higher precision values. Said another way, in this context, we preferred fewer false positives to slightly more false negatives because we were trying to identify a particular behavior and wanted as few erroneous predictions included in the classifier as possible.

To combat the bias inherent in our classifiers, as it is clear that misclassification will occur, we used the method suggested by Daughton and Paul [25] to create confidence intervals that account for classifier error. The basic principle is to use bootstrapping to generate many samples and to subsequently weight individual classifications by the positive predictive value or negative predictive value of the classifier. The bootstrapped samples are then used to generate a 95% confidence interval around the point estimate (see Daughton and Paul [25] for full details). This method has been successfully applied in similar work focused on identifying travel change behaviors in response to Zika [15]. For this work, we used 100 bootstrapped samples to generate daily confidence intervals.

**Geospatial Analysis and Comparison to Mobility and COVID-19 Data**

We compared the results of our classifiers to mobility data from Descartes Labs—available at Descartes Labs [26] and described in Warren and Skillman [27]—to provide a ground truth measurement of social distancing, and to the number of confirmed COVID-19 cases in each state, as tracked by The New York Times [28]. The mobility data used geolocation services from mobile devices (eg, smartphones) to generate aggregate estimates about mobility within specific geographic areas. Descartes Labs provides data at admin level 1 (state) mobility and admin level 2 (county) mobility [26]. For this work, we only consider state mobility. Descartes Labs uses a normalized value of the median maximum distance traveled each day: the m50 index. Here, data are normalized using the median mobility per state between February 27 and March 7 (ie, a pre–COVID-19 window). For this work, we looked at the percent change in mobility (m50 index – 100) [27], which can be interpreted as the percent change in mobility relative to the baseline period.

We used these data as a ground truth data set to validate social media tweets about social distancing and sheltering-in-place. For these comparisons, we restricted our data to those with geolocation services enabled (ie, those that used the tweet “place” to determine location), which we then aggregated by state. Here, data were aggregated to weekly data, and any weeks with fewer than 50 tweets were removed. States with fewer than 10 data points were excluded from visualization.

**Results**

**Content Analysis and Labels**

In total, 7278 tweets were read and labeled. Of these, 2202 tweets fell into the categories shown in Table 1. For each category and subcategory, the definition and an example anonymized tweet is shown. The most prevalent category by far was tweets about social distancing. Of these tweets, the vast majority were about sheltering-in-place, writ broadly, including tweets about adjusting to life at home (eg, work or school from home); tweets about entertainment, including hobbies and recipes; tweets about plans that were canceled (parties, weddings, etc); and a few tweets about a supposed “coronaboomer” phenomenon, where some suggested that the additional time spent at home would lead to an increase in babies born in 2021. In addition, we identified 53 tweets related to the mental health impacts of social distancing, including tweets about tactics to maintain positive mental health, as well as tweets describing the mental health difficulties associated with social distancing.

In other categories, we again saw a wide variety of health topics discussed. This included tweets about monitoring, of which roughly a third were about access to or experiences with COVID-19 testing; hygiene, including handwashing and cleaning protocols; and a few tweets (n=49) weighing in on COVID-19 vaccine development. Last, we also saw instances of tweets about the economic impacts of COVID-19, including on the supply chain and in terms of unemployment.
<table>
<thead>
<tr>
<th>Category and subcategories</th>
<th>Definition</th>
<th>Example tweet (anonymized)</th>
<th>Tweets (N=7278), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social distancing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All subcategories</td>
<td>Discusses social distancing in either a positive or a negative way (eg, not physically seeing friends and family, not going to work, or discussing reasons why lockdowns are unnecessary)</td>
<td>“COVID-19 SUCKS! I can’t see my family and I really miss them.”</td>
<td>1494 (20.5)</td>
</tr>
<tr>
<td>Shelter-in-place</td>
<td>Discusses any aspects of shelter-in-place or stay-at-home policies; includes school or daycare (or homeschool), remote work, things to do to keep busy while staying home (eg, hobbies and recipes), canceled plans, delivery services (to avoid going out in public), and the supposed phenomenon that birth rates would increase after the pandemic (“coronaboomers”)</td>
<td>“State going into lockdown tomorrow. I can work from home but I’m also going to catch up on my back-log Steam library!”</td>
<td>1117 (15.3)</td>
</tr>
<tr>
<td>Mental health</td>
<td>Discussions about mental health; includes suggestions of activities to maintain mental health while sheltering-in-place and documents about the mental health difficulties associated with COVID-19 and social distancing</td>
<td>“I’m so stressed I’m going to cry. I don’t want to be where I am now, I just want to be alone for quarantine.”</td>
<td>53 (0.7)</td>
</tr>
<tr>
<td>Voting</td>
<td>Decisions around voting by mail (eg, for COVID-19-related safety reasons or the opposite opinion)</td>
<td>“Record high cases in the past few days. It’s been two weeks since the election.”</td>
<td>12 (0.2)</td>
</tr>
<tr>
<td>Hoarding</td>
<td>Storing things like food, medicines, and disaster supplies</td>
<td>“Got a bunch of masks and gloves in case the coronavirus becomes a big deal here.”</td>
<td>31 (0.4)</td>
</tr>
<tr>
<td>Public events</td>
<td>Descriptions of going to public places and choosing to not socially distance</td>
<td>“Airport security was super fast -- no lines at bag check.”</td>
<td>53 (0.7)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Behavior monitoring for illness; includes monitoring friends or family that have the disease</td>
<td>“I keep coming across people with sore throats and cold symptoms today. Hope it’s not COVID!”</td>
<td>315 (4.3)</td>
</tr>
<tr>
<td>Testing</td>
<td>Ability or inability to get tested for COVID-19 infection; includes tweets expressing desires for improvements and increases in testing and novel testing strategies (eg, drive-through testing centers), or in combination with other tactics like contact tracing</td>
<td>“The complete failure in testing ramp up is really disappointing.”</td>
<td>116 (1.6)</td>
</tr>
<tr>
<td>Remedies</td>
<td>Unproven treatments, advice, and/or ways to “prevent” or “cure” the disease using natural methods (eg, vitamin D)</td>
<td>“Anti Neo Plastons is the natural cure for Coronavirus and your body makes them naturally!”</td>
<td>84 (1.2)</td>
</tr>
<tr>
<td>Hygiene: all subcategories</td>
<td>Trying to prevent sickness by using good hygiene, including handwashing, cleaning and sanitation, and other cleanliness-related behaviors</td>
<td>“Just saw a kid about to use the water fountain. Their parent grabbed them and said ‘NOOOOOOOO... there could be COVID!’”</td>
<td>94 (1.3)</td>
</tr>
<tr>
<td>Personal protective equip-</td>
<td>Using personal protective equipment to prevent illness; includes masks and gloves</td>
<td>“1.) Wear your mask 2.) Social distance 3.) Wash your hands! We can do this!”</td>
<td>164 (2.3)</td>
</tr>
<tr>
<td>Vaccine</td>
<td>Tweets that are positive and supportive of vaccine efforts</td>
<td>“The work on the COVID vaccine is amazing. I can’t wait to get it!”</td>
<td>31 (0.4)</td>
</tr>
<tr>
<td>Antivaccine</td>
<td>Tweets that use vaccine-averse rhetoric to describe why a vaccine will be unsafe or ill-advised</td>
<td>“I hope you’re not in favor of the Gates vaccine. I’m not going to be tracked by a microchip!”</td>
<td>18 (0.2)</td>
</tr>
<tr>
<td>Economic</td>
<td>Information or commentary about supply chain–related issues; includes information about “price gouging”</td>
<td>“Can we trust the food supply chain? Should we start growing our own fruits and vegetables?”</td>
<td>33 (0.5)</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Includes descriptions of applying for unemployment benefits or commentary on the process; includes stimulus checks or commentary about unemployment or underemployment due to COVID-19</td>
<td>“I’m a driver for Uber, but I was put on medical leave after COVID-19 exposure &amp; haven’t made any money since.”</td>
<td>53 (0.7)</td>
</tr>
</tbody>
</table>
A breakdown of categories by personal and impersonal labels is shown in Figure 2 (a), and subcategories are shown in Figure 2 (b). Overall, a small fraction of tweets were personal mentions; the majority of tweets were impersonal mentions related to each category (eg, mentions of articles or general opinions and suggestions that do not describe a personal behavior). This is consistent with prior work, which has found that personal mentions of health-related behavior on social media are rare [19].

Figure 2. Category distribution. Tweets are broken down by frequency of personal and impersonal labels (a) and by subcategory grouped by category (b). Categories without subcategories are not shown in (b). Only categories with at least 80 labels, and subcategories with at least 50 labels, are shown. PPE: personal protective equipment.

Because there were so few tweets in most categories, it was not feasible to build robust classifiers for most categories or subcategories. For this work, we selected for classification only the personal and impersonal classification task; the categories of social distancing, monitoring, hygiene, and personal protective equipment; and the subcategory shelter-in-place. In general, we found similar performances between random forest and logistic regression (Table 2). The exception to this trend was in the personal protective category, where the logistic regression model substantially outperformed the random forest. For subsequent analysis, we focused on categories that achieved an F1 of at least 0.6: personal or impersonal, social distancing, and the shelter-in-place classifiers. We then applied the logistic regression models to the remaining data in our corpus of over 228 million tweets through July 2020.
Table 2. Tweet classification results.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Logistic regression</th>
<th>Random forest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Personal or impersonal</td>
<td>0.76</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>Social distancing classifiers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social distancing (category)</td>
<td>0.73</td>
<td>0.59</td>
</tr>
<tr>
<td>Shelter-in-place (subcategory)</td>
<td>0.69</td>
<td>0.60</td>
</tr>
<tr>
<td>Monitoring classifiers</td>
<td>0.72</td>
<td>0.17</td>
</tr>
<tr>
<td>Hygiene classifiers</td>
<td>0.50</td>
<td>0.29</td>
</tr>
<tr>
<td>Personal protective equipment (eg, masks and gloves) classifiers</td>
<td>0.59</td>
<td>0.52</td>
</tr>
</tbody>
</table>

**Temporal Patterns**

Using the full classified corpus, we compared temporal patterns in social distancing tweets, shelter-in-place tweets, and the subsets of those groupings which were also classified as personal mentions, to important real-world events that occurred during the outbreak (Figure 3). Importantly, the proportion of tweets classified as social distancing and shelter-in-place tweets followed a predictable pattern with respect to real-world events occurring during the outbreak. Social distancing tweets occurred soon after the initial US COVID-19 case as people started to discuss initial reactions to the new disease. As states began to institute shelter-in-place orders—with California leading in late March 2020 [29]—the number of tweets about social distancing and sheltering-in-place doubled. Tweets in this category stayed high throughout the summer, as a large number of Americans were under shelter-in-place orders [29]. In early April 2020, estimates of the number of Americans told to stay at home were around 95%, despite widespread variation in how stay-at-home orders were implemented [30]. As expected, the number of personal tweets was a small fraction of the social distancing and shelter-in-place tweets more broadly. There was little variation in the temporal patterns of personal tweets; all signals came from the broader set of both personal and impersonal tweets.

Figure 3. Temporal patterns in social distancing and shelter-in-place tweets. The proportion of tweets classified as general social distancing, shelter-in-place, personal shelter-in-place, and personal social distancing are shown by date. Relevant events in the outbreak are shown as vertical lines. As states increased shelter-in-place and lockdown orders, the number of tweets about social distancing and sheltering-in-place dramatically increased. Shading shows the 95% CI calculated using classifier-adjusted bootstrapped sampling while the median is a solid line. CIs are extremely small at several time points. CA: California; SIP: shelter-in-place.
State Patterns: Comparisons to Mobility Data

To evaluate temporal patterns more closely, we considered patterns in individual states and compared them to mobility data derived from mobile phone devices (Figures 4-6) and the actual number of confirmed COVID-19 cases (Figure 6). At a high level, it is clear that there is an inverse relationship between the proportion of tweets about social distancing and the actual movement of individuals (Figure 4), indicating that social distancing conversations on Twitter may actually be reflective of real-world behavior. However, we can also see interesting regional patterns among states. For example, some of the earliest-hit states (eg, California, Washington, and New York) showed peaks in the number of tweets about social distancing in late March 2020 compared to states that saw comparatively few cases early on (eg, Florida and Georgia, which had peaks in the number of social distancing tweets in late April 2020).

Most states observed the lowest mobility in April 2020, as seen in Figure 5 (a). The day with the highest fraction of social distancing tweets was most often in March 2020, though many states observed this in April as well, as seen in Figure 5 (b). In general, most states observed these dates within ±20 days of each other, with the majority of states observing the day of minimum mobility before the day with the most tweets about social distancing, as seen in Figure 5 (c). Further, there is a strong negative correlation between the mobility data and the classified Twitter data (Figure 6). Though patterns vary by state, the average correlation is −0.42. Some states show a notably weaker signal (eg, Arkansas, New Mexico, and Rhode Island), which could be caused in part by the relative lack of data in these states. Taken together, these suggest a reasonably strong relationship between our classified Twitter data set and the ground truth mobility data. These patterns are not as clearly reflected in the relationship to confirmed COVID-19 cases. The average correlation between the proportion of tweets about social distancing and the number of confirmed COVID-19 cases is −0.08, though the strongest, which comes from Alabama, is −0.53. This suggests that, while social distancing discussions on social media are reflective of actual social distancing practices as measured by mobility data, the link to COVID-19 transmission is likely more complicated.

Figure 4. US state patterns in mobility compared to social distancing tweets from January to July 2020. Descartes Lab data showing a rolling 7-day average of percent change in mobility (divided by 5, to improve visualization) is plotted alongside the proportion of social distancing tweets per week. Both temporal and regional patterns are clear. Further, as the proportion of social distancing tweets increased, mobility measured by Descartes Labs decreased. States without sufficient Twitter data were removed from the grid. 2-letter abbreviations are used for each state.
Figure 5. Comparison of peak social distancing tweet proportions and minimum mobility. To validate our social media findings, we compared them to mobility data provided by Descartes Labs. Dates of minimum mobility are aggregated by month (a), while dates of highest proportion of tweets about social distancing, aggregated by month, are shown in (b). The difference, in days, between the date of minimum mobility and the date of highest proportion of social distancing tweets (c) show that most states observed both peaks within 20 days of one another.

Figure 6. Correlation between confirmed COVID-19 cases or mobility and proportion of tweets about social distancing by US state. Most states have a moderate negative correlation between the proportion of tweets about social distancing and mobility data (yellow), indicating good agreement in the two signals. Some states have notably weaker negative correlations (eg, AR, NM, and RI), which could be the result of less Twitter data. Correlations between the number of confirmed COVID-19 cases and the proportion of tweets about social distancing are weak (blue), with a few notable exceptions (eg, AL). 2-letter abbreviations are used for each state.

Discussion

Principal Findings

The ongoing COVID-19 outbreak clearly illustrates the need for real-time information gathering to assess evolving beliefs and behaviors that directly impact disease spread. Historically, such information would be gathered using survey methods [5,7,31], which are time-consuming, expensive, and typically lack the ability to measure temporal and spatial variation [32]. One proposed partial solution is to use internet data (eg, search query patterns and social media data), which have been shown to correspond to disease incidence in emergent infectious disease outbreaks [23,33-35], individual risk perception [1,36,37], and risk communication [38], and have been used to identify specific health behaviors [15]. During the early stages of the current COVID-19 pandemic, social media data have been used to monitor the top concerns of individuals [39,40], characterize COVID-19 awareness [41], compare social connectedness and COVID-19 hot spots [42], monitor misinformation [40,43-45], and rapidly disseminate information [46]. Last, social media has been used as an information gathering platform during periods of uncertain information. Disease emergence is a context wherein disease risks, transmission, and treatment may be largely unclear [46]. With this context in mind, we address our findings with respect to each research question below.

What behaviors related to COVID-19 are discussed on social media websites, like Twitter? We find that there are a wide variety of behaviors discussed on social media, including mask-wearing, hygiene (eg, handwashing), testing availability and experiences, and social distancing practices. Prior work has found evidence that mask-wearing and limited mobility were behaviors adopted to reduce disease spread during SARS [5] and that handwashing would be commonly implemented by individuals during a hypothetical pandemic influenza [47]. This prior work, however, has relied on surveys to obtain data about the behaviors that individuals implement. The use of social media to complement such work would improve both the richness and the temporal and geographic scope of the data available.

Some of the identified tweets show evidence of sensitive topics. For example, we found 53 tweets related to individuals’ mental health. Prior research has found that social media can be used to identify individuals with a variety of mental health concerns, including depression [48] and suicide [14]. As there is considerable work emerging about the substantial mental health impacts of COVID-19 (eg, increases in domestic violence [49] as well as depression and anxiety [50]), this could prove to be an important avenue for future work in this field.

Last, we found a small number of tweets (n=49) about vaccination related to COVID-19, of which roughly a third (n=18) showed a negative attitude. Importantly, this study was
conducted prior to the authorization of any vaccines in the United States. All of the tweets considered here discuss either vaccine development or a hypothetical COVID-19 vaccine. Prior research has found similarly negative tweets during the emergence of Zika [51] and the H1N1 influenza pandemic [52]. Future work analyzing these data could provide additional insight into specific reasons that populations may be hesitant to receive the COVID-19 vaccine and could inform targeted public health messaging.

How do patterns in behaviors change geospatially and temporally in the United States? As expected, the patterns in tweets classified as social distancing and shelter-in-place followed extremely similar trends. These patterns corresponded to important real-world events during the outbreak, suggesting that individuals were responding to actual events and some were describing their own personal behavior. We found, however, that tweets classified as personal mentions represented a very small subset of social distancing and shelter-in-place tweets. This is not unexpected, given that prior work has shown that personal mentions of health may be extremely uncommon [20].

How do these trends compare to other data streams, like mobility data sets, that have also shown promise in COVID-19 modeling efforts? Despite the lack of a temporal signal in tweets labeled as personal and social distancing, there was a stronger signal when comparing classified data to Descartes Labs’ mobility data. We observed meaningful regional differences between states and saw that, in general, the peak number of tweets about social distancing happened within a few weeks of the actual measured minimum in mobility. This suggests that social media data may be used as a proxy for sensor data in appropriately data-rich contexts. Recent work using geotagged Twitter data to create social networks and analyze social distancing in the context of policy decisions found similar relationships and supports this finding [53].

Limitations

There are a number of limitations to consider in this work. The first is that, as mentioned above, it is known that social media data are biased in a number of ways, including demographically, and that bias differs by geographic areas [18]. Further, personal mentions of health-related information on Twitter are rare [19]. These are known limitations of using internet data and could potentially explain the variations in correlation we observed between social distancing posts and actual mobility data. Importantly, however, it is difficult to assess this without extensive prospective surveys conducted at the same time as tweet collection.

Our observed wide range in correlations between the proportion of social distancing tweets and actual COVID-19 cases in individual states is an example of the ecological fallacy. State-level COVID-19 cases represent an aggregate measure of a state’s behavior, while tweets represent individual actions and observations. The available data do not allow us to probe the reasons for the variation, but a number of possible factors could be at play. Individuals’ social distancing thoughts at a specific moment in time will be influenced by contextual information about other aspects of their lives. For example, people that tweet in support of social distancing may have in-person jobs or be in high-risk groups, which could motivate them to use social media platforms to voice support for public health measures. The stronger correlation with mobility outcomes is expected by this same argument because mobility is more directly representative of individual actions.

Additionally, tweeting norms could be systematically different across the country (eg, people in different states might be more or less likely to talk about social distancing based on the policies in place and the perceived threat of COVID-19). It is also possible that there are differences in which individuals use Twitter and have geolocation services enabled in different states. In an operational context, it is hugely important to combine internet data with traditional data streams in order to provide a more complete picture of an evolving scenario. Future work should focus on targeted studies to better understand potential bias.

An additional known source of bias comes from imperfect classification. Our classifiers performed similarly to other classifiers used to identify health behaviors [15], but were clearly not perfect. To account for known classifier bias, we used an adjusted bootstrapping method from Daughton and Paul [25], which generates accurate confidence intervals despite classifier error.

We validated our work using mobility data from Descartes Labs. However, there are a number of mobility data sources available [54]. Prior work indicates that these data have similar patterns [54], but it is possible that using a different source would produce slightly different validation results.

Conclusions

Behavior changes and policy decisions that occur early within an outbreak have the largest effects on disease dynamics [55,56]. Real-time conversations about health behaviors, in addition to other behavioral data sources such as mobility metrics or media consumption (eg, home television viewing [55]), could help improve overall knowledge and policy decisions in the early stages of an epidemic and could better capture dynamic changes caused by uncoordinated behavioral change. Using such data has the unique capability to inform public health decisions as an outbreak emerges, especially with respect to public health communication. The World Health Organization suggests a communication checklist to prepare for and minimize morbidity and mortality in the event of a pandemic [57,58]. The checklist emphasizes building public trust through early communication, even with incomplete information, and evaluating the impact of communication programs to assess whether recommendations are being followed. The use of social media streams as a simultaneous real-time measure of public sentiment toward messaging and a dynamic evaluation tool of communication effectiveness could be invaluable in minimizing effects from a future disease outbreak.
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Abstract

Background: Cerebrovascular disease is a leading cause of mortality and disability. Common risk assessment tools for stroke are based on the Framingham equation, which relies on traditional cardiovascular risk factors to predict an acute event in the near decade. However, no tools are currently available to predict a near/impending stroke, which might alert patients at risk to seek immediate preventive action (eg, anticoagulants for atrial fibrillation, control of hypertension).

Objective: Here, we propose that an algorithm based on internet search queries can identify people at increased risk for a near stroke event.

Methods: We analyzed queries submitted to the Bing search engine by 285 people who self-identified as having undergone a stroke event and 1195 controls with regard to attributes previously shown to reflect cognitive function. Controls included random people 60 years and above, or those of similar age who queried for one of nine control conditions.

Results: The model performed well against all comparator groups with an area under the receiver operating characteristic curve of 0.985 or higher and a true positive rate (at a 1% false-positive rate) above 80% for separating patients from each of the controls. The predictive power rose as the stroke date approached and if data were acquired beginning 120 days prior to the event. Good prediction accuracy was obtained for a prospective cohort of users collected 1 year later. The most predictive attributes of the model were associated with cognitive function, including the use of common queries, repetition of queries, appearance of spelling mistakes, and number of queries per session.

Conclusions: The proposed algorithm offers a screening test for a near stroke event. After clinical validation, this algorithm may enable the administration of rapid preventive intervention. Moreover, it could be applied inexpensively, continuously, and on a large scale with the aim of reducing stroke events.

(J Med Internet Res 2021;23(5):e27084) doi:10.2196/27084
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Introduction

Cerebrovascular disease is a leading cause of mortality and disability. Further, with the worldwide aging of the population, the rise in stroke mortality is only second to that attributed to heart disease [1]. The overall care of stroke survivors comprises an immense social and economic burden due to the high incidence (~30%) of residual cognitive and physical disabilities.
Hypertension, atrial fibrillation, hyperlipidemia, smoking, obesity, and diabetes comprise the major treatable risk factors that underly the occurrence of most stroke events [3]. With the exception of obesity and smoking, these conditions are often asymptomatic and therefore can be missed with treatment deferred for years, unless incidentally detected, clinically suspected, or realized during an acute vascular event. Even when subjects or physicians are aware of these conditions, treatment is not consistently initiated and is often insufficient or discontinued [4,5] due to patient or health care system neglect. Effective means now exist that can substantially lower the rate of stroke shortly after their implementation, as best exemplified by the early benefits of immediate treatment with anticoagulants for atrial fibrillation and blood pressure–lowering drugs for hypertension [6,7]. Therefore, the timely detection of an impending stroke might open a time window of opportunity for immediate medical intervention that can save lives and prevent poststroke disability. To our knowledge, the only risk calculator for impending stroke has been constructed in subjects who have already experienced a previous single stroke, aiming to predict the 90-day risk of recurrent stroke [4], but not for first-ever stroke events.

Computer-based analysis of electronic health records has the potential to provide major novel insights of benefit both to specific individuals in the context of personalized medicine as well as on the level of population-wide health care and policy [8]. However, such analysis mostly relies on traditional risk factors that have already been at the core of daily practice for several decades. The most widely accepted models for stroke prediction, such as those of the American College of Cardiology/American Heart Association cardiovascular disease risk algorithm and the Framingham risk score actually offer a more general predictive target, usually referred to as an “event,” which includes an overall risk of occurrence of stroke and other vascular events such as myocardial infarction, death from coronary heart disease, congestive heart failure, incident angina, or intermittent claudication [9]. Further, although these risk profiling models provide clinically critical information in that they calculate the likelihood of an event in the near decade, they have not been constructed to evaluate the risk of an impending short-term cardiovascular threat.

An alternative approach for predicting stroke relies on identification of covert cerebrovascular disease, which often precedes stroke. Covert cerebrovascular disease is associated with subtle cognitive and motor deficits, and increased risk for stroke and further cognitive decline [10,11]. Currently, this can be diagnosed by either neuroimaging or in-person assessment using conventional cognitive screening tests; however, both tools are costly, not effective on the population as a whole, and not continuous [12].

The way that an individual interacts with their computer has been suggested to represent an as-yet unexploited means of assessing everyday cognition [13]. Computer interaction requires motor, language, and executive functions; ability to operate the keyboard and mouse; comprehend and create text; plan; and focus attention. Routine use such as querying of search engines has been shown to correlate with parts of standard cognitive tests, and may thus be used as a continuous, unobtrusive, inexpensive monitoring application [13]. More broadly, internet data have been shown to be a useful source for studying health and improves public health. This has become an active field of research, known as informodemiology, a term coined by Eysenbach [14,15]. Due to their ubiquitous nature and anonymity [16], search engine queries have been shown to be useful for screening for a variety of diseases, including Alzheimer disease [17], Parkinson disease [18], several types of cancer [19–21], diabetes [22], and eating disorders [23]. Similarly, social media postings have been shown to change prior to emergency department visits [24].

In this study, we evaluated the possibility that subjects disclosing the fact that they have experienced a stroke can be singled out from subjects without such a self-declared history via their internet-based communications prior to the occurrence of the stroke. If prestroke patients show unique alterations in communication features, this could potentially be utilized as a “last minute” alarm to seek prompt medical help, with the hope that an impending stroke can be prevented.

### Methods

#### Data

Dataset 1 comprised all queries submitted to the Bing search engine by people in the United States during a 2-year period beginning July 2017. The data comprised the query text, the time and date, an anonymous user identifier, and data on the interaction between the user and the search results page.

To identify a “patient” cohort, we found users who queried the search engine for phrases that indicated that the user underwent a stroke, such as “I had a stroke” or “I was diagnosed with a stroke” (referred to as the “reference query”). Specifically, we defined the reference queries to be queries containing one of the phrases “I had;” “I experienced;” or “I suffered” and one of the phrases “stroke,” “cerebrovascular accident,” “CVA,” “cerebrovascular event,” “transient ischemic attack,” “brain infarction,” “brain ischemia,” and “cerebral ischemia.”

Additionally, we required that users were active for at least 10 days before and after this query, made at least 50 queries, and had no more than 3 periods of inactivity of 24 hours or more in the 60 days prior to the reference query. We also required that in the 60 days prior to the reference query, the user did not issue queries for between 1 and 10 days, which, we hypothesized, represented the time that the user was hospitalized.

We chose several populations as controls, including a random sample of people aged 60–64, 65–74, or 75 years or older, and random samples of people aged 60 years or older who queried one of the following conditions (separately): depression, migraine, B12 deficiency, heart attack, hypothyroidism, surgery, atrial fibrillation, hypertension, and Alzheimer disease. Table 1 lists the terms used to identify these conditions. Ages were determined according to information provided by users at the time of registration to Bing.

The “reference query” for the control populations was chosen as a random query from their queries (for people selected by their age) or the first query mentioning the condition of interest.
(for those who queried having experienced one of the control conditions above). All control populations were filtered for the same activity levels (as described above) as the patient cohort. Dataset 2 was similar to Dataset 1, but was taken from July 2019 to June 2020 and was limited to users who were aged 60 years or more.

Table 1. Number of users in the control cohorts according to various conditions and the search terms used to identify the group.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Terms or criteria used for identification</th>
<th>Users, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-64 years old</td>
<td>According to information provided at registration to Bing</td>
<td>108</td>
</tr>
<tr>
<td>65-74 years old</td>
<td>According to information provided at registration to Bing</td>
<td>82</td>
</tr>
<tr>
<td>&gt;75 years old</td>
<td>According to information provided at registration to Bing</td>
<td>38</td>
</tr>
<tr>
<td>Depression</td>
<td>depression, depressed, srii, citalopram, celexa, escitalopram, lexapro, fluoxetine, prozac, fluvoxamine, luvox, paroxetine, paxil, sertraline, zolof, atomoxetine, Strattera, pristiq, desvenlafaxine, cymbalta, duloxetine, levomilnacipran, fetzima, milnacipran, icel, savella, dalcipran, toledomin, sibutramine, meridia, tramadol, ultram, venlafaxine, effector</td>
<td>85</td>
</tr>
<tr>
<td>Migraine</td>
<td>migraine, metoprolol, Loppressor, valproate, Depakote, epilim, topiramate, Topamax</td>
<td>66</td>
</tr>
<tr>
<td>B12 deficiency</td>
<td>B12</td>
<td>48</td>
</tr>
<tr>
<td>Heart attack</td>
<td>heart attack, acute myocardial infarction</td>
<td>101</td>
</tr>
<tr>
<td>Hypothyroidism</td>
<td>hypothyroidism, levothyroxine, levoxyl, synthroid, tirosint, unithroid</td>
<td>59</td>
</tr>
<tr>
<td>Surgery</td>
<td>Prostatectomy, hip replacement, surgery</td>
<td>369</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>atrial fibrillation, anticoagulants, eliquis, apixaban, xarelto, rivaroxaban, pradaxa, dabigatran, lixiana, edoxaban, coumadin, warfarin, antiarrhythmic, amiodarone, procor, cardorane, sotalol, flecainide, tambocor, propafenone, rythmol, drenedarone, multaq, dofetilide, tiksyn</td>
<td>86</td>
</tr>
<tr>
<td>Hypertension</td>
<td>hypertension, angiotensin receptor blocker, irbesartan, telmisartan, candesartan, atacand, valsartan, diovan, losartan, cozaar, losardex, olmesartan, benicar, ace inhibitor, benazepril, lotensin, captopril, cilazapril, enalapril, enaladex, fosinopril, lisinopril, ramipril, moexipril, cardiotension, perindopril, quinapril, accurip, trandolapril, mavik, mineralocorticoid receptor antagonists, spironolactone, aldactone, carospir, eplerenerone, inspra, diuretics, chlorthalidone, calcium channel blocker, amiodipine, norvasc, katerzina, diltiazem, cardizem, matzim, taztia, tiazac, verapamil, verap, alpha blocker, doxazosin, cardura, cadex</td>
<td>78</td>
</tr>
<tr>
<td>Alzheimer disease</td>
<td>(I or my) AND (forgetting, misplacing, can’t find, forget name) OR Alzheimer OR dementia</td>
<td>75</td>
</tr>
</tbody>
</table>

Data Analysis
Each user was represented through the average values of several attributes and the SDs thereof, computed for all queries within a 2-day moving-window period. These attributes were chosen to represent cognitive ability [13,25,26], activity routine, and indications related to risk factors for stroke. The list of attributes is as follows: (1) number of words per query; (2) time of day; (3) the likelihood of the query string in the entire population; (3) number of new words in the query, compared to all previous queries by the user; (4) time since previous session; (5) number of queries per day and per hour; (6) time from the display of the results to the first click on a result; (7) farthest link clicked by the user; (8) use of automatic spelling correction; (9) whether the query was submitted by this user in the past; and (10) specific keywords in the query, including personal references, mention of relevant symptoms, or mention of certain medicinal drugs.

A session was defined as a continuous period of querying, followed by a break of 30 minutes or longer. Additionally, we quantified the ratio or each attribute to its values for the same user 10 days before. As noted above, we assumed that the gap in user queries just before the reference query was likely due to hospitalization following a stroke. Therefore, we defined the time of the last query prior to the gap as time zero for each user and calculated the time of each user’s query relative to time zero. We refer to this as the “relative time” of a query. Patterns were augmented with the average value of each attribute within the relative time of –150 to –120 days.

Unless otherwise stated, we used all data from 30 days prior to a gap in the queries, which was followed by the reference query and up to that gap, to build a random forest model with 1000 trees to distinguish the patient cohort from each of the control cohorts. Ten-fold cross-validation at the user level was applied to reduce the likelihood of overfitting. All processes were performed using Matlab 2019. This study was approved by the Institutional Review Board of Technion, Israel Institute of Technology.

Results
Separation of the Stroke Cohort From Control Cohorts
We identified 285 users in the patient cohort; Table 1 shows the number of users in each of the control cohorts. Figure 1 shows the receiver operating characteristic (ROC) curve [27] for distinguishing the patient cohort and the control by age cohorts. These data comprise only the queries prior to the gap preceding the reference query. The ROC curve showed that excellent differentiation between the patient and control cohorts is possible.
Figure 2 shows the area under the ROC curve (AUC) [27] and the true positive rate at a 1% false-positive rate for separating the patient cohort from each of the control cohorts. Very good performance was reached for all conditions. In addition, some cardiovascular diseases (heart attack, hypertension, and migraine) and certain mental diseases (depression) appeared to be harder to separate from stroke.

Figure 1. Receiver operating characteristic curve for distinguishing users who underwent stroke from controls for people of different ages.

The best attributes for separating the stroke cohort from the other cohorts were estimated by finding the increase in prediction error if the values of that variable were permuted for the test observations, using the appropriate Matlab function (OOBPermutedPredictorDeltaError). The five most important attributes for separating the stroke cohort from each of the control conditions were (in descending order of the number of conditions in which they appeared in the top 5): average query likelihood, SD of the query likelihood, average number of queries per session, average number of spelling mistakes, and average number of repeated queries.
Although the model does not use specific vocabulary in identifying people at risk, it is nevertheless interesting to study the differences in the vocabulary used by the patient cohort and the control groups, and how the vocabulary changes after the stroke event.

Risk factors for stroke include high blood pressure, hypertension, diabetes, insulin, heart disease, cardiomyopathy, heart failure, atrial fibrillation, blood clot, smoking, cocaine, amphetamines, sickle cell disease, vasculitis, bleeding, overweight, stress, and cholesterol. Among people in the patient cohort, 32.2% queried one or more of these risk factors prior to day zero and 56.4% queried for these terms after day zero. Among people 60 years or older in the control cohort, the corresponding percentages were 4.3% and 4.6%.

Medical drugs used to treat survivors of stroke include plavix, clopidogrel, aspirin, dipyridamole, pradaxa, dabigatran, eliquis, apixaban, xarelto, rivaroxaban, atorvastatin, lipitor, simvastatin, simovil, rosvastatin, crestor, pravastatin, and pravachol. Among people in the patient cohort, 12.5% queried one or more of these drugs prior to day zero and 28.2% queried for these terms after day zero. Among people 60 years or older in the control group, the corresponding percentages were 0.7% and 0.8%. We assume that some of the people mentioning the drugs in the control group and prior to the day of stroke in the treatment group did so because they received these drugs due to their being in high-risk groups for the disease. These two results suggest that users in the patient cohort did indeed undergo a stroke at the estimated date.

Prospective Cohort

We repeated the same analysis with a prospective cohort comprising users in Dataset 2. Since relatively few people had mentioned that they experienced stroke and were over 60 years of age, our labels were whether or not a user asked about stroke more than a given number of times. This is a weaker proxy than experiential queries, but is nevertheless known to be a good proxy [28]. The control group consisted of all other users.

Our classification model was constructed using data from Dataset 1. Data for the prospective cohort comprised queries until 14 days before a gap followed by the first mention of a stroke. Figure 3 shows the ROC curve for the resulting experiment, demonstrating the ability to detect people who will, in future, ask multiple times about stroke.

Figure 3. Receiver operating characteristic curve for the prospective cohort; the area under the curve (AUC) values for the different settings are presented in the legend.

Temporal Change Prior to the Indication of Stroke

We used the attributes derived for people in the patient cohort from Dataset 1 to examine the ability to localize stroke in time. Toward this end, we considered two time constants, \( N_1 \) and \( N_2 \), to define the negative examples as data from before \( N_1 \) days prior to time zero and positive examples as data from \( N_2 \) days prior to time zero until time zero, essentially training a classification model to predict if a user will undergo a stroke in the next \( N_2 \) days.
The model was a random forest model with 1000 trees. Ten-fold cross-validation stratified by users was utilized in the estimation of model performance. Figure 4 shows the AUC as a function of N₁ and N₂. Relatively accurate classification could be obtained for the stroke localization task, especially for times close to the event. For example, Figure 4 shows that separation between data coming from 120 or more days before the stroke and data coming from 14 days before the event can be classified with $\text{AUC} \geq 0.8$. Moreover, two effects are visible. First, as the separation between N₁ and N₂ increases (N₂ is larger), performance is improved. Second, the closer to the date of estimated stroke, the better the prediction. We hypothesize that the signal of stroke becomes stronger closer to the time of the stroke and thus negative training data taken close to the date of stroke confuse the model. Second, by limiting the positive examples to those near the actual stroke date, the data contain stronger indications of impending stroke, making the classification more accurate.

To further investigate this hypothesis, we examined times close to the estimated stroke time with respect to the predicted classifier scores (with N₁=90, N₂=5). Figure 5 shows the average classifier scores (in the range of 0 to 1) as a function of the time relative to the estimated stroke time. The classifier scores began to rise around 120 days before the estimated stroke day. In addition, Figure 5 shows the number of days during the prior 120 days and until the day before the estimated stroke day on which users had a score of over 0.95. A significant percentage of users had 5 or more days on which their scores were extremely high. Taken together, these findings suggest that significant alterations can be recognized prior to the date of estimated stroke.

Figure 4. Area under the receiver operating characteristic curve (AUC) as a function of N_2, the number of days ahead for which the prediction is made. Different curves show different values of N_1, the time prior to stroke that is taken as nonstroke dates.
Figure 5. Average classifier scores as a function of the time to estimated stroke date (left) and the number of times that each user had classifier scores greater than 0.95 (right) in the period between 120 days prior to the estimated stroke date and the day before.

Discussion

Principal Findings

Our findings suggest that among internet users, stroke events are preceded by alterations in communication patterns that have been previously shown to reflect aspects of cognitive function [29]. We used an unusual break in the query stream prior to the first mention of a stroke as the likely time of the clinical cerebrovascular event. Assuming that our presumed time of stroke correctly approximates the time of the real event, the internet-derived signal of an impending stroke tends to gain strength as the time of the stroke approaches. If monitored continuously, not only the signal per se but also its persistence and intensification with time might comprise a useful aid in attempted identification of an impending stroke. We expect that these or similar changes in pattern will be present in subjects at risk for stroke prior to a clinically verified stroke. Clearly, following the present hypothesis-forming analysis, the usefulness of the prediction model described here must be validated, and perhaps improved in a clinical setting among internet users who underwent a documented stroke.

Since stroke is mostly a condition affecting the older population segments, the complexity of multiple confounding morbidities comprised a real challenge to our study. We therefore included four types of control groups: (1) subjects not mentioning any health problems; (2) subjects mentioning acute nonvascular medical conditions (ie, surgery); (3) subjects who mentioned an acute vascular event, acute myocardial infarction with risk factors that are nearly identical to those of stroke; and (4) a variety of chronic conditions, which are relatively common in older subjects and may affect cognition, including hypertension, depression, vitamin B12 deficiency, and hypothyroidism. The model developed in this study performed well against all comparator groups, but showed better distinction from surgery and acute myocardial infarction, with more limited power to separate the stroke signal from that generated by hypertension. However, even in the weakest comparisons, the performance via the ROC analysis was very high, with an AUC in excess of 0.985 for all comparators. To place this performance in the proper context, the revised Framingham Stroke Risk Score, which is based on traditional risk factors and predicts a 10-year risk of stroke, offers an AUC of ~0.71 at best [3].

This study cannot uncover the mechanism underlying the evolution, prior to stroke, of escalating cognitive signals that can be detected via examination of an internet communication pattern. A recognizable stroke could be preceded by showering of microemboli from the arterial tree or the heart; worsening of brain small-vessel disease by uncontrolled hypertension and/or hyperlipidemia; or former smaller, clinically unrecognized microstrokes such as in the case of paroxysmal atrial fibrillation or in situ thrombi with cycles of partial resolution and expansion, all subtly impairing cognitive function prior to a major event. Such putative mechanisms would be hard to verify/exclude in the absence of solid clinical, biochemical, and imaging information.

There appears to be a three-fold advantage to an internet-based app for predicting impending stroke such as that presented here. First, it has the potential of serving as an alarm signal, which becomes gradually more intense as the time of the actual stroke approaches, beginning at 120 days to a few days before the stroke. This offers a time window of opportunity to act swiftly, identify specific underlying conditions that predispose to stroke, and apply preventive measures. This concept potentially generates a concrete and immediate alarm, vastly remote from calculating a general “sometime in the next decade” warning, which is often ignored. Second, if indeed validated in the clinical setting, its predicted overall performance and accuracy are considerably higher than those of solidly established traditional tools. Lastly, this algorithm can be applied in an inexpensive manner on a large scale and ongoing basis, similar to a computer virus detection program that runs in the background, reducing costly screening, morbidity, and mortality [17].

Limitations

This study has important inherent limitations. First, the assumption that subjects who declared that they had a stroke indeed experienced some form of true cerebrovascular event lacks actual clinical documentation. However, we provide indirect evidence that the identification was likely correct, including a period of “internet silence” suggesting...
hospitalization; queries for risk factors and relevant drugs, which increased substantially in the stroke cohort after the event; increase in classifier scores leading up to the estimated stroke time; and the attributes used to separate the stroke cohort from the controls. Moreover, many other people who underwent a stroke event did not identify themselves as having experienced it. Those people would not have been included in our cohort and might therefore introduce a bias toward specific populations [30].

Second, since the terms used to trap the occurrence of stroke were selected by lay people, the precise nature of the event is impossible to determine, neither is the ratio among various forms of cerebrovascular events such as true stroke vs transient ischemic attack. The requirement for a minimal period of internet “absenteeism” as an inclusion criterion would likely, but not completely, exclude very minor events. As is the case for the occurrence of stroke itself, the existence of the comparator conditions such as acute myocardial infarction completely depends on wording in queries and lack actual medical evidence.

Third, our analysis only applies to presumed stroke survivors who could return to use the internet. Therefore, it does not apply to individuals who did not survive the stroke or had an unfortunate clinical course that precluded further internet communications after the stroke; thus, our analysis was likely not applied to the most severe forms of stroke. Although it is possible that subjects that suffered fatal or severely disabling stroke would have no prestroke warning fingerprints in their communications, it is equally reasonable to assume that their prestroke signals could be even stronger. Moreover, the actual use of drugs is likely higher than their mention in communications and could also refer to people other than the subjects under study themselves.

We also note that the identification of people in the control condition, although supported by precedent [28], does not preclude people who queried for events that happened in the past, because they were asking about other people or those who were asking out of general interest. However, as the cited literature suggests, they are a reasonable proxy for such a condition cohort.

Conclusions
We have developed an internet-based detection model that retrospectively identified subjects who later developed stroke according to self-reports. The usefulness of this system in real-life patients awaits validation in a clinical setting where this model must be tested against accurate diagnoses, information on stroke risk factors, comorbidities, drugs, and outcome. We put forth the vision, which requires much testing but deserves further pursuit, that consenting internet users at some risk for stroke would request continuous surveillance, much like standard computer antivirus programs, to detect an impending stroke so as to allow its prevention.
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Background: Telemonitoring could offer solutions to the mounting challenges for health care and could improve patient self-management. Studies have addressed the benefits and challenges of telemonitoring for certain patient groups.

Objective: This paper will examine the nationwide uptake of telemonitoring in chronic care in the Netherlands from 2014 to 2019 by means of an annual representative survey among patients and health care professionals.

Methods: Between 2014 and 2019, approximately 2900 patients with chronic diseases, 700 nurses, and 500 general practitioners (GPs) and medical specialists received a questionnaire. About 30 questions addressed topics about the use of eHealth and experiences with it, including data about telemonitoring.

Results: Between 2014 and 2019, the use of telemonitoring remained stable for all groups except medical specialists. In medical specialist departments, the use of telemonitoring increased from 11.2% (18/161) in 2014 to 19.6% (36/184) in 2019 ($\chi^2 = 12.3; P = .02$). In 2019, telemonitoring was used by 5.8% (28/485) of people with chronic disease. This was 18.2% (41/225) in GP organizations and 40.4% (78/205), and 8.9% (29/325) in the organizations of nurses working in primary, secondary, and elderly care, respectively. Up to 10% of the targeted patient group such as diabetics were regarded by health care professionals as suitable for using telemonitoring. The main benefits mentioned by the patients were “comfort” (421/1043, 40.4%) and “living at home for longer/more comfortably” (334/1047, 31.9%). Health care professionals added “improvement of self-management” (63/176, 35.8% to 57/71, 80.3%), “better understanding of the patient’s condition” (47/176, 26.7% to 42/71, 59.2%), “reduction of workload” (53/134, 39.6% of nurses in elderly care), “better tailoring of care plan to the patient’s situation” (95/225, 42.2% of GPs), and “saves time for patients/caregivers” (61/176, 34.7% of medical specialists). Disadvantages mentioned by professionals were that “it takes time to monitor data” (13/130, 10% to 108/225, 48.0%), “it takes time to follow up alerts” (15/130, 11.5% to 117/225, 52.0%), and “it is difficult to estimate which patients can work with telemonitoring” (22/113, 19.5% to 94/225, 41.8%).

Conclusions: The uptake of telemonitoring in Dutch chronic care remained stable during 2014-2019 but increased among medical specialists. According to both patients and professionals, telemonitoring improves the quality of life and quality of care. Skills for suitably including eligible patients and for allocating the tasks of data monitoring and follow-up care within the team would help to further increase the use of telemonitoring.
Introduction

Added Value of Telemonitoring

Telemonitoring could broaden access to health care and offer solutions to the mounting challenges for the health care system such as an ageing population, which is creating a demand for long-term care, rising expectations from patients who are better informed about health issues, and the pressure on national health care budgets due to these demands [1-4]. Telemonitoring uses technology such as videoconferencing, email, remote electronic monitoring equipment, social network apps, and internet portals to allow monitoring and self-monitoring of health data by patients and health-related education and long-distance interventions by health care professionals (HCPs) [5-7]. Several studies have addressed the benefits of telemonitoring, for example, better access to health care and the cost-effective delivery of health care. Telemonitoring could reduce face-to-face consultations and clinic visits. In addition, telemonitoring improves the quality of care and clinical outcomes through continuous and reliable monitoring of data, immediate assessment, triage, and interventions. Telemonitoring could also improve patient empowerment, self-management, and compliance [4,8-16].

Implementation of Telemonitoring

Implementation and actual use of telemonitoring in daily practice require well-thought-out action plans, for example, for selecting appropriate interventions or for tailoring the design to the needs of the user group. In addition, telemonitoring should be seamlessly integrated into the health care processes and should avoid disrupting the HCPs’ existing workflow. It was also recommended that telemonitoring should be part of “blended care” as both patients and HCPs prefer face-to-face encounters [17,18]. Implementation programs for telemonitoring should tackle barriers to actual use. Some studies found barriers that are related to “users” of telemonitoring such as lack of digital skills, resistance to change, and lack of direct personal benefit. Mentioned examples of barriers that were related to the context were lack of privacy (or fear of it), security, patient safety, a properly working internet connection, proper technological infrastructure, regulations, funding, and task allocation [4,19].

Telemonitoring in the Netherlands

In the Netherlands, an enabling factor related to the context of telemonitoring is the availability of 4G mobile networks and high-speed broadband Internet access, even in rural areas [20]. Currently, 90% of Dutch people use the internet daily. In particular, over the last 5 years, older people, the less well-educated, those born outside the country, and low-income households have caught up [21]. In terms of policy, several national documents, studies, and guidelines for eHealth have been developed during the last 10 years addressing privacy and patient safety in the use of eHealth [22,23]. In 2012, the Dutch National Implementation Agenda for eHealth was launched, followed by the eHealth Governance Covenant 2014 - 2019 [24] and a framework on the use of eHealth by HCPs [23]. As regards funding, telemonitoring is covered by the Dutch health insurance system; in particular, the funding of follow-up consultations improved in 2019. Still, HCPs do not have the funds to upscale telemonitoring [25].

Annual Nationwide Representative Study Among Health Care Professionals

Since 2013, the nationwide uptake of eHealth in general by patients and HCPs has been investigated annually and reported in what is known as the “eHealth-monitor.” This investigation was commissioned by the Dutch Ministry of Health, Welfare and Sport. The aim of the annual eHealth-monitor was to investigate the implementation of eHealth and to boost its implementation in subsequent health care policy. Every year, about 30 questions addressed topics on the use of eHealth and experiences with it, including telemonitoring. The findings from the perspectives of nurses, general practitioners (GPs), medical specialists, and patients with a chronic disease increased the understanding of the implementation of telemonitoring and the uptake of telemonitoring in daily practice. To our knowledge, our study is the first scientific paper on the nationwide uptake of telemonitoring for all patient groups in chronic care over a long period of time. We analyzed data on the actual use of telemonitoring by patients and HCPs in daily chronic care. In addition, opinions on and experiences with telemonitoring were analyzed.

Methods

Study Design

Since 2013, data for the eHealth-monitor has been collected annually using various nationwide panels. Written and online questionnaires on eHealth were sent to GPs, medical specialists, nurses (practice nurses and practice assistants working in elderly care, GP care, and hospital care), and people with chronic diseases. All participants were approached in March. Nonresponders initially received 1 written or 2 online reminders. For this study, data from respondents on questions about telemonitoring between 2014 and 2019 were used.

Study Population

People with chronic diseases may be included in the representative National Panel of people with Chronic illness or Disability (NPCD) [26]. Inclusion criteria for the NPCD are age 15 or older, diagnosed with a somatic chronic disease, aware of the diagnosis, having a life expectancy of more than 6 months, mentally capable of participating, and not permanently institutionalized. Every year, 500 new panel members are selected to replace panel members who have withdrawn or who have participated for 4 years. The questions on telemonitoring were posed in 2015, 2017, and 2019.
Nurses are participants in a representative nursing staff panel. The nursing staff panel consists of a nationwide group of nursing staff members (nurses, caregivers, and practice assistants) in various health care settings who deliver direct patient care. The recruitment of members of the nursing staff panel takes place through a random sample of two pension funds. Together, these pension funds register all employees in the Dutch health care sector. Nursing staff were asked to participate in health care research for various purposes. People who agreed and who delivered direct nursing care to patients could join the nursing staff panel. The questions on telemonitoring were asked annually, from 2014 until 2019. For this study, the data of nurses working in primary care, secondary care, and elderly care were used. For 2014 until 2016, the data of nurses working in the curative sectors (practice nurses and nurses working in hospital care) were taken together. From 2017 onwards, these sectors were split into two samples.

General practitioners and medical specialists are participants in a representative doctor’s panel. Included are all registered GPs and medical specialists of the Royal Dutch Medical Association. Inclusion criteria for participating in the eHealth-monitor were practicing in the past year and being involved in the diagnosis or treatment of patients. From these doctors, certain specializations were excluded: public and occupational health, forensic medicine, addiction medicine, and psychiatry. The questions on telemonitoring were asked annually, from 2014 until 2019.

**Questionnaires**

All participants were asked about their use of telemonitoring and experience with its advantages and disadvantages in the previous 12 months. In addition, HCPs were asked for which portion of patients telemonitoring was used and for which patient groups relevant (Textbox 1).
Textbox 1. Questionnaires.

**Telemonitoring**: Remote monitoring of a patient, in which they measure their own health values (for example, blood pressure, blood sugar level) using a meter, sensor, or other device in the home situation and in which they could also respond to some questions. The HCP receives these data digitally.

**People with chronic diseases who measure health values themselves**
- Which of the following statements apply to you? (multiple answers possible)
- I electronically submit my self-measured health values to my health care provider (eg, by email or automatically via computer or mobile app) (2015, 2017, 2019)
- My health care provider can see my health data on a website or in a mobile app (2015, 2017, 2019)
- My health care provider looks at my self-measured health data before or during a consultation and discusses it with me (2015, 2017, 2019)
- My health care provider keeps an eye on my self-measured health data remotely and contacts me if anything is wrong (2015, 2017, 2019)
- Can you say how desirable or necessary telemonitoring is for you? (2017)
- Could you please answer the following statements? (2019) I notice or think that telemonitoring...
  - ...makes it easier for me to live at home longer and/or more easily
  - ...takes a lot of effort for me
  - ...improves my care
  - ...makes me very tense

**Nurses**
- Has telemonitoring been used in your organization in the past year? (2014-2019)
- If so, what proportion of your clients/patients use telemonitoring (estimated)? (2016, 2017, 2019)
- If so, what proportion of your clients do you think telemonitoring makes sense for (estimated)? (2019)
- What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

**General practitioners**
- Could you state whether telemonitoring is applied to the following patient groups (in your practice)? If telemonitoring is not applied, could you please state whether there are plans to start within a year and whether you would like to do so? (2014-2017)
- In your practice, some of your patients with diabetes are currently being monitored by telemonitoring. Could you please estimate the proportion of your diabetes patients for whom you think telemonitoring is sensible? What proportion of your diabetes patients do use it? (2015-2017)
- Is telemonitoring of patients relevant to you or your practice, and is it used within your practice for some or all of the patients? (2019)
- Could you estimate the size of the group of patients for whom you think telemonitoring is sensible and for whom you or other HCPs actually use it in your practice? (2019)
- What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

**Medical specialists**
- Is telemonitoring of patients relevant to your medical specialty, and is it applied by your department for some or all patients? (2014-2017, 2019)
- For which group of your patients is telemonitoring relevant? (2015-2017)
- Could you estimate the size of the group of patients for whom you think telemonitoring is sensible and for whom you or other HCPs actually use it at your department? (2015-2017, 2019)
- What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

**Data Analysis**

Descriptive analyses were conducted to study the use and experiences of telemonitoring. Data from the questionnaires among people with a chronic disease and nursing staff were analyzed using Stata, version 15.0 (StataCorp). The results from the questionnaires among GPs and medical specialists were analyzed using SPSS, version 25.0 (IBM Corp).

For questions asked to people with chronic diseases, the descriptive analyses were weighted for age and gender in such a way that it resembled the distribution of age and gender within the Dutch population from age 18 years, based on data from Statistics Netherlands. We applied a weighting factor ranging from 0.65 to 2.28. The samples for nurses and GPs are fairly representative of the Dutch population of nurses and GPs regarding gender, but the response is not representative for age: GPs younger than 35 years and GPs and nurses 50 years and...
older responded more often. Nevertheless, we did not use a weight factor to correct for this because applying the weight factor did not affect the results. For questions asked to medical specialists, the descriptive analyses were weighted for type of specialty. We applied a weighting factor ranging from 0.5 to 1.7.

**Results**

**Participants**

Over the years, data were used from 485-633 people with a chronic disease, 322-607 nurses working in elderly care, 220-367 nurses working in the curative disciplines (primary and secondary care), 225-396 GPs, and 184-386 medical specialists who answered questions about telemonitoring (Table 1). The mean age of people with chronic disease was 64.5 to 66.4 years. The mean age of nurses varied from 46.7 to 52.2 years. The mean ages of GPs and medical specialists ranged from 50.0 to 52.6 years and 49.4 to 53.9 years, respectively. Approximately half of the people with chronic disease and the doctors were men; among nurses, only 3.5% (21/607) to 16.1% (25/155) were men.
Table 1. Study population per year.a

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>People with chronic disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Responses, n</td>
<td>1448</td>
<td>1357</td>
<td>—</td>
<td>1357</td>
<td>—</td>
<td>1292</td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>—</td>
<td>604</td>
<td>—</td>
<td>633</td>
<td>—</td>
<td>485</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>315 (52.2)</td>
<td>304 (48.0)</td>
<td>—</td>
<td>304 (48.0)</td>
<td>234 (48.2)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.9 (12.7)</td>
<td>66.4 (12.1)</td>
<td>—</td>
<td>66.4 (12.1)</td>
<td>64.5 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Low education, n (%)</td>
<td>133 (22.0)</td>
<td>156 (24.6)</td>
<td>—</td>
<td>156 (24.6)</td>
<td>95 (19.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Nurses in elderly care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>408</td>
<td>607</td>
<td>433</td>
<td>341</td>
<td>322</td>
<td>325</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>18 (4.4)</td>
<td>21 (3.5)</td>
<td>20 (4.6)</td>
<td>15 (4.4)</td>
<td>29 (9.0)</td>
<td>19 (5.8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.8 (8.9)</td>
<td>48.9 (10.8)</td>
<td>49.7 (10.3)</td>
<td>52.2 (9.5)</td>
<td>50.1 (10.8)</td>
<td>50.9 (11.1)</td>
</tr>
<tr>
<td><strong>Nurses in curative sectors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>262</td>
<td>316</td>
<td>220</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>26 (9.9)</td>
<td>36 (11.4)</td>
<td>25 (11.4)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.8 (9.6)</td>
<td>46.7 (11.4)</td>
<td>48.4 (10.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Practice nurses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>212</td>
<td>124</td>
<td>109</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>12 (5.7)</td>
<td>8 (6.5)</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>50.8 (8.6)</td>
<td>50.4 (9.0)</td>
<td>52.0 (9.1)</td>
</tr>
<tr>
<td><strong>Nurses in hospital care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>155</td>
<td>211</td>
<td>205</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>25 (16.1)</td>
<td>29 (13.7)</td>
<td>27 (13.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>49.4 (11.0)</td>
<td>50.0 (11.2)</td>
<td>48.2 (12.4)</td>
</tr>
<tr>
<td><strong>General practitioners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>396</td>
<td>316</td>
<td>290</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>194 (49.0)</td>
<td>162 (51.3)</td>
<td>133 (45.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>50.0 (10.2)</td>
<td>51.1 (9.9)</td>
<td>51.5 (9.7)</td>
</tr>
<tr>
<td><strong>Medical specialists</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemonitoring responses, n</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>386</td>
<td>274</td>
<td>253</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>203 (52.6)</td>
<td>151 (55.1)</td>
<td>153 (60.5)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>49.8 (11.3)</td>
<td>49.4 (11.1)</td>
<td>51.9 (11.3)</td>
</tr>
</tbody>
</table>

aAmong general practitioners and medical specialists, the questions in 2015, 2016, and 2017 were different from those in 2019.

bNot available.

cQuestion was only asked to persons who measured health outcomes by themselves.

dWeighted by type of specialty.

Actual Use of Telemonitoring

In 2019, 5.8% (28/485) of people with a chronic disease stated that their HCP monitors the health values remotely and contacts them if anything looks wrong (Table 2). In 2015, this figure was 3.3% (20/604). Most of them had been diagnosed with cardiovascular disease or diabetes. In 2019, 38.0% (78/205) of nurses working in secondary care and 40.4% (44/109) in primary care stated that their organization uses telemonitoring. In 2014, this percentage was 34.0% (89/262) for nurses working in the curative disciplines (both hospital and general practice nurses). Among nurses working in elderly care this was 8.9% (29/325) in 2019 and 11.3% (46/408) in 2014. In addition, 18.2% (41/225) of GPs and 19.6% (36/184) of medical specialists stated that telemonitoring was used in their organizations in 2019. These percentages were 17.0% and 11.2%, respectively, in 2014. Among medical specialists, this number has grown significantly over the years (χ²=12.3, P=.02). Up to 10% of the targeted
patient group, including people with diabetes, is reckoned to be suitable for using telemonitoring.

Table 2. Proportions of patients and health care professionals (HCPs) using telemonitoring, from 2014 to 2019.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with a chronic disease, n (%)(^{a})</td>
<td>—</td>
<td>20 (3.3)</td>
<td>—</td>
<td>37 (5.8)</td>
<td>—</td>
<td>28 (5.8)</td>
</tr>
<tr>
<td><strong>Elderly care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses, n (%)(^{c})</td>
<td>46 (11.3)</td>
<td>70 (11.5)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>29 (8.9)</td>
</tr>
<tr>
<td>Patients using telemonitoring, n (mode %)(^{d})</td>
<td>—</td>
<td>—</td>
<td>27 (1-10)</td>
<td>25 (1-10)</td>
<td>—</td>
<td>17 (1-10)</td>
</tr>
<tr>
<td><strong>Primary/secondary care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses, n (%)</td>
<td>89 (34.0)</td>
<td>126 (39.9)</td>
<td>84 (38.2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Patients using telemonitoring, n (mode %)</td>
<td>—</td>
<td>—</td>
<td>18 (1-10)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Primary care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>85 (40.1)</td>
<td>58 (46.8)</td>
<td>44 (40.4)</td>
</tr>
<tr>
<td>Patients using telemonitoring, n (mode %)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>61 (1-10)</td>
<td>—</td>
<td>25 (1-10)</td>
</tr>
<tr>
<td><strong>Secondary care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>50 (32.3)</td>
<td>80 (37.9)</td>
<td>78 (38.0)</td>
</tr>
<tr>
<td>Patients using telemonitoring, n (mode %)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>14 (1-10)</td>
<td>—</td>
<td>22 (1-10)</td>
</tr>
<tr>
<td><strong>General practitioners, n (%)(^{e})</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group using telemonitoring, n (mode group)</td>
<td>25 (Diabetes)</td>
<td>43 (Diabetes)</td>
<td>37 (Diabetes)</td>
<td>21 (Diabetes)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Relevant for diabetes, n (mode %)(^{d})</td>
<td>—</td>
<td>26 (1-10)</td>
<td>20 (1-10)</td>
<td>10 (1-10)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Medical specialists, n (%)(^{e})</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevant for patients, n (mode %)(^{d})</td>
<td>18 (11.2)</td>
<td>41 (10.6)</td>
<td>26 (9.5)</td>
<td>29 (11.5)</td>
<td>—</td>
<td>36 (19.6)</td>
</tr>
<tr>
<td>Relevant for patient group, n (mode group)(^{e})</td>
<td>—</td>
<td>13 (Diabetes)</td>
<td>9 (Diabetes)</td>
<td>11 (Diabetes)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^{a}\)The proportion of responding patients stating they are monitored on self-reported health measures by HCP (remotely).

\(^{b}\)Not available.

\(^{c}\)The proportion of responding HCPs stating that telemonitoring is relevant or is used at their department, practice, or organization. Difference between years ($\chi^2 = 12.3; P = .02$).

\(^{d}\)Proportion of patients using telemonitoring according to the HCPs; possible answers: none, up to 10%, up to 20%, up to 50%, up to 100%, I don’t know.

\(^{e}\)The most often mentioned were these groups: diabetes, heart failure, chronic obstructive pulmonary disease, and asthma.

Advantages and Disadvantages of Telemonitoring

Of patients with a chronic disease, 40.4% (421/1043) agreed or totally agreed with the statement “telemonitoring improves my comfort” (353/1043, 33.8% answered “don’t know”). In addition, 31.9% (334/1047) agreed or totally agreed with “telemonitoring lets me stay at home longer and/or live more comfortably” (405/1050, 38.7% answered “don’t know”) (Table 3).

On the other hand, 7.7% agreed or totally agreed with “telemonitoring takes me a lot of effort” (36.4% answered “don’t know”). Among HCPs, the most widely experienced or expected advantage of telemonitoring mentioned was “telemonitoring improves patients’ self-management” (57/71, 80.3% of nurses working in primary care; 71/124, 57.3% of nurses working in secondary care; 84/134, 62.7% of nurses working in elderly care; 135/225, 60% of GPs; 63/176, 35.8% of medical specialists) (Table 4). In addition, 59.2% (42/71) of nurses working in primary care and 46.8% (58/124) of nurses working in secondary care stated that their experience or expectation of telemonitoring was that they would get a better understanding of the health condition of the patient. Of nurses working in elderly care, 39.6% (53/134) experienced or expected telemonitoring to reduce the workload. Moreover, 42.2% (95/225) of GPs said that telemonitoring let them tailor the care plan to the situation of their patients better. Of medical specialists, 34.7% (61/176) expected or had observed that telemonitoring gave them spare time for patients and caregivers/relatives.
Table 3. Opinions of telemonitoring from patients with chronic diseases (n=1023-1050), 2019.

<table>
<thead>
<tr>
<th>Agreement with statement, n (%)</th>
<th>Torres agree nor disagree</th>
<th>Agree</th>
<th>Totally disagree</th>
<th>I don't know</th>
</tr>
</thead>
<tbody>
<tr>
<td>Let me live at home longer and/or more easily (n=1047)</td>
<td>405 (38.7)</td>
<td>99 (9.5)</td>
<td>235 (22.4)</td>
<td>99 (9.5)</td>
</tr>
<tr>
<td>Improves my comfort (n=1043)</td>
<td>42 (4.0)</td>
<td>50 (4.8)</td>
<td>177 (17.0)</td>
<td>331 (31.7)</td>
</tr>
<tr>
<td>Takes me a lot of effort (n=1023)</td>
<td>83 (8.1)</td>
<td>249 (24.3)</td>
<td>246 (24.0)</td>
<td>61 (6.0)</td>
</tr>
<tr>
<td>Improves my care (n=1035)</td>
<td>41 (4.0)</td>
<td>66 (6.4)</td>
<td>234 (22.6)</td>
<td>241 (23.3)</td>
</tr>
<tr>
<td>Makes me very tense (n=1027)</td>
<td>104 (10.1)</td>
<td>220 (21.4)</td>
<td>238 (23.2)</td>
<td>77 (7.5)</td>
</tr>
</tbody>
</table>

Table 4. Experienced or expected advantages and disadvantages of telemonitoring assessed by health care providers, 2019.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Nurses, primary care</th>
<th>Nurses, secondary care</th>
<th>Nurses, elderly care</th>
<th>General practitioners</th>
<th>Medical specialists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantages respondents, n</td>
<td>71</td>
<td>124</td>
<td>134</td>
<td>225</td>
<td>176</td>
</tr>
<tr>
<td>Advantages, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It reduces the workload</td>
<td>10 (14.1)</td>
<td>23 (18.5)</td>
<td>53 (39.6)</td>
<td>16 (7.1)</td>
<td>14 (8.0)</td>
</tr>
<tr>
<td>It reduces the workload of my assistants</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
<td>56 (24.9)</td>
<td>18 (10.2)</td>
</tr>
<tr>
<td>It saves time for patients and or caregivers/relatives</td>
<td>32 (45.1)</td>
<td>58 (46.8)</td>
<td>45 (33.6)</td>
<td>86 (38.2)</td>
<td>61 (34.7)</td>
</tr>
<tr>
<td>It improves the quality of care in my organization</td>
<td>34 (47.9)</td>
<td>50 (40.3)</td>
<td>38 (28.4)</td>
<td>77 (34.2)</td>
<td>44 (25.0)</td>
</tr>
<tr>
<td>It improves the self-management of the patient</td>
<td>57 (80.3)</td>
<td>71 (57.3)</td>
<td>84 (62.7)</td>
<td>135 (60.0)</td>
<td>63 (35.8)</td>
</tr>
<tr>
<td>I have a better understanding of my clients’ health condition</td>
<td>42 (59.2)</td>
<td>58 (46.8)</td>
<td>43 (32.1)</td>
<td>77 (34.2)</td>
<td>47 (26.7)</td>
</tr>
<tr>
<td>It lets me tailor the care plan better to my patients’ situation</td>
<td>38 (53.5)</td>
<td>47 (37.9)</td>
<td>32 (23.9)</td>
<td>95 (42.2)</td>
<td>45 (25.6)</td>
</tr>
<tr>
<td>It lets patients ask for help in time</td>
<td>20 (28.2)</td>
<td>52 (41.9)</td>
<td>38 (28.4)</td>
<td>67 (29.8)</td>
<td>32 (18.2)</td>
</tr>
<tr>
<td>Other advantages</td>
<td><em>b</em></td>
<td>7 (5.6)</td>
<td>3 (2.2)</td>
<td>9 (4.0)</td>
<td>5 (2.8)</td>
</tr>
<tr>
<td>I do not expect or experience any advantages</td>
<td><em>b</em></td>
<td>9 (7.3)</td>
<td>23 (17.2)</td>
<td>32 (14.2)</td>
<td>48 (27.3)</td>
</tr>
<tr>
<td>Disadvantages respondents, n</td>
<td>68</td>
<td>113</td>
<td>130</td>
<td>225</td>
<td>181</td>
</tr>
<tr>
<td>Disadvantages, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It takes me a lot of time to monitor/check health values</td>
<td>32 (47.1)</td>
<td>21 (18.6)</td>
<td>13 (10.0)</td>
<td>108 (48.0)</td>
<td>56 (30.9)</td>
</tr>
<tr>
<td>It makes me a lot of time to follow up notifications</td>
<td>29 (42.6)</td>
<td>19 (16.8)</td>
<td>15 (11.5)</td>
<td>117 (52.0)</td>
<td>51 (28.2)</td>
</tr>
<tr>
<td>It takes a lot of time for my assistants</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
<td>99 (44.0)</td>
<td>45 (24.9)</td>
</tr>
<tr>
<td>It ensures that patients and/or relatives contact me more often</td>
<td>20 (29.4)</td>
<td>22 (19.5)</td>
<td>21 (16.2)</td>
<td>83 (36.9)</td>
<td>40 (22.1)</td>
</tr>
<tr>
<td>It worries patients and/or relatives</td>
<td>10 (14.7)</td>
<td>20 (17.7)</td>
<td>23 (17.7)</td>
<td>81 (36.0)</td>
<td>33 (18.2)</td>
</tr>
<tr>
<td>I find it difficult to work with it</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
<td>16 (7.1)</td>
<td>7 (3.9)</td>
</tr>
<tr>
<td>The system provides unreliable data</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
<td>52 (23.1)</td>
<td>33 (18.2)</td>
</tr>
<tr>
<td>The application is not secure</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
<td>20 (8.9)</td>
<td>7 (3.9)</td>
</tr>
<tr>
<td>I find it difficult to estimate which patients can work with it</td>
<td>15 (22.1)</td>
<td>22 (19.5)</td>
<td>37 (28.5)</td>
<td>94 (41.8)</td>
<td>52 (28.7)</td>
</tr>
<tr>
<td>Other disadvantages</td>
<td>8 (11.8)</td>
<td>7 (6.2)</td>
<td>8 (6.2)</td>
<td>18 (8.0)</td>
<td>20 (11.0)</td>
</tr>
<tr>
<td>I do not expect or experience any disadvantages</td>
<td>13 (19.1)</td>
<td>49 (43.4)</td>
<td>56 (43.1)</td>
<td>13 (5.8)</td>
<td>33 (18.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Multiple answers possible.
<sup>b</sup>Not available.

A total of 43.4% (49/113) of nurses working in secondary care and 43.1% (56/130) of nurses working in elderly care did not expect or experience any disadvantages of telemonitoring. In contrast, 47.1% (32/68) of nurses working in primary care
Discussion

Principal Findings

Our study adds new insights to current scientific studies of telemonitoring, as it investigated the actual nationwide uptake of telemonitoring for all patient groups in chronic care over a long period of time (before the COVID-19 pandemic). Findings from the perspectives of nurses, GPs, medical specialists, and patients with chronic diseases can assist the implementation of telemonitoring and the uptake of telemonitoring in daily practice. The current COVID-19 pandemic has called for rapid implementation of telemonitoring for acute and subacute diseases in 2020. Future editions of the Dutch eHealth-monitor might present the impact of COVID-19 on a rising uptake of telemonitoring [27] and on new opinions and experiences with telemonitoring. Strengths of our study include the large sample size, the external validity and reliability of the data, and the representativeness of the various groups of participants (people with chronic diseases, nurses, GPs, and medical specialists).

Nevertheless, there are also some limitations. Due to the specific factors in the Netherlands that boosted the implementation of telemonitoring, our study results can only partly be extrapolated to other countries. In addition, the use of telemonitoring was only investigated by asking potential users in health care; we did not investigate data from other resources such as health care insurers or telehealth companies. As well, our quantitative approach is best suited to answering “what,” “when,” and “who” questions and less well-suited to “how” and “why” questions. The opinions and experiences with telemonitoring that we investigated therefore do not fully explain the factors concerning the implementation and uptake of telemonitoring. Even so, our results concerning the experiences of HCPs are underlined by qualitative studies [28-30]. Other benefits and barriers found are “an increased feeling of safety” and “insufficient familiarity with the technology” [28-30]. In addition, HCPs need to add telemonitoring to the health care process, with a precise description of the target group, task allocation for data monitoring, and support for patients from within the team [31,32].

Conclusion

The uptake of telemonitoring in Dutch chronic care remained stable during 2014-2019 but increased among medical specialists. According to both patients and professionals, telemonitoring improves the quality of life and quality of care. Skills for appropriately including eligible patients and allocating the tasks of data monitoring and follow-up care within the team would help to further increase the use of telemonitoring.
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Abstract

Background: Patients with peripheral artery disease (PAD) are at high risk for major cardiovascular events, including myocardial infarction, stroke, and hospitalization for heart failure. We have previously shown the clinical efficacy of a fourth-generation synchronous telehealth program for some patients, but the costs and cardiovascular benefits of the program for PAD patients remain unknown.

Objective: The telehealth program is now widely used by higher-risk cardiovascular patients to prevent further cardiovascular events. This study investigated whether patients with PAD would also have better cardiovascular outcomes after participating in the fourth-generation synchronous telehealth program.

Methods: This was a retrospective cohort study. We screened 5062 patients with cardiovascular diseases who were treated at National Taiwan University Hospital and then enrolled 391 patients with a diagnosis of PAD. Of these patients, 162 took part in the telehealth program, while 229 did not and thus served as control patients. Inverse probability of treatment weighting (IPTW) based on the propensity score was used to mitigate possible selection bias. Follow-up outcomes included heart failure hospitalization, acute coronary syndrome, stroke, and all-cause readmission during the 1-year follow-up period and through the last follow-up.

Results: The mean follow-up duration was 3.1 (SD 1.8) years for the patients who participated in the telehealth program and 3.2 (SD 1.8) for the control group. The telehealth program patients exhibited lower risk of ischemic stroke than did the control group in the first year after IPTW (0.9% vs 3.5%; hazard ratio [HR] 0.24; 95% CI 0.07-0.80). The 1-year composite endpoint of vascular accident, including acute coronary syndrome and stroke, was also significantly lower in the telehealth program group after IPTW (2.4% vs 5.2%; HR 0.46; 95% CI 0.21-0.997). At the end of the follow-up, the telehealth program group continued to exhibit a significantly lower rate of ischemic stroke than did the control group after IPTW (0.9% vs 3.5%; HR 0.52, 95% CI 0.28-0.93). Furthermore, the medical costs of the telehealth program patients were not higher than those of the control group, whether in terms of outpatient, emergency department, hospitalization, or total costs.
Conclusions: The PAD patients who participated in the fourth-generation synchronous telehealth program exhibited lower risk of ischemic stroke events over both mid- and long-term follow-up periods. However, larger-scale and prospective randomized clinical trials are needed to confirm our findings.

(J Med Internet Res 2021;23(5):e24346) doi:10.2196/24346
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peripheral artery disease; fourth-generation synchronous telehealth program; ischemic stroke; hospitalization; cardiovascular disease; telehealth; stroke; cost; benefit; heart

Introduction
Cardiovascular (CV) diseases remain the biggest health burden worldwide [1]. Telemedicine can be used to monitor diseases and treat patients in real time. Previous studies have shown that patients with CV diseases who received telehealth medicine had better control over vascular risk factors, such as hypertension, diabetes mellitus, and dyslipidemia [2]. Furthermore, both Spyros et al [3] and Sally et al [4] reported that telemedicine was an important prognostic factor for patients with congestive heart failure in reducing all-cause mortality. Relatedly, we have shown that a fourth-generation telehealth program—more specifically, an internet-based, synchronized disease management program that provides an immediate response—is associated with lower all-cause mortality among patients with CV as compared to that seen in patients who did not participate in the program [5]. However, Takahashi et al [6] found that asynchronous telemonitoring did not lead to fewer hospitalizations or emergency department visits. Meanwhile, a review article suggested that telemedicine should be carefully evaluated and applied in only those patients who would really benefit from it in terms of improved clinical outcomes [7].

Patients with peripheral artery disease (PAD) have relatively high rates of various comorbidities, including acute coronary syndrome (ACS), stroke, and congestive heart failure [8-10]. Numerous cohort studies have reported that the clinical outcomes of PAD patients are grave, with the rates of major adverse CV events and mortality being higher among PAD patients than among the general population. Moreover, PAD is an independent risk factor for mortality in patients with CV diseases [11]. Current guidelines advocate the use of antplatelet agents and statins as primary therapies for these patients to prevent further major adverse cardiovascular events, because they are at high risk of CV events [11,12]. Therefore, it is important to treat PAD patients using innovative modalities to improve their overall prognosis. New treatment strategies that offer better CV outcomes for these patients are needed in the internet era. The costs and CV benefits of the fourth-generation synchronous telehealth program for these patients remain unknown.

The aims of this study were to elucidate the effects of the fourth-generation synchronous telehealth program for PAD patients on their CV outcomes, including stroke, ACS, and hospitalization for heart failure; and to evaluate the medical costs for these patients, including those who are treated at outpatient clinics and emergency departments or who are hospitalized.

Methods
Study Design
This was a retrospective cohort study in which data from a tertiary hospital in Taiwan was analyzed. This study was approved by the Institutional Review Board of National Taiwan University Hospital (NTUH), Taipei, Taiwan. All protocols were performed in accordance with relevant guidelines and regulations.

Patient Selection
Patients older than 20 years diagnosed with chronic CV diseases were screened at NTUH. Chronic CV diseases included coronary artery disease, myocardial infarction, heart failure, PAD, stroke, and hypertension. The patients with PAD were further selected for this study, with the PAD patients who participated in the fourth-generation synchronous telehealth program at the telehealth center of NTUH being enrolled as the study group. The patients with PAD who received usual care were enrolled as the control group. The decision of whether to participate in the telehealth program depended on the patients and/or their caregivers.

Telehealth Care Program
The fourth-generation synchronous telehealth program at our center is an integrated remote management program for chronic diseases. The internet-based platform was developed by the Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taiwan. The details of this program have been reported previously [13]. Briefly, this telehealth program provides the following services: the collection of biometric data including single-lead electrocardiography, blood pressure, heart rate, and oximetry data, which are transferred from patients to our telehealth center daily and on demand; daily and on-demand telephone calls from nurse case managers for communication and health promotion; care and guidance from full-time nurse case managers and cardiologists who are in charge of care 24 hours per day; and long-term medication services and care management, which are discussed with the patients’ primary care physician after acute events. The telehealth program bridges acute and home care and emphasizes education, prevention, and the early detection of clinical deterioration.

Usual Care
The patients in the control group received the usual care provided by the primary care physicians at our CV center according to updated guidelines including, but not limited to, the American Heart Association’s guidelines for lifestyle
modification and primary prevention to reduce CV risks, guidelines for the management of stable ischemic heart disease, and the American Diabetes Association’s guidelines for the management of diabetes. These patients made routine outpatient department visits (once every 3 months) to their primary care physicians. There was no contact between the telehealth center and the patients receiving usual care.

**Covariates and Outcomes**

The covariates were demographics (age, sex, and BMI), 10 comorbidities (hypertension, diabetes mellitus, hyperlipidemia, coronary artery disease, chronic kidney disease, myocardial infarction, stroke, heart failure, atrial fibrillation, and cancer), Charlson Comorbidity Index score, vital signs and laboratory data (mean arterial pressure, pulse rate, creatinine, and low-density lipoprotein-cholesterol), and the kinds of medication used at the time of enrollment. The outcomes were all-cause readmission, heart failure hospitalization, ACS, stroke, and the composite of ACS and stroke during follow-up. Each outcome was defined according to whether the patient was admitted with a principal discharge diagnosis during hospitalization.

**Statistical Analysis**

To reduce possible potential confounding when comparing the risk of outcomes between the telehealth and control groups, we employed an inverse probability of treatment weighting (IPTW) based on the propensity score [14]. The propensity score was estimated using a multivariable logistic regression model without consideration to interaction effects among the covariates, with the study group (1=telehealth, 0=control) being regressed on the selected covariates listed in Table 1 and the follow-up duration being replaced with the index date. We used the weight to estimate the average treatment effect and used a stabilized weight to mitigate the impact of extreme estimated propensity scores [15]. The balance of covariates between the groups before and after IPTW was checked using the absolute value of standardized difference between the groups, where a value less than 0.1 was considered a negligible difference [16].

The incidence of outcomes during follow-up was calculated using the incidence density ID expressed as number of events per 100 person-years. The absolute risk difference between the groups was also calculated in the IPTW-adjusted cohort. Furthermore, we compared the risk of outcomes during follow-up between the groups using the Cox proportional hazards model. The outcomes were assessed during the 1-year follow-up period, during the entire follow-up period, and before and after the 1-year follow-up period (landmark by 1 year). The average number of all-cause readmissions during follow-up between groups was compared between the groups using a Poisson model which treated the logarithm of follow-up duration as an offset variable. The accumulated medical expenditures during follow-up was compared between the groups using a linear regression model. The study group was the only explanatory factor in the aforementioned regression models. A 2-sided P value <.05 was considered statistically significant, and no adjustment of multiple testing (multiplicity) was made. All statistical analyses were performed using SAS version 9.4 (SAS Institute).
**Table 1.** Baseline characteristics of the study patients with peripheral arterial occlusive disease who participated (n=162) and did not participate (n=229) in the telemedicine program.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Before IPTWA</th>
<th>After IPTW</th>
<th>Before IPTWB</th>
<th>After IPTWB</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.8 (12.5)</td>
<td>70.1 (12.4)</td>
<td>70.0 (12.7)</td>
<td>70.2 (12.5)</td>
<td>0.06</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>103 (63.6)</td>
<td>62.3</td>
<td>141 (61.6)</td>
<td>63.0</td>
<td>0.04</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD, n=374)</td>
<td>24.7 (4.4)</td>
<td>24.9 (4.6)</td>
<td>24.5 (4.0)</td>
<td>24.6 (3.9)</td>
<td>0.06</td>
</tr>
</tbody>
</table>

**Comorbid conditions, n (%)**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Before IPTW</th>
<th>After IPTW</th>
<th>Before IPTWB</th>
<th>After IPTWB</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>107 (66.0)</td>
<td>66.1</td>
<td>148 (64.6)</td>
<td>64.9</td>
<td>0.03</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>68 (42.0)</td>
<td>44.2</td>
<td>100 (43.7)</td>
<td>43.6</td>
<td>0.01</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>76 (46.9)</td>
<td>43.2</td>
<td>100 (43.7)</td>
<td>44.0</td>
<td>0.02</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>108 (66.7)</td>
<td>56.8</td>
<td>145 (63.3)</td>
<td>65.6</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>49 (30.2)</td>
<td>27.1</td>
<td>60 (26.2)</td>
<td>28.9</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Old myocardial infarction</td>
<td>17 (10.5)</td>
<td>10.6</td>
<td>27 (11.8)</td>
<td>11.9</td>
<td>&lt;0.04</td>
</tr>
<tr>
<td>Stroke</td>
<td>53 (32.7)</td>
<td>29.9</td>
<td>65 (28.4)</td>
<td>29.8</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Heart failure</td>
<td>38 (23.5)</td>
<td>22.4</td>
<td>57 (24.9)</td>
<td>24.1</td>
<td>&lt;0.04</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>17 (10.5)</td>
<td>14.5</td>
<td>29 (12.7)</td>
<td>11.6</td>
<td>0.09</td>
</tr>
<tr>
<td>Cancer</td>
<td>13 (8.0)</td>
<td>8.7</td>
<td>22 (9.6)</td>
<td>9.0</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Condition</th>
<th>Before IPTW</th>
<th>After IPTW</th>
<th>Before IPTWB</th>
<th>After IPTWB</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charlson Comorbidity Index score, mean (SD)</td>
<td>3.1 (2.0)</td>
<td>3.0 (2.0)</td>
<td>3.0 (2.1)</td>
<td>3.1 (2.1)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Laboratory data, mean (SD)**

<table>
<thead>
<tr>
<th>Test</th>
<th>Before IPTW</th>
<th>After IPTW</th>
<th>Before IPTWB</th>
<th>After IPTWB</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean arterial pressure, (mmHg; n=354)</td>
<td>90.0 (14.2)</td>
<td>89.6 (14.3)</td>
<td>90.6 (13.6)</td>
<td>89.7 (14.1)</td>
<td>0.02</td>
</tr>
<tr>
<td>Pulse, (mmHg; n=354)</td>
<td>74.6 (12.9)</td>
<td>75.9 (14.0)</td>
<td>75.8 (13.6)</td>
<td>75.8 (13.8)</td>
<td>0.10</td>
</tr>
<tr>
<td>Creatinine, (mg/dL; n=385)</td>
<td>2.1 (2.8)</td>
<td>2.3 (2.6)</td>
<td>2.1 (2.7)</td>
<td>2.4 (2.6)</td>
<td>0.07</td>
</tr>
<tr>
<td>LDL-Ce (mg/dL; n=318)</td>
<td>90.3 (28.2)</td>
<td>88.2 (28.8)</td>
<td>91.9 (27.4)</td>
<td>88.8 (29.1)</td>
<td>0.07</td>
</tr>
</tbody>
</table>

**Medication, n (%)**

<table>
<thead>
<tr>
<th>Medication</th>
<th>Before IPTW</th>
<th>After IPTW</th>
<th>Before IPTWB</th>
<th>After IPTWB</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACEI/ARBf</td>
<td>82 (50.6)</td>
<td>53.9</td>
<td>121 (52.8)</td>
<td>52.4</td>
<td>0.04</td>
</tr>
<tr>
<td>Beta blocker</td>
<td>96 (59.3)</td>
<td>60.7</td>
<td>129 (56.3)</td>
<td>58.5</td>
<td>0.06</td>
</tr>
<tr>
<td>dCCBh</td>
<td>87 (53.7)</td>
<td>51.3</td>
<td>115 (50.2)</td>
<td>52.4</td>
<td>0.07</td>
</tr>
<tr>
<td>Diuretics</td>
<td>73 (45.1)</td>
<td>43.3</td>
<td>95 (41.5)</td>
<td>43.2</td>
<td>0.07</td>
</tr>
<tr>
<td>Aspirin</td>
<td>81 (50.0)</td>
<td>52.6</td>
<td>125 (54.6)</td>
<td>53.9</td>
<td>0.09</td>
</tr>
<tr>
<td>Clopidogrel/Cilostazol</td>
<td>73 (45.1)</td>
<td>51.3</td>
<td>130 (56.8)</td>
<td>51.9</td>
<td>0.24</td>
</tr>
<tr>
<td>Oral anticoagulants</td>
<td>25 (15.4)</td>
<td>13.3</td>
<td>33 (14.4)</td>
<td>13.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Oral hypoglycemic agent</td>
<td>44 (27.2)</td>
<td>27.1</td>
<td>63 (27.5)</td>
<td>27.9</td>
<td>0.01</td>
</tr>
<tr>
<td>Insulin</td>
<td>12 (7.4)</td>
<td>10.7</td>
<td>29 (12.7)</td>
<td>10.5</td>
<td>0.18</td>
</tr>
<tr>
<td>Statin</td>
<td>70 (43.2)</td>
<td>41.9</td>
<td>97 (42.4)</td>
<td>41.9</td>
<td>0.02</td>
</tr>
<tr>
<td>Follow-up period (years), mean (SD)</td>
<td>3.1 (1.8)</td>
<td>3.3 (1.9)</td>
<td>3.2 (1.8)</td>
<td>3.1 (1.7)</td>
<td>0.09</td>
</tr>
</tbody>
</table>

---

aIPTW, inverse probability treatment weighting.
bTreated with the telemedicine program.
cTreated without the telemedicine program.
dSTD: standardized difference.
eLDL-C: low-density lipoprotein-cholesterol.
fACEi: angiotensin converting enzyme inhibitor.
gARB: angiotensin receptor blocker.
Results

Patient Demographics and Clinical Features

A total of 5062 patients were screened in this study, and 391 patients with PAD diagnosis were further selected into the telehealth and control group (Figure 1). The baseline characteristics of those patients are reported in Table 1. In the telehealth groups, the mean age was 70.8 (SD 12.5) years, and 63.6% (103/162) of the patients were male. In the control group, the mean age was 70.0 (SD 12.7) years, and 61.6% (141/229) of the patients were male. The telehealth group had more patients with stroke (53/162, 32.7% vs 65/229, 28.4%, in the telehealth group vs control group, respectively), chronic kidney disease (49/162, 30.2% vs 60/229, 26.2%), coronary artery disease (108/162, 66.7% vs 145/229, 63.3%), and hyperlipidemia (76/162, 46.9% vs 100/229, 43.7%). The Charlson Comorbidity Index score was higher in the telehealth group (mean 3.1, SD 2.0) than in the control group (mean 3.0, SD 2.1). The mean follow-up time was 3.1 (SD 1.8) years for the telehealth group and 3.2 (SD 1.8) years for the control group. After propensity score weighting, the 2 study groups were found to have well-balanced characteristics (Table 1).

Figure 1. Flow chart of enrolled patients. ACS: acute coronary syndrome; CV: cardiovascular; f/u: follow-up; HHF: hospitalization for heart failure; IPTW: inverse probability of treatment weighting; PAD: peripheral artery disease.

Prognosis of Patients With PAD Participating in the Telehealth Program

During the 1-year follow-up period, 2 of the 162 (1.2%) patients in telehealth group and 8 of the 229 (3.5%) patients in the control group had stroke, respectively. The 1-year stroke rate was significantly lower in the telehealth group (0.9 vs 3.5 events per 100 person-years; hazard ratio [HR] 0.24; 95% CI 0.07-0.80) after IPTW. The incidence of composite vascular outcome in the telehealth cohort was also lower than that in the control cohort after IPTW (2.7 vs 5.8 events per 100 person-years; HR 0.46; 95% CI 0.21-0.997). However, no significant differences between the 2 were observed in terms of all-cause readmission, heart failure hospitalization, or ACS in the 1-year follow-up period. At the end of the follow-up period, only the stroke rate was significantly lower in the telehealth group (1.4 vs 2.6 events per 1000 person-years; HR 0.52; 95% CI 0.28-0.93) after IPTW (Table 2 and Multimedia Appendix 1).
### Table 2. Follow-up outcomes (after inverse probability treatment weighting) in patients with peripheral arterial occlusive disease who participated (n=162) and did not participate (n=229) in the telemedicine program.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Telemedicine event rate, %/ID (^a) (95% CI)</th>
<th>Nontelemedicine, event rate, %/ID (95% CI)</th>
<th>ARD(^b) (95% CI)</th>
<th>HR(^c) of telemedicine (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One-year follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All-cause readmission</td>
<td>37.8/55.8 (46.8 to 64.8)</td>
<td>39.3/59.6 (50.2 to 69.0)</td>
<td>-0.38 (-1.68 to 0.92)</td>
<td>0.93 (0.75 to 1.17)</td>
<td>.55</td>
</tr>
<tr>
<td>HFH(^d)</td>
<td>3.7/4.1 (2.3 to 6.8)</td>
<td>4.3/4.8 (2.8 to 7.7)</td>
<td>-0.71 (-3.84 to 2.42)</td>
<td>0.85 (0.42 to 1.73)</td>
<td>.66</td>
</tr>
<tr>
<td>ACS(^e)</td>
<td>1.6/1.7 (0.6 to 3.7)</td>
<td>2.3/2.5 (1.1 to 4.7)</td>
<td>-0.76 (-2.88 to 1.36)</td>
<td>0.69 (0.25 to 1.94)</td>
<td>.48</td>
</tr>
<tr>
<td>Stroke</td>
<td>0.9/0.9 (0.2 to 2.6)</td>
<td>3.5/3.9 (2.1 to 6.6)</td>
<td>-2.99 (-5.29 to 0.68)</td>
<td>0.24 (0.07 to 0.80)</td>
<td>.02</td>
</tr>
<tr>
<td>Composite outcome</td>
<td>2.4/2.7 (1.3 to 5.0)</td>
<td>5.2/5.8 (3.6 to 8.9)</td>
<td>-3.14 (-6.19 to 0.09)</td>
<td>0.46 (0.21 to 0.997)</td>
<td>.049</td>
</tr>
<tr>
<td><strong>End of follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All-cause readmission</td>
<td>62.2/35.5 (31.2 to 40.3)</td>
<td>62.6/38.1 (33.4 to 43.1)</td>
<td>-2.5 (-9.1 to -4.0)</td>
<td>0.95 (0.79 to 1.13)</td>
<td>.56</td>
</tr>
<tr>
<td>HFH</td>
<td>10.1/3.1 (2.2 to 4.3)</td>
<td>7.6/2.6 (1.7 to 3.7)</td>
<td>0.55 (-0.79 to 1.90)</td>
<td>1.25 (0.78 to 2.02)</td>
<td>.36</td>
</tr>
<tr>
<td>ACS</td>
<td>3.0/0.9 (0.5 to 1.6)</td>
<td>2.9/1.0 (0.5 to 1.7)</td>
<td>-0.04 (-0.80 to 0.73)</td>
<td>0.96 (0.43 to 2.17)</td>
<td>.92</td>
</tr>
<tr>
<td>Stroke</td>
<td>4.4/1.4 (0.8 to 2.2)</td>
<td>7.7/2.6 (1.8 to 3.7)</td>
<td>-1.24 (-2.37 to 0.11)</td>
<td>0.52 (0.28 to 0.93)</td>
<td>.03</td>
</tr>
<tr>
<td>Composite outcome</td>
<td>7.5/2.3 (1.6 to 3.4)</td>
<td>9.4/3.2 (2.3 to 4.4)</td>
<td>-0.86 (-2.20 to 0.48)</td>
<td>0.72 (0.44 to 1.17)</td>
<td>.18</td>
</tr>
</tbody>
</table>

\(^a\) ID: incidence density.  
\(^b\) ARD: absolute risk difference.  
\(^c\) HR: hazard ratio.  
\(^d\) HFH: hospitalization for heart failure.  
\(^e\) ACS: acute coronary syndrome.

**Landmark Analysis by 1-Year Follow-Up**

The fitted (predicted) survival curve of stroke during the overall follow-up period was significantly lower in the telehealth group than in the control group (Figure 2A). The 2 curves remained significantly different during the 1-year follow-up period (HR 0.24; 95% CI 0.07-0.80) but were not significantly different afterwards (HR 0.73; 95% CI 0.35-1.50; Figure 2B). Similarly, the fitted (predicted) survival curve for composite vascular outcome (including acute coronary syndrome and stroke) during the overall follow-up period was not significantly lower in the telehealth group than in the control group (Figure 3A). The 2 curves were only significantly different in the 1-year follow-up after being stratified by 1-year follow-up (HR 0.46; 95% CI 0.21-0.997; Figure 3B).
Figure 2. Fitted (predicted) survival curves of stroke during the overall follow-up (A) and stratified by 1-year follow-up (B) in patients who participated in the telemedicine program and who did not participate the telemedicine program.
Medical Utilization and Costs for Patients Participating in the Telehealth Program

The PAD patients in both the telehealth group and the control group had similar readmission times (mean 1.6, SD 2.0 vs mean 1.7, SD 2.2; rate ratio 1.08; 95% CI 0.97-1.20). Furthermore, no significant differences in medical expenditures between the 2 groups were observed in terms of outpatient, emergency department, hospitalization, or total costs during the whole course of follow-up (Table 3 and Multimedia Appendix 1).
Table 3. Medical utilization and cost (after inverse probability treatment weighting) in patients with peripheral arterial occlusive disease who participated (n=162) and did not participate (n=229) in the telemedicine program after inverse probability treatment weighting.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Telemedicine, mean (SD)</th>
<th>Nontelemedicine, mean (SD)</th>
<th>RR(^a) or B(^b) of telemedicine (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of readmissions</td>
<td>1.8 (2.3)</td>
<td>1.6 (2.1)</td>
<td>1.08 (0.97 to 1.20)</td>
<td>.16</td>
</tr>
<tr>
<td>Medical expenditures (NTD(^c)×10(^3))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient</td>
<td>577 (959)</td>
<td>528 (891)</td>
<td>577 (963)</td>
<td>.66</td>
</tr>
<tr>
<td>Emergency department</td>
<td>42 (55)</td>
<td>46 (63)</td>
<td>42 (54)</td>
<td>.32</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>760 (853)</td>
<td>913 (1236)</td>
<td>819 (914)</td>
<td>.57</td>
</tr>
<tr>
<td>Total</td>
<td>1380 (1486)</td>
<td>1487 (1692)</td>
<td>1438 (1495)</td>
<td>.88</td>
</tr>
</tbody>
</table>

\(^a\)RR: rate ratio.  
\(^b\)B: regression coefficient.  
\(^c\)NTD: New Taiwan dollar.

Incidence Rate of All Outcomes in Patients Who Participated in the Telehealth Program

The absolute risk difference in the incidence (expressed as number of events per 100 person-years) of stroke and arterial vascular composite outcome was –2.99 (95% CI –5.29 to –0.68) and –3.14 (95% CI –6.19 to –0.09), respectively, at the 1-year follow-up. At the end of the follow-up period, only the absolute risk difference of the incidence rate for stroke was significant (Figure 4).

Figure 4. The difference of the incidence rate (expressed as number of event per 100 person-years) of all outcomes in patients who participated in the telemedicine program and who did not participate in the inverse probability of treatment weighting–adjusted cohort. ACS: acute coronary syndrome; ARD: absolute risk difference. *Composite of ACS and stroke.

Discussion

This is the first study to investigate the application of the fourth-generation synchronous telehealth program to patients with PAD in terms of various CV outcomes. Retrospectively, we found that the PAD patients who participated in the telehealth program had lower risks of both stroke and composite vascular events in the midterm follow-up but only a lower risk of stroke events over the long-term follow-up period. The vascular protection seemed most prominent in the first year, and this phenomenon then diminished in the following years with regular CV clinic visits. In the first year, 3 out of every 100 patients in the telemedicine group were free from stroke events. Otherwise, the total medical costs were comparable in both groups.

Telehealth care has been shown to reduce hospitalizations in patients with chronic conditions such as asthma, chronic obstructive pulmonary disease, and heart failure [17-20]. We have previously reported that better cost-effectiveness and clinical outcomes were noted with the use of fourth-generation...
synchronous telehealth program in patients with chronic CV diseases [13]. However, some other studies failed to show better clinical outcomes in patients taking part in telehealth programs [6,7]. This difference in the results could be explained by the enrollment of different types of patients and the implementation of different versions of telehealth programs. We previously reported that PAD was the remaining prognostic factor for CV admission in patients receiving telehealth care after multivariable Cox regression [21]. However, the costs and CV benefits of the fourth-generation synchronous telehealth program for PAD patients are still not well validated. In this study, we focused on those patients with PAD who had higher risks of grave CV outcomes such as myocardial infarction and stroke [22,23]. According to a previous study, the 5-year cumulative incidence of mortality among asymptomatic and symptomatic patients with PAD is 19% and 27%, respectively [24]. In the internet era, it is important to consider the speed of medical care responses of telehealth programs, especially with respect to high-risk patient groups. The early identification of PAD patients with optimized and comprehensive treatment is critical for improving clinical outcomes, and telehealth programs could be applied to PAD-related wound care or gangrene management in place of CV systems that provide comprehensive care [25,26].

In this study, we found that patients receiving telemedicine care had significantly lower rates of stroke events in the mid- and long-term follow-up periods than did the group that received normal care. As high blood pressure is a major cause of stroke, better control of blood pressure is essential to preventing stroke attacks. Lu et al [27] showed that the implementation of home telehealth care supervised by nursing managers improved blood pressure control in patients with high blood pressure. Furthermore, it was found that a mobile phone intervention could significantly reduce systolic blood pressure among patients with high blood pressure (mean difference of 4.3 mmHg) [28]. Digital health strategies were also found to have a beneficial effect on blood pressure control [29]. These findings suggest that the stroke prevention benefits of telemedicine may be linked to the better blood pressure control exhibited by patients using the telehealth program. On the other hand, the prevalence of carotid artery stenosis is high in patients with PAD [30]. Through good medication compliance, the early management of CV risk factors, and the prompt detection of clinical arrhythmia, full-time nursing case managers and cardiologists who provide round-the-clock care are also able to reduce the risk of stroke among those patients with PAD that have carotid artery stenosis.

In this study, we found that, in the midterm, the fourth-generation synchronous telehealth programs improved the composite vascular outcome (including acute coronary syndrome and stroke) of patients with PAD. This vascular protection was most prominent in the first year and gradually diminished over the years that followed as confirmed through the regular follow-up visits at CV clinics. The telehealth program seems to bridge the transition from hospital admission to home care. Therefore, the proper timing for initiating telehealth is just as important as the timing for taking medication. The conditions of patients with CV disease deteriorated rapidly just after their discharge [31,32]. Our study supports the notion that the optimal timing for implementing a telehealth program for patients with PAD is at the time of discharge from hospital.

Those patients with PAD who took part in the telehealth program in this study had 2.99 fewer stroke events and 1.86 fewer composite vascular events per 100 patients in the first year than did the control group patients. As the prevalence and incidence of patients with PAD is high, the number of patients needed to be treated with telehealth program can be easily achieved in clinical practice. As patients participating in telehealth programs will have to pay additional fees, the costs and benefits associated with this program should be analyzed. We found that the medical costs of the telehealth program patients in this study were not greater than those of the control group, in spite of the fact that they did have better clinical outcomes in terms of stroke and composite vascular events. This finding suggests that the participation of PAD patients in the telehealth programs can also confer economic benefits. Moreover, opportunity costs other than medical ones should also be considered. Because patients with PAD suffer from grave CV outcomes, they are more likely to lose their jobs and to pay higher insurance premiums. In the United States, individuals diagnosed with PAD face higher health care–related expenditures and out-of-pocket expenses compared to healthy adults [33]. Therefore, the total expenditure of patients with PAD and stroke is likely higher than that revealed in our study.

This study had several limitations. First, the study was not randomized, which resulted in the heterogeneity of the patient population and disease severity. However, we performed IPTW matching of 2 groups with balance to minimize the possible confounding effect of clinical factors. Second, the outcome of amputation was not coded in our cohort. In addition, although we did show the composite vascular outcome in our analysis, this outcome is particularly important in patients with PAD and should be clarified in a future study. Third, the clinical outcomes were derived from the electronic billing and medical records of our hospital, and the data for patients who received care outside of our hospital were not recorded. Resources that were used but not billed might have also been overlooked when extracting data from our billing system.

Those patients with PAD who participated in the fourth-generation telehealth program exhibited a lower risk of stroke events over both short- and long-term follow-up periods than did the control group. In addition, the total medical costs of the 2 groups were comparable, with no significant difference being found. Further randomized trials are needed, however, to confirm our findings and guide clinical practice.
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Abstract

With the emergence of the COVID-19 pandemic and shortage of adequate personal protective equipment (PPE), hospitals implemented inpatient telemedicine measures to ensure operational readiness and a safe working environment for clinicians. The utility and sustainability of inpatient telemedicine initiatives need to be evaluated as the number of COVID-19 inpatients is expected to continue declining. In this viewpoint, we describe the use of a rapidly deployed inpatient telemedicine workflow at a large academic medical center and discuss the potential impact on PPE savings. In early 2020, videoconferencing software was installed on patient bedside iPads at two academic medical center teaching hospitals. An internal website allowed providers to initiate video calls with patients in any patient room with an activated iPad, including both COVID-19 and non–COVID-19 patients. Patients were encouraged to use telemedicine technology to connect with loved ones via native apps or videoconferencing software. We evaluated the use of telemedicine technology on patients’ bedside iPads by monitoring traffic to the internal website. Between May 2020 and March 2021, there were a total of 1240 active users of the Video Visits website (mean 112.7, SD 49.0 connection events per month). Of these, 133 (10.7%) connections were made. Patients initiated 63 (47.4%) video calls with family or friends and sent 37 (27.8%) emails with videoconference connection instructions. Providers initiated a total of 33 (24.8%) video calls with the majority of calls initiated in August (n=22, 67%). There was a low level of adoption of inpatient telemedicine capability by providers and patients. With sufficient availability of PPE, inpatient providers did not find a frequent need to use the bedside telemedicine technology, despite a high census of patients with COVID-19. Compared to providers, patients used videoconferencing capabilities more frequently in September and October 2020. We did not find savings of PPE associated with the use of inpatient telemedicine.
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Expansion of Telemedicine and Patient iPad Program

In response to the COVID-19 pandemic, health care organizations rapidly implemented telemedicine protocols to protect health care workers and patients [1-3]. The anticipated surge in patients and shortage in personal protective equipment (PPE) were key drivers for the implementation of virtual visits and medical screening exams in the inpatient settings and emergency departments [4]. Some authors referred to the inpatient telemedicine as “electronic PPE” [4], and a few studies saw a decrease in patient contact, resulting in PPE savings [5,6]. One study among emergency department patients found telemedicine to be associated with a significant reduction in PPE use, without anticipated increase in anxiety and dissatisfaction among patients [6]. Overcoming operational barriers such as privacy, device availability, and functionality may enable organizations to conserve PPE while providing excellent patient care [7]. Although a few studies described the deployment of hospital tablets for inpatient telemedicine, the extent of long-term continuous use of this technology has not been extensively evaluated [8,9].

University of California (UC) San Diego Health is an academic medical center with multiple outpatient ambulatory sites and two hospital campuses with 808 licensed inpatient beds. Bedside iPads were implemented at one affiliated teaching hospital in 2016 followed by expansion in 2019 to include the entire inpatient population [10]. The original intent of the bedside iPads was to allow patients access to their inpatient electronic health record portal (Epic MyChart Bedside), hospitality (ordering food), comfort (controlling ambient lights and room temperature), and entertainment (streaming services) [10]. As the COVID-19 pandemic evolved and more patients required isolation precautions, hospitals limited visitations by family members. Bedside iPads, therefore, appeared to be a natural solution to connect patients with their loved ones and to conserve PPE by allowing clinicians to interact with patients remotely. The objective of this viewpoint is to describe the use of a rapidly deployed inpatient telemedicine workflow at a large academic medical center and discuss technology’s potential impact on PPE use.

Inpatient Telemedicine Process Implementation

A videoconferencing tool (Zoom, Zoom Video Communications) was implemented with health care security protocols in 2019 prior to the COVID-19 pandemic. The native Zoom app was installed on all the bedside iPads to allow patients to connect with their families using video calls. Inpatient providers could also initiate Zoom calls with patients. At the beginning of the pandemic, providers could call the patient’s bedside telephone to provide them with a meeting ID to join a Zoom videoconference. The patient would then join the meeting initiated by the provider (Figure 1).

Figure 1. Process flow for inpatient video call at an academic medical center in San Diego, CA. PPE: personal protective equipment.

Although this process was adopted by many inpatient services, providers reported difficulties with retrieving telephone numbers for inpatient rooms. As a result, an internal website was created to display all available active patient iPads. From this website, providers could initiate a video call with a patient using a “Meet Now” button. The bedside iPad would then produce an audible ping alerting the patient of an incoming Zoom call. Upon discharge, the bedside iPad and Zoom ID were reset to ensure patient data privacy.

To evaluate the use of video calls in inpatient services and estimate the potential impact on PPE savings, we obtained data from the internal web server logs and Google analytics. Data from video calls to patients hospitalized for COVID-19 and other conditions were included. All available traffic data from the internal website were collected using internal servers between May and June 2020, before switching to using Google Analytics in July 2020.
We used Google Analytics to track user engagement events on patients’ iPads. Engagement events included clicking on the Start Meeting, Send Email, and Meet Now links. The Start Meeting button allowed a patient to initiate a video call with their family members or a provider and was used as an indicator for a patient-initiated video call. The Send Email button allowed a patient to email video call instructions to their family members and was used as another indicator of a patient-initiated call. The Meet Now button allowed a physician to initiate a video call with a patient and was used as an indicator for provider-initiated video calls.

It was not technically feasible to track the volume of telephone calls from providers to patient rooms to determine the frequency of phone or video visits during the initial stage of Zoom implementation. It was also not feasible to track Zoom meetings conducted through the native Zoom app due to UC San Diego Health cybersecurity protocols.

We did not collect any patient identifying information and followed all data safety protocols. We relied on server and Google analytics data to determine whether patients used the bedside iPads to participate in a video call or to send an email, not the duration or content of such engagements.

Providers and Patients Underused Inpatient Telemedicine

The number of active users on the Video Visits website was determined from the internal server data for May and June 2020, and from Google Analytics for July 2020 to March 2021. There were a total of 1240 events collected from both data sources. On average, between May 2020 and March 2021, there were 112.73 (SD 49) connection events per month (Figure 2). As expected, use increased between July (n=29) and March (n=154). The lowest use was recorded in June (n=27) and the highest in October (n=163), followed by January 2021 with 158 users (Figure 2, line).

![Figure 2. Users of the Video Visits webpage and engagement events (patient- and provider-initiated calls, emails), May 2020-March 2021, San Diego, CA. *The number of users of the Video Visits website was determined from the internal server data for May-June 2020 and from Google Analytics for July 2020-March 2021.](https://www.jmir.org/2021/5/e28845)

Although the number of visitors to the Video Visits site was low, the actual engagement with the system was even lower with 133 (10.7%) connections out of the total 1240 events. Of these 133 connections, patients initiated 63 (47.4%) video calls with family or friends and sent 37 (27.8%) emails with connection instructions. The highest number of calls occurred in September 2020 (n=24, 38%), and the largest number of emails were sent in October (n=12, 32%). Provider use was even lower, with providers initiating a total of 33 (52%) video calls with patients. The majority of calls were initiated in August (n=22, 67%) perhaps due to an internal awareness campaign of the available capability. Because the servers filter out automatic page refreshes, these numbers may underestimate the total number of video calls.

Inpatient Telemedicine Could Be Used to Conserve PPE

Although we implemented convenient workflows for clinicians to contact patients virtually to reduce the risk for infection, save PPE, and potentially save time to don and doff PPE, we saw minimal adoption of inpatient telemedicine. There appeared to be some seasonal variation in use, and during our study, patients initiated higher number of calls than providers (63 vs 33). The majority of our provider calls occurred in 1 month (August 2020) possibly due to an internal awareness campaign in response to a COVID-19 wave occurring at the time. Use declined to 0 to 5 calls in subsequent months, however. Our results are different from those of previous studies that found
high inpatient telemedicine use and subsequent savings of PPE [4-6,8].

No technical issues with iPads or Zoom were reported, yet the vast majority of providers saw patients in person. Inpatient physicians may prefer to see patients in person, regardless of availability and convenience of technology or potential saving of PPE. Fortunately, our academic medical center has not experienced the PPE shortages faced by our colleagues in other parts of the country [11]. As such, there was never a significant impetus to conserve PPE using all available means including inpatient telemedicine capability.

Our study had several limitations including small sample size and limited scope. Although most clinicians were comfortable with Zoom, it is possible that some were not, which would reduce technology use for inpatient visits. Patients have various comfort levels with technology, which could reduce the potential usability of inpatient telemedicine. In addition, we did not evaluate the utility of inpatient telemedicine for other health care providers such as nurses and technicians.

With the COVID-19 pandemic, telemedicine capacity was rapidly implemented in ambulatory settings [1-3]. Emergency departments also found multiple use cases for telemedicine including patient triage and expedited care for stable patients, reduced potential provider exposure to COVID-19, decreased use of PPE, reducing patient isolation, and allowing quarantined physicians to continue practicing, among others [4-6,12,13].

The utility of telemedicine in inpatient settings and its potential impact on PPE savings, however, remains to be addressed. A few studies that found inpatient telemedicine to be useful for patient care and PPE savings also reported operational barriers such as privacy and security, and limited functionality and device availability [7-9]. The availability of the technology by itself was inadequate to encourage use while PPE supplies were sufficient, and additional studies are needed to evaluate the utility of inpatient telemedicine for health care providers.

Conclusions

Similar to outpatient clinics and emergency departments, telemedicine capability could have a positive impact in inpatient settings including PPE savings. Our study found low adoption levels of inpatient telemedicine among patients and providers. Despite a high census of patients with COVID-19, our providers saw patients in person rather than relying on telemedicine. Patients’ use of bedside iPads appeared to be limited for telemedicine and should continue to be evaluated to improve patient experience.

Increasing awareness of telemedicine in inpatient settings for providers and patients could help increase use for patient care.

Going forward, implementation of telemedicine across all levels of care may help reduce potential provider exposure to COVID-19 and increase provider capacity.
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Abstract

Background: eConsulta—that is, asynchronous, two-way teleconsultation in primary care—is one of the most important telemedicine developments in the Catalan public health system, a service that has been heavily boosted by the onset of the COVID-19 pandemic. It is vital to know the characteristics of its users in order to be able to meet their needs and understand the coverage of this service in a context where there is reduced accessibility to the health system.

Objective: This study aims to analyze the profile of the citizens who use the eConsulta tool and the reasons for their use, as well as to gain an understanding of the elements that characterize their decision to use it while distinguishing between those who used it before and those who have used it since the onset of the COVID-19 pandemic.

Methods: A descriptive, observational study based on administrative data was performed. This study differentiates between the COVID-19 pandemic era and the period preceding it, considering the day the state of emergency was declared in Spain (i.e,
March 12, 2020) as the cut-off point. It also differentiates between eConsulta users who send messages and those who only receive them.

Results: During the pandemic, the number of unique users of this teleconsultation service had almost tripled, with up to 33.10 visits per 1000 inhabitants per month reported in the first three months. For the two user profiles analyzed, most users since the start of the COVID-19 outbreak were predominantly female, systematically younger, more actively employed, and with less complex pathologies. Furthermore, eConsulta users received more messages proactively from the health professionals. There was also a relative decrease in the number of conversations initiated by higher-income urban users and an increase in conversations initiated by users in rural areas.

Conclusions: The COVID-19 pandemic has helped to generalize the use of telemedicine as a tool to compensate, to some extent, for the decline in face-to-face visits, especially among younger citizens in Catalonia. Telemedicine has made it possible to maintain contact between citizens and the health care system in the context of maximum complexity.

(J Med Internet Res 2021;23(5):e28629) doi:10.2196/28629
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Introduction

The eConsulta tool, which has been in operation since 2015, is one of the most important telemedicine developments by the Catalan public health system. It is an asynchronous, two-way teleconsultation tool used by health professionals and citizens that is part of the patient portal of the public health system, a platform that also allows citizens to securely access their personal health information stored in the personal health folder and to carry out certain clinical and administrative procedures. This service was operational only in the context of primary care [1,2] until it was recently expanded to hospital care.

According to data from the Ministry of Health of Catalonia (email, March 3, 2021), from the inception of eConsulta in October 2015 up to February 22, 2021, a total of 15,569 primary care health professionals (out of about 19,000 with potential access) have carried out 4,263,665 e-consultations involving 1,061,995 citizens (out of a total population of 7.7 million. This service is a new model of care relating to health care professionals, more practical for users, and more efficient for the health system, in general [3,4]. In addition, it empowers citizens and promotes teleworking among health care professionals—an essential factor in the context of the current COVID-19 pandemic, which helps improve their work-life balance [5]. In recent years, even before the onset of the pandemic, the use of the eConsulta tool had grown significantly, among both citizens and health care professionals; however, this only represented a very small proportion in relation to the number of face-to-face visits conducted in the Catalan public primary care system [6], a situation very similar to that of other countries [7,8].

The onset of the COVID-19 pandemic and the initial need to reduce the risk of infection by preventing patients from physically visiting health centers has led to a change in the health care model that has promoted non–face-to-face care. The majority of countries have responded to this need by making significant efforts to implement both synchronous and asynchronous telemedicine approaches [9-12]. The demand for teleconsultation has considerably increased worldwide; for example, in France, the number of teleconsultations increased 50-fold during the initial weeks following the COVID-19 outbreak [13,14]. In Catalonia as well, the outbreak resulted in a very significant increase in the daily number of teleconsultations, although these numbers are well below the number of telephone consultations conducted (Figure 1).

Despite the fact that some studies question the efficiency of teleconsultations between primary care professionals and citizens [7], several studies suggest that the eConsulta tool helps to reduce the number of face-to-face visits [4,6], which may be one of the drivers of its growing use among users. With regard to the health care professionals that use eConsulta, a previous analysis found that doctors who use eConsulta are typically in the 45-64 years age group, score higher than the 80th percentile on the Quality of Care Index, have a high degree of accessibility, are involved in teaching, and work as part of a health team in a high socioeconomic urban setting [15]. With regard to eConsulta users, it is vital to analyze their characteristics in order to provide a service that is appropriate and adjusted to their needs and to also understand who is being covered by this service (and who is not) during the COVID-19 pandemic. Previous studies have shown that women use web-based consultations more frequently than men (64.7% vs 35.3%) and their average age is 39 years [7]. On the contrary, other studies have found that men send email communication for health care more often than women [16]. In Catalonia, however, there is no evidence to determine the profile of a typical citizen or their use of the eConsulta tool.

Thus, the aim of this study is to offer a descriptive analysis of the use of the eConsulta tool before and during the COVID-19 pandemic and the profile of the citizens who use it in order to gain a more comprehensive understanding of the elements that characterize their decision to use the tool and assess who is being covered through this service in a context of low accessibility to the health system.
Methods

This is a descriptive, observational study based on administrative data sourced from the Catalan Health Institute (ICS), the main provider of primary care services in the Catalonia region, serving 74% of the Catalan population. The analysis period was from June 1, 2018, to June 15, 2020. Data of all living patients, as of December 2019 (N=5,844,804), assigned to an ICS primary care team during the study period were analyzed. All these citizens could access and use the eConsulta tool with prior authorization from a health care professional. The analysis differentiates between the COVID-19 pandemic era (ie, from March 12, 2020, the day the state of emergency was declared in Spain, to June 15, 2020) and the preceding period (ie, before March 12, 2020). It also differentiates between eConsulta users who send messages and those who only receive them. The main study variable is the use of the eConsulta service. “Use” is defined as the period when any messages are sent between a health professional and a citizen, and “nonuse” is defined as the period when no messages have been sent during the study period. The following independent variables were considered in this study: age; gender; socioeconomic level of the center; type of center (rural or urban); adjusted morbidity group (GMA) indicator, a population grouping method that allows the population to be classified into excluding groups according to their multimorbidity [17]; a binary variable identifying the low-income immigrant population; patients with advanced chronic diseases (MACA) indicator [18]; patients with complex chronic diseases (PCC) indicator; and the level of pharmacy coverage. In addition, we assessed the socioeconomic status using the validated MEDEA (Mortality in small Spanish areas and Socioeconomic and Environmental Inequalities) deprivation index, which takes into account the variables of income, occupation, and level of education, among other factors [19]. We categorized this index into quartiles, with the 1st and 4th quartiles representing the least and most deprived areas, respectively. Rural areas were categorized separately and were defined as areas with less than 10,000 inhabitants and a population density lower than 150 inhabitants/km².

Continuous variables are presented with mean and SD values, and variables with a nonnormal distribution are presented with median, minimum, and maximum values. Categorical variables are presented with the absolute and relative frequency of each category. For the comparison of two categorical variables, Fisher test and Chi-squared test were used; for the comparison of two numerical variables, the t test was used; and in cases where there were more than two variables, the analysis of variance (ANOVA) test was used. A significance level of 5% was set. Data were analyzed using R software (version 3.4.3; R Foundation for Statistical Computing).

Results

Table 1 shows the characterization of citizens who used the service, grouped according to whether they have started a conversation or only received messages, during both the pre–COVID-19 and COVID-19 periods (P<.001). The results show that the profile of the typical user who started a conversation in the pre–COVID-19 era was female (33,096/56,494, 58.6%), with a mean age of 49.84 (17.06) years, a GMA of 2, residing mostly in an urban setting (45,977/56,494, 81.4%). Moreover, the user profile for those who only receive messages was found to be slightly older (mean age: 50.71 [SD 16.16] years), more male (8606/20,104, 42.8%), and more urban (16,492/20,104, 82.0%) compared with active users. When the user profile was analyzed according to the MEDEA deprivation index, we found that since the COVID-19 outbreak, there has been a decrease in the percentage of conversations initiated by higher-income urban citizens (from 4971/20,104, 24.7%, to 19,891/89,102, 22.3%) and an increase in the proportion of users from rural areas (from 10,517/56,494, 18.6%, to 26,958/130,941, 20.6%).
Table 1. Characteristics of citizens who use eConsulta (Source dataset: [20]).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Has initiated a conversation (Pre–COVID-19 period: N=56,494; COVID-19 period: N=130,941)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of messages, mean (SD)</td>
<td>Pre–COVID-19 period 1.89 (0.39)</td>
<td>N/A²</td>
<td>1.06 (0.31)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 1.70 (0.48)</td>
<td>N/A</td>
<td>1.02 (0.17)</td>
</tr>
<tr>
<td>Number of eConsultations, mean (SD)</td>
<td>Pre–COVID-19 period 4.00 (5.08)</td>
<td>N/A</td>
<td>1.31 (0.75)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 3.19 (3.05)</td>
<td>N/A</td>
<td>1.83 (1.43)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>Pre–COVID-19 period 49.84 (17.06)</td>
<td>42.67 (23.12)</td>
<td>50.71 (16.16)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 44.96 (20.04)</td>
<td>42.68 (23.22)</td>
<td>45.02 (15.82)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>Pre–COVID-19 period 33,096 (58.58)</td>
<td>2,920,933 (50.64)</td>
<td>11,498 (57.19)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 75,892 (57.96)</td>
<td>2,839,296 (50.48)</td>
<td>50,339 (56.50)</td>
</tr>
<tr>
<td>GMA³, n (%)</td>
<td>1</td>
<td>14,164 (25.07)</td>
<td>2,851,985 (49.44)</td>
</tr>
<tr>
<td></td>
<td>Pre–COVID-19 period</td>
<td>35,139 (26.84)</td>
<td>2,810,872 (49.97)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period</td>
<td>24,033 (42.54)</td>
<td>1,697,448 (29.43)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period</td>
<td>56,896 (43.45)</td>
<td>1,632,369 (29.02)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13,382 (23.69)</td>
<td>850,893 (14.75)</td>
</tr>
<tr>
<td></td>
<td>Pre–COVID-19 period</td>
<td>29,522 (22.55)</td>
<td>820,537 (14.59)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period</td>
<td>4475 (7.92)</td>
<td>285,988 (4.96)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period</td>
<td>8760 (6.69)</td>
<td>279,505 (4.97)</td>
</tr>
<tr>
<td>Immigrant, n (%)</td>
<td>Pre–COVID-19 period 1369 (2.42)</td>
<td>789,383 (13.69)</td>
<td>642 (3.19)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 4836 (3.69)</td>
<td>779,631 (13.86)</td>
<td>6927 (7.77)</td>
</tr>
<tr>
<td>MACA³, n (%)</td>
<td>Pre–COVID-19 period 186 (0.33)</td>
<td>13,167 (0.23)</td>
<td>46 (0.23)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 348 (0.27)</td>
<td>12,886 (0.23)</td>
<td>165 (0.19)</td>
</tr>
<tr>
<td>MEDEA⁴, n (%)</td>
<td>Pre–COVID-19 period 3222 (5.70)</td>
<td>363,932 (6.31)</td>
<td>1146 (5.70)</td>
</tr>
<tr>
<td></td>
<td>COVID-19 period 6001 (4.58)</td>
<td>357,023 (6.35)</td>
<td>5276 (5.92)</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------</td>
<td>-------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>1R^f</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>2306 (4.08)</td>
<td>331,292 (5.74)</td>
<td>624 (3.10)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>5965 (4.56)</td>
<td>323,592 (5.75)</td>
<td>4665 (5.24)</td>
</tr>
<tr>
<td>2R^g</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>4898 (8.83)</td>
<td>693,257 (12.02)</td>
<td>1842 (9.16)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>14,992 (11.45)</td>
<td>672,972 (11.96)</td>
<td>12,124 (13.61)</td>
</tr>
<tr>
<td>1U^h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>18,273 (32.35)</td>
<td>1,233,124 (21.38)</td>
<td>4971 (24.73)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>35,771 (27.32)</td>
<td>1,200,706 (21.35)</td>
<td>19,891 (22.32)</td>
</tr>
<tr>
<td>2U^i</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>7168 (12.69)</td>
<td>864,044 (14.98)</td>
<td>2906 (14.45)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>18,879 (14.42)</td>
<td>842,841 (14.98)</td>
<td>12,398 (13.91)</td>
</tr>
<tr>
<td>3U^j</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>13,513 (23.92)</td>
<td>1,190,933 (20.65)</td>
<td>5265 (26.19)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>31,120 (23.77)</td>
<td>1,159,874 (20.62)</td>
<td>18,717 (21.01)</td>
</tr>
<tr>
<td>4U^k</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>7023 (12.43)</td>
<td>1,091,624 (18.92)</td>
<td>3350 (16.66)</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>18,213 (13.91)</td>
<td>1,067,753 (18.98)</td>
<td>16,031 (17.99)</td>
</tr>
</tbody>
</table>

**Level of coverage, n (%)**

<table>
<thead>
<tr>
<th>Active</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre–COVID-19</td>
<td>44,581 (78.91)</td>
<td>4,262,326 (73.89)</td>
<td>15,268 (75.95)</td>
</tr>
<tr>
<td>period</td>
<td>108,917 (83.18)</td>
<td>4,133,267 (73.48)</td>
<td>79,991 (89.77)</td>
</tr>
<tr>
<td>COVID-19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pensioner</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19</td>
<td>10,890 (19.28)</td>
<td>1,143,779 (19.83)</td>
<td>4311 (21.44)</td>
</tr>
<tr>
<td>period</td>
<td>19,233 (14.69)</td>
<td>1,132,752 (20.14)</td>
<td>6995 (7.85%)</td>
</tr>
<tr>
<td>COVID-19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCC^l</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19</td>
<td>1695 (3.0)</td>
<td>103,214 (1.79)</td>
<td>459 (2.28)</td>
</tr>
<tr>
<td>period</td>
<td>2878 (2.2)</td>
<td>101,411 (1.80)</td>
<td>1079 (1.21)</td>
</tr>
<tr>
<td>COVID-19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural residents, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19</td>
<td>10,517 (18.62)</td>
<td>1,388,481 (24.07)</td>
<td>3612 (17.97)</td>
</tr>
<tr>
<td>period</td>
<td>16,737 (22.89)</td>
<td>1,483,306 (26.03)</td>
<td>3875 (21.04)</td>
</tr>
<tr>
<td>COVID-19</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Since the start of the COVID-19 outbreak, eConsulta users have been predominantly female. However, users during the COVID-19 period were systematically younger than those before the pandemic, for the two user profiles analyzed. An increase was observed in the percentage of eConsulta use (especially with regard to the number of messages received from health care professionals) in those population profiles that are more actively employed and have fewer chronic diseases. Thus, we observed a group of working-age citizens who did not used to go to the doctor and citizens who, when they have had to go, preferred the non–face-to-face channel.

In addition, the analysis of the volume of use of the tool during the pre–COVID-19 and COVID-19 periods shows that the number of unique users almost tripled in the first 3 months of the pandemic (from 76,598 to 220,043, 2.87% increase; Table 2). The number of consultations in the 3 months before and after the pandemic showed a monthly increase from 5.61 to 33.10 visits per 1000 inhabitants.

Of these consultations, the proportion of conversations initiated by citizens had reduced (from 74.95% to 52.48%), whereas those initiated by professionals had almost doubled (from 25.05% to 47.52%). Furthermore, the proportion of messages sent by professionals had substantially increased. Similarly, the proportion of conversations involving a response from the professional had decreased considerably (from 1.79% to 0.47%), and the proportion of conversations involving a response initiated by the citizen (ie, patient) had slightly reduced (from 90.8% to 80.61%), as shown in Table 3.

The number of documents attached to eConsulta messages sent by citizens before and during the COVID-19 pandemic was also analyzed (Table 4 and Figure 2). A clear increase in the number of files sent, especially in terms of medical reports, was observed.

Finally, the variations in overall, face-to-face, and web-based care received by users of different age groups were analyzed. Table 5 shows that the use of telemedicine has somewhat mitigated the decline in face-to-face visits in younger age groups.

### Table 2. eConsulta activity before and after the COVID-19 pandemic

<table>
<thead>
<tr>
<th>Period of analysis</th>
<th>Users (citizens), n (%) (N= 5,844,804)</th>
<th>Consultations, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre–COVID-19 period (June 1, 2018, to March 12, 2020)</td>
<td>76,598 (1.31)</td>
<td>252,370</td>
</tr>
<tr>
<td>COVID-19 period (March 13, 2020, to June 15, 2020)</td>
<td>220,043 (3.76)</td>
<td>580,496</td>
</tr>
</tbody>
</table>
Table 3. Activity by initiator (health care professional or citizen).

<table>
<thead>
<tr>
<th>Initiator and period</th>
<th>Value, n (%)</th>
<th>Number of conversations initiated</th>
<th>Number of conversations with a response</th>
<th>Number of messages sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citizens</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>189,145 (74.95)</td>
<td>175,534 (92.80)</td>
<td>195,219 (44.20)</td>
<td></td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>304,639 (52.48)</td>
<td>245,582 (80.61)</td>
<td>315,656 (36.54)</td>
<td></td>
</tr>
<tr>
<td>Health care professionals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre–COVID-19 period</td>
<td>63,225 (25.05)</td>
<td>1,134 (1.79)</td>
<td>246,437 (55.80)</td>
<td></td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>275,857 (47.52)</td>
<td>1,286 (0.47)</td>
<td>548,211 (63.46)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Average number of monthly tests, classified by type.

<table>
<thead>
<tr>
<th>Test</th>
<th>Value, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre–COVID-19 period</td>
<td>COVID-19 period</td>
<td></td>
</tr>
<tr>
<td>Medical reports</td>
<td>328.05 (168.02)</td>
<td>3179.50 (1590.69)</td>
<td>3.58 (3.01)</td>
</tr>
<tr>
<td>Blood tests</td>
<td>223.62 (107.12)</td>
<td>1151.75 (669.03)</td>
<td>2.77 (3.02)</td>
</tr>
<tr>
<td>Other tests</td>
<td>140.57 (64.92)</td>
<td>672.75 (37.01)</td>
<td>2.81 (3.03)</td>
</tr>
</tbody>
</table>

Figure 2. Evolution of the number of documents attached to eConsulta messages, classified by type.
Table 5. Number of face-to-face visits and teleconsultations, classified by age group. Source: Primary Care Services Information Systems, Institut Català de la Salut, Barcelona, Spain (SISAP) [21].

<table>
<thead>
<tr>
<th>Visit type and age (years)</th>
<th>March to June 2019</th>
<th>March to June 2020</th>
<th>Year-on-year variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;16</td>
<td>28,824</td>
<td>34,722</td>
<td>20.5</td>
</tr>
<tr>
<td>16-44</td>
<td>1,756,336</td>
<td>1,786,902</td>
<td>1.7</td>
</tr>
<tr>
<td>45-64</td>
<td>2,106,944</td>
<td>2,065,822</td>
<td>-2.0</td>
</tr>
<tr>
<td>65-74</td>
<td>1,053,413</td>
<td>706,222</td>
<td>-33.0</td>
</tr>
<tr>
<td>&gt;75</td>
<td>1,486,168</td>
<td>1,094,727</td>
<td>-26.3</td>
</tr>
<tr>
<td><strong>eConsulta visit , n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;16</td>
<td>16 (0.06)</td>
<td>550 (1.58)</td>
<td>3337.5</td>
</tr>
<tr>
<td>16-44</td>
<td>14,155 (0.81)</td>
<td>173,647 (9.72)</td>
<td>1126.8</td>
</tr>
<tr>
<td>45-64</td>
<td>18,072 (0.86)</td>
<td>180,448 (8.73)</td>
<td>898.5</td>
</tr>
<tr>
<td>65-74</td>
<td>4,044 (0.38)</td>
<td>16,702 (2.36)</td>
<td>313.0</td>
</tr>
<tr>
<td>&gt;75</td>
<td>4,863 (0.33)</td>
<td>16,793 (1.53)</td>
<td>245.3</td>
</tr>
<tr>
<td><strong>Face-to-face visit , n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;16 years</td>
<td>26,188 (90.85)</td>
<td>11,501 (33.12)</td>
<td>-56.1</td>
</tr>
<tr>
<td>16-44</td>
<td>1,424,661 (81.12)</td>
<td>427,756 (23.94)</td>
<td>-70.0</td>
</tr>
<tr>
<td>45-64</td>
<td>1,614,686 (76.64)</td>
<td>471,869 (22.84)</td>
<td>-70.8</td>
</tr>
<tr>
<td>65-74</td>
<td>786,859 (74.7)</td>
<td>200,202 (28.35)</td>
<td>-74.6</td>
</tr>
<tr>
<td>&gt;75</td>
<td>1,020,346 (68.66)</td>
<td>316,402 (28.9)</td>
<td>-69.0</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The COVID-19 outbreak has led to a significant increase in the use of teleconsultation by both citizens of the Catalonia region and health care professionals. The number of e-consultations per 1000 inhabitants has increased from 5.61, a figure that can be considered low compared to other studies [7], to 33.10 after the start of the COVID-19 pandemic. This increase is explained, first, by the fact that before the onset of the pandemic, patients needed to receive an authorization from their health care professional to be able to carry out e-consultations. After the COVID-19 outbreak, this permission was extended to all citizens. The greater use of teleconsultation is also explained by the increase in the remote provision of care processes that were performed in-person before the pandemic, enabling these citizens to receive remote assistance (ie, sick leave), remote updating of electronic prescription plans for chronic patients, or reactive prescriptions for non–face-to-face visits for acute patients and guidelines for monitoring oral anticoagulant use in patients receiving treatment, among others). The reduction in the average age and the 5-fold increase in “passive” users (ie, users who receive but do not send messages) suggest that eConsulta has been widely used for notifying results or sick leave(s) by allowing users to connect to their personal health folder.

The pandemic has modulated the way eConsulta is used and the typical user profile. There has been an increase in use by both health care professionals, with a clear increase in their initiative in sending messages and documents to citizens, and young patients without chronic diseases. This group comprises citizens, who before the pandemic were infrequent users of the system, but because of the pandemic and their acute pathologies—often related to COVID-19—have had to use the tool in order to contact the health services or receive test results. These processes have made it possible to continue to offer key and prevalent primary care processes in a non–face-to-face and safe and stable manner, by avoiding visits to health centers and contributing decisively to reducing the risk of infection during periods of strict lockdown. It should be noted that eConsulta has not been used for the purpose of COVID-19–related mass messaging by the health system and that it has only been used for the purpose of care continuity for patients.

The results of this study show that it is necessary to understand the type of use of the tool in order to make improvements in its operation and continue working on a model that improves the management of demand for primary care and, in return, its efficiency. To date, the approach based on free-text analysis using machine learning tools seems to be a suitable option to study the evolution over time of the use of the teleconsultation service [3]. This, however, would be a suboptimal solution. The planned evolution of the eConsulta tool for the coming months is precisely the structured stratification of the reasons for consultation, reported by the citizens themselves before initiating it, which will initially allow these messages to be redirected to the professional profiles (doctor, nurse, administrator, dentist, social worker, etc) that can respond in a more agile and appropriate way based on the need expressed by the citizen in their message. In this way, care is decentralized to the different
professional profiles, allowing a more efficient response to the citizen based on the reason for their consultation.

The pandemic caused by the novel coronavirus SARS-CoV-2 has changed the model of health care, and this is especially noticeable in primary care centers, where the most commonly used face-to-face model has been replaced by a mixed model in which telemedicine tools play a very significant role. Although it is clear that the pandemic has led to a reduction in the diagnosis of many diseases [22] and the control of chronic diseases [23], it is necessary to assess the effects of these changes in care (forced by the circumstances) on the health of the supported population in order to continue to guarantee quality health care. We need to emerge from this crisis with a clearer vision of how to continue to deploy telemedicine to obtain its benefits by avoiding or minimizing its drawbacks [12] and inequalities regarding access for the most vulnerable groups [24].

The acceleration of digital transformation processes in health centers has ensured the continuity of care of many basic care processes for the population during lockdown [11]. This new model of care is changing the way we interact with the health care system and the patient profile used by each channel. The results of this study show that non–face-to-face communications from the Catalan primary health care system are being used predominantly in favor of the low-risk and younger population and, therefore, preserving face-to-face and home visits for the most complex and older populations. This adaptation and flexibility of the health system’s response, based on the different needs and types of patients, is beneficial and demonstrates the resilience that telemedicine tools have provided to the health system during the COVID-19 pandemic.

This study presents some limitations, as it does not evaluate the relationship between unanswered e-consultations and the type of visit, either in person or by telephone for the same user. It could be possible that the objective of many citizens who have sent an e-consultation was actually to receive a face-to-face or telephone visit in which case the e-consultation would not have replaced these other types of visits.

Conclusions

In the context of reduced face-to-face accessibility to the health system, this study has highlighted a change in the profile of the Catalan citizen using the eConsulta telemedicine tool. Since the start of the COVID-19 pandemic, this patient or user profile is similar to that of the average citizen: actively employed, with less complex pathologies, and who receives more messages proactively from health care professionals through this tool. The COVID-19 pandemic has helped to socialize the use of telemedicine, and as a result, it has helped to mitigate, to some extent, the decline in face-to-face visits in younger age groups.
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Abstract

Background: Despite decades of research to better understand suicide risk and to develop detection and prevention methods, suicide is still one of the leading causes of death globally. While large-scale studies using real-world evidence from electronic health records can identify who is at risk, they have not been successful at pinpointing when someone is at risk. Personalized social media and online search history data, by contrast, could provide an ongoing real-world datastream revealing internal thoughts and personal states of mind.

Objective: We conducted this study to determine the feasibility and acceptability of using personalized online information-seeking behavior in the identification of risk for suicide attempts.

Methods: This was a cohort survey study to assess attitudes of participants with a prior suicide attempt about using web search data for suicide prevention purposes, dates of lifetime suicide attempts, and an optional one-time download of their past web searches on Google. The study was conducted at the University of Washington School of Medicine Psychiatry Research Offices. The main outcomes were participants’ opinions on internet search data for suicide prediction and intervention and any potential change in online information-seeking behavior proximal to a suicide attempt. Individualized non-parametric association analysis was used to assess the magnitude of difference in web search data features derived from time periods proximal (7, 15, 30, and 60 days) to the suicide attempts versus the typical (baseline) search behavior of participants.

Results: A total of 62 participants who had attempted suicide in the past agreed to participate in the study. Internet search activity varied from person to person (median 2-24 searches per day). Changes in online search behavior proximal to suicide
attempts were evident up to 60 days before attempt. For a subset of attempts (7/30, 23%) search features showed associations from 2 months to a week before the attempt. The top 3 search constructs associated with attempts were online searching patterns (9/30 attempts, 30%), semantic relatedness of search queries to suicide methods (7/30 attempts, 23%), and anger (7/30 attempts, 23%). Participants (40/59, 68%) indicated that use of this personalized web search data for prevention purposes was acceptable with noninvasive potential interventions such as connection to a real person (eg, friend, family member, or counselor); however, concerns were raised about detection accuracy, privacy, and the potential for overly invasive intervention.

Conclusions: Changes in online search behavior may be a useful and acceptable means of detecting suicide risk. Personalized analysis of online information-seeking behavior showed notable changes in search behavior and search terms that are tied to early warning signs of suicide and are evident 2 months to 7 days before a suicide attempt.

(J Med Internet Res 2021;23(5):e27918) doi:10.2196/27918
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Introduction

Worldwide, suicide is the 18th leading cause of death, resulting in nearly 800,000 lives lost annually [1]. Suicide is the 10th leading cause of death in the US, with nearly 48,000 Americans dying by suicide in 2017 and 1,400,000 suicide attempts in the same year, costing the US approximately 69 billion dollars in 2015 [2,3]. Despite the high societal and personal costs of suicide and decades of research into suicide prevention, we still cannot accurately identify who may be at risk for death by suicide or when the risk is likely to be greatest [4,5].

One of the most important challenges facing suicide prevention researchers—as well as clinical providers—is to identify warning signs for suicidal behavior [6,7], which indicate when a specific individual is at heightened suicide risk in the near term (ie, within minutes, hours, or days) [6,8]. While warning signs developed by expert consensus [6] have been widely disseminated [9-11], research on the timeliness and utility of proposed warning signs has been sparse, and some proposed warning signs have recently been found to not predict imminent suicidal behavior [12]. This is partly because warning signs such as short-term increase in alcohol use [13,14], acute negative interpersonal life events [15], intensity of affective [8], cognitive responses, suicide-related communications, and prepping one’s personal affairs [12] may not be static variables (ie, they fluctuate over minutes, hours, or days) making traditional clinical risk assessment at a single health care contact imprecise [6]. Additionally, only one-third of mental health providers use suicide screens routinely [16]. An added complication is that, currently, known methods rely upon having a vulnerable individual self-disclose to and interact with systems (eg, health care, school) or individuals (eg, family, friends) in order to identify warning signs of suicidal behavior. Many people at high risk for suicide do not seek professional help because of lack of time, preference for other sources of help, or fear regarding how they will be treated in the health care system (eg, stigma and the potential trauma associated with in-patient hospitalization) [17-22]. For these reasons, methods that can identify proximal risk factors for suicide that do not depend on health care disclosure and can capture the fluctuating and individualized nature of suicide risk are needed [23].

Machine learning and natural language processing methods have recently been applied to social media data as a means of identifying suicide risk [24,25]. Social media provide a continuous stream of information about individuals’ daily lives that may be useful in capturing the dynamic nature of suicide risk, and some studies have found these data can be used to infer a person’s mental health as well as ongoing risk for suicide [23,26-29]. A disadvantage to using social media is that the age range of users is still very young [30,31]. Because of recent mishandling of social media data, people are also staying away from public social media platforms [32]. By contrast, 77% of the US population [33] seek information online through internet search engines. The information gleaned here is less likely to be biased, for example, by the desire to project a positive persona on social media [34], with search content focused on information gathering about personal concerns [35,36]. The use of internet search data may be an effective, private, immediate method of proximal suicide risk detection for individuals regardless of their contact with systems of care or self-reported disclosures to other persons.

The use of individualized web searches for proximal risk assessment of suicide attempts is also aligned with the Fluid Vulnerability Theory [29,37-39]. Fluid Vulnerability Theory proposes that suicide risk is a function of ever-changing interactions among multiple risk and protective factors, thus “an individual’s vulnerability to suicide is variable but nonetheless identifiable and quantifiable [37].” Some risk and protective factors are static or relatively stable (eg, gender, race, genetics, trauma, dispositional optimism) whereas others are state-based and dynamic (eg, mood, life stressors, insomnia, social support). While static risk factors are known to identify who is at risk, using personalized web searches as a source of real-time real-world behavior may potentially help uncover complex interplay of real-world risk factors associated with when someone is at greatest suicide risk.

However, one limitation to using search data for suicide risk prediction is the concern about privacy and the use of data not intended for public consumption. The intent of social media is to share life events and information publicly whereas search queries are often meant for personal, nonpublic use, and thus privacy concerns about using these data are important to understand [40]. Before embarking on a scaled exploration of
these data for risk detection purposes, it is crucial to gain insight from people with lived experience of suicide about their comfort with their search data being used for suicide detection and prevention.

The purpose of this study is to examine the feasibility of using data from internet searches to identify suicide risk. The first objective of this study was to determine whether internet search behavior (frequency of search queries and queries categorized to known warning signs) were evident within 60 days of a documented suicide attempt. The second objective of this study was to determine how comfortable individuals with lived experience of suicide are with the use of internet search data for early identification.

Methods

Data Collection

Recruitment and Eligibility

Participants with a prior confirmed suicide attempt were recruited from an ongoing randomized clinical trial [41]. Inclusion criteria were (1) inpatient or emergency service admission, (2) lifetime suicide attempt and current hospital admission for suicidality or current hospital admission for a suicide attempt, and (3) consenting to study procedures. This study was approved by the institutional review board at the University of Washington. Data collection occurred from November 2017 to October 2019, and data analysis was conducted from October 2019 to August 2020.

Procedures

Participants were asked to complete a 30-minute semi-structured interview about their concerns and suggestions for using internet search data as a means of preventing suicide. They were offered the option to provide a one-time confidential data download of their online Google search history. Participants who opted to participate in the study were reimbursed US $30 regardless of whether or not they agreed to share their Google search history.

Internet Search Data Collection

Google Takeout is a web-based interface developed by Google that allows users of Google apps to download their data into an exportable file. Using prior work [42], we created a web app, called gTAP [43], to allow participants to download their data without sharing personal Google account credentials. Only past Google search history was collected (Multimedia Appendix 1).

The Suicide Attempt and Self-Injury Count, a brief version of the Suicide Attempt Self-Injury Interview [44], has been widely used to determine suicide attempts in clinical trials [45-49] and was used to identify dates of suicide events and categorize events into suicide attempts and nonsuicidal acts.

Participant Survey

The interview was developed by the research team and focused on the acceptability of using internet information to detect the risk of suicide and to prevent suicide (Multimedia Appendix 2). Participants were asked to respond to the following question: “Technology companies use algorithms to predict who is at risk for suicide. Were you aware of this? Do you have any concerns or fears about how this information is collected, stored, and shared? How would you feel if they used your personal search data and/or what you have posted on social media to take action to prevent you and others in a similar situation from suicide? What do you see as the pros and cons?”

Statistical Analysis

Search Data Featureization

Participants’ web searches were used to generate behavioral (online information seeking pattern) and semantic (meaning of search content) features. For behavioral features, we generated daily summary of participants’ search history such as the average number of searches per day and the time of day when searches were conducted. For semantic features, we applied distributional models of semantics [50] to derive vector representations of participants’ queries, such that queries and words relating to similar concepts would be proximal in the resulting vector space. To do so, we used semantic vectors [51-53] and publicly available pretrained word embeddings [54] (Multimedia Appendix 3 and Multimedia Appendix 4). In order to map the user search queries to 9 empirically supported warning signs [12] and suicide-method preparation (which has not been previously examined using the present approach), we developed a set of cue terms. An iterative process of cue term definition, expert review of proximal queries, and refinement of the cue term set was used to generate the final set. We calculated a proximity score between the participants’ search query (web search) and vector subspace derived from the cue terms representing a warning sign, using the Gram-Schmidt orthonormalization [55] procedure to ensure mutual orthogonality. The proximity score was estimated as the length of the projection of the query into this subspace, following the quantum disjunction method [56]. We used a conservative z score threshold ≥3.5 (corresponding P=.0002) to indicate a meaningful construct-to-query association relative to all search queries for each participant. The use of a threshold of this nature is required on account of the statistical properties of high-dimensional space—all vectors in this space have measurable similarity, but only proximal neighbors in the space indicate meaningful similarity [55,57,58], which should be well above what would be anticipated by chance on account of the high probability of randomly instantiated vectors being mutually close-to-orthogonal [59,60]. Furthermore, this threshold was supported empirically by inspection of the relationships between queries that fell above and the themes of interest in a subset of the data (Multimedia Appendix 4).

Association Analysis

Because of a small sample size and high level of heterogeneity in web search data across participants, we used an individualized analytical approach (Multimedia Appendix 4) to assess the magnitude of difference between web search data proximal (7, 15, 30, and 60 days) to the suicide attempts versus the typical (baseline) search behavior of participants. In order to show the difference between the observed search feature score prior to the time of a suicide attempt and a typical baseline of the search feature for an individual, we computed 2 versions of a standardized value for the search score at the time of the event. First, we presented the z score defined as the search score at the
observed event time (based on a chosen time window), standardized using the mean and variance associated with a patient-specific reference distribution characterizing the full range of observed search scores for an individual. This highlighted how far the observed score at the event time was from typical scores. Second, given that the reference search score distributions may be highly skewed or multimodal, we also computed the empirical reference percentile for each search feature for the event time (suicide attempt). Specifically, we used an empirical reference distribution per search feature to compute the percent of typical individual-specific search feature values that fell either above or below the corresponding search feature value for an observed attempt. A percentile calculation is a form of nonparametric standardization and is termed a placement value for classification problems [61]. To show either extremely low or high values, we calculated the symmetrized placement value defined as the minimum of the upper or lower tail probability for the observed attempt score. The participant-specific reference distributions were generated using a nonparametric Monte Carlo simulation [62]. All statistical analysis was performed using the R [63] statistical programming language.

Survey Data Analysis

Participants’ responses to structured survey questions were summarized using summary statistics. Semistructured responses were transcribed verbatim during participant interviews and anonymized prior to analysis. We used a mixed methods approach, combining quantitative and qualitative data with the function of expansion [64], which allowed inductive qualitative data to provide the why to questions uncovered by the quantitative data. Qualitative data were analyzed from a constructivist perspective using thematic analysis after all interviews were completed [65]. Two coders (a psychologist and a psychiatrist) independently extracted initial themes from survey responses. Themes were reviewed by a third coder, a clinical research assistant who had performed all participant interviews. Data were iteratively reviewed (open coded) and collapsed to mutually exclusive themes (axial coding) until saturation was achieved (ie, when no new themes emerged) [66]. Triangulation [67] of quantitative and qualitative data allowed for convergence of themes and a more comprehensive understanding of willingness to use search data for prevention. Illustrative quotes and themes are provided for a qualitative data audit trail. This study was conducted in accordance with SRQR (Standards for Reporting Qualitative Research) [68].

Results

Sample Characteristics

Of 150 individuals, 99 were eligible to participate in this study and were approached, and 62 consented to participate in the qualitative interview. Of the 62 who consented, 26 (42%) were able to provide web search data. Reasons for not providing data were technical issues in downloading search data (17/62, 27%), unwillingness to share Google searches (15/62, 24%), and not having a Google account (4/62, 6%) (Figure 1). The cohort that consented to participate in the qualitative interview consisted of predominantly White individuals (43/62, 69%), and 53.2% were male (33/62). The mean age of the cohort was 34.9 years with 79% (49/62) having at least some college education. No significant differences in demographics were observed between the participants who completed qualitative interviews (n=62) and the final subset (n=26) from whom the Google search data was obtained for age (P=.18), gender (P=.58), race (P=.83), marital status (P=.94), education (P=.96), and income (P=.98) (Table 1). A total of 71 lifetime suicide attempts were reported by the full sample (n=62). The precision of the estimated attempt date varied from the exact attempt date (33/71, 46%) to within 2 weeks (11/71, 15%). To align the suicide attempt period to a proximal web search window, we only used the attempt dates that were rated as accurate within 2 weeks (n=44). Of these, retrospective web search data were available for 30 attempts.
Table 1. Demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Approached (n=99)</th>
<th>Consented (n=62)</th>
<th>Search data downloaded (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years) at enrollment, mean (SD)</td>
<td>33.10 (12.45)</td>
<td>34.94 (13.15)</td>
<td>29.62 (9.15)</td>
<td>.18</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Male</td>
<td>50 (50.5)</td>
<td>33 (53.2)</td>
<td>15 (57.7)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>38 (38.4)</td>
<td>21 (33.9)</td>
<td>5 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (5.1)</td>
<td>4 (6.5)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>6 (6.1)</td>
<td>4 (6.5)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>White</td>
<td>66 (66.7)</td>
<td>43 (69.4)</td>
<td>21 (80.8)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>20 (20.2)</td>
<td>14 (22.6)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>7 (7.1)</td>
<td>2 (3.2)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (4.0)</td>
<td>3 (4.8)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>1 (1.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>1 (1.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>Single/never married</td>
<td>72 (72.7)</td>
<td>42 (67.7)</td>
<td>18 (69.2)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>12 (12.1)</td>
<td>10 (16.1)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>9 (9.1)</td>
<td>4 (6.5)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>5 (5.1)</td>
<td>5 (8.1)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (1.0)</td>
<td>1 (1.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Some college, associate’s degree, or technical training</td>
<td>53 (53.5)</td>
<td>33 (53.2)</td>
<td>16 (61.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s or graduate degree</td>
<td>22 (22.2)</td>
<td>16 (25.8)</td>
<td>4 (15.4)</td>
<td></td>
</tr>
<tr>
<td>High school graduate or GED</td>
<td>15 (15.2)</td>
<td>9 (14.5)</td>
<td>5 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>7 (7.1)</td>
<td>3 (4.8)</td>
<td>1 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (2.0)</td>
<td>1 (1.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Income^a, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Less than $5000</td>
<td>9 (10.8)</td>
<td>5 (9.4)</td>
<td>3 (14.3)</td>
<td></td>
</tr>
<tr>
<td>$5000-9999</td>
<td>11 (13.3)</td>
<td>8 (15.1)</td>
<td>2 (9.5)</td>
<td></td>
</tr>
<tr>
<td>$10,000-24,999</td>
<td>23 (27.7)</td>
<td>12 (22.6)</td>
<td>4 (19.0)</td>
<td></td>
</tr>
<tr>
<td>$25,000-49,999</td>
<td>21 (25.3)</td>
<td>16 (30.2)</td>
<td>7 (33.3)</td>
<td></td>
</tr>
<tr>
<td>More than $50,000</td>
<td>15 (18.1)</td>
<td>9 (17.0)</td>
<td>4 (19.0)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>4 (4.8)</td>
<td>3 (5.7)</td>
<td>1 (4.8)</td>
<td></td>
</tr>
</tbody>
</table>

^aData were missing for n=16, n=9, and n=5 individuals for approached, consented, and data downloaded, respectively.

Search Data

**Summary**

In total, search history data for 24,397 days were collected with 349,922 individual search queries from 26 study participants. The median time span of the search history data across participants was 1348 days (range 220-4752 days); however, the actual number of days when participants searched online was much lower than the data collection period and varied widely (median 898.5 days, range 75-2759 days) (Figure 2a). Analysis generated 11 high-level search constructs related to participants' online information-seeking behavior (ie, search behavior features) and search content proximity scores for 10 suicide warning signs (ie, semantic features) (Multimedia Appendix 3).
Figure 2. Search data characteristics across participants: (a) span (in days) of search data collected from participants (in grey) and the number of days (blue) on which participants made at least one search. (b) Median daily number of web searches performed by the participants. The error bars indicate the 25th and 75th percentile. (c) Proportions of participants’ web searches stratified by time of day.

Search Behavior Features

Our analysis revealed idiosyncratic online information seeking behavior across individuals; the number of searches per day varied between 2 searches and 24 searches (median 8.5 searches). The time of day when participants conducted online searches also varied (morning: 0%-4.35%; late night: 0%-37.5%; Figure 2b,c).

Semantic Features

Of the semantic search content that we mapped to known suicide warning signs, we identified a small proportion of search queries (median 1.2%, range 0.06%-21.47%) with a proximity z score \( \geq 3.5 \) that mapped onto 1 or more of the 10 warning signs. At times, queries meeting this threshold were observed in close proximity to a suicide attempt (within days to weeks). Table 2 provides a representative selection of highly ranked queries (based on z scores) for each warning sign, revealing content suggestive of premeditation, preparation, substance use, stressors, underlying mental state, and help-seeking behavior.

Table 2. Cue term sets developed to represent selected warning signs and a subset of top search queries that map to each of the warning signs.

<table>
<thead>
<tr>
<th>Warning sign</th>
<th>Cue terms</th>
<th>Retrieved search queries</th>
</tr>
</thead>
</table>
| Alcohol use                         | whiskey; alcohol; aa; wine; alcoholic; beer | “aa meetings”; “how much beer to get drunk”; “wine hangover vs. hard alcohol”; “alcohol poisoning”; “alcoholics anonymous”
| Preparation of personal affairs     | will; affairs; suicide+note | “writing a suicide note”; “living will”; “write your will online”                         |
| Suicide communication               | hotline; help; suicide+communicate | “what does suicide hotline do”; “suicide crisis text line”; “suicide text line”; “emergency room si suicidal ideation” |
| Suicide methods (preparation)       | overdose; gun; lethal      | “sleeping pill overdose suicide”; “is ambien lethal”; “where can I get suicide pills”; “where to buy a gun in Seattle”; “cheap guns” |
| Burdenomeness                       | burden                    | “discussing work burdens marriage”                                                       |
| No reason to live                   | hopeless; live; persist    | “I don’t want to live anymore”                                                            |
| Anger                               | hostile; rage; anger       | “fits of rage”; “depression and rage”; “serious anger marijuana”                         |
| Anxiety                             | scared; fearful; afraid; anxiety; anxious; jittery;      | “ocd anxiety”; “aprehensive”; “social anxiety”; “marijuana for anxiety”; “why do I have so much anxiety”; “phobia of diseases” |
| Emptiness                           | numb; hollow; feeling+empty | “I feel so empty”; “I like the feeling of being sad”                                     |
| Interpersonal problem               | conflict; divorce; fight; breakup; loss | “final divorce decree cost”; “infidelity and custody”; “how much child support if spouse loses job”; “divorce” |

*Found using distributional semantic approaches (ie, queries do not contain any of the manually defined cue terms) illustrating the capacity of distributional semantics approaches to identify related concepts expressed in different terms.*
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Association Between Search Data Features and Suicide Attempts

On average, 58% of attempts (n=30; range 15/30, 50% to 19/30, 63%) were found to be associated (–log_{10}(placement value)≥2) with at least one search feature in 1 of the 4 proximal time periods (7, 15, 30, and 60 days). Figure 3 shows the summary of individualized association analysis highlighting the specific search constructs proximally associated with suicide attempts. Notably, for 23% attempts (7/30), a prolonged association with proximal search features (from 60 days) was observed, indicating an extended period of potentially high-risk online search behavior. For the majority of attempts, we observed a high degree of variation in search constructs and the proximal time period in which they were associated with attempts. The constructs associated the most attempts (across time windows) were online search patterns (9/30 attempts, 30%), semantic similarity of search queries to suicide methods (7/30, 23%), and anger (7/30, 23%). Figure 4 shows features associated with 4 individual suicide attempts (one per proximal window) where the search behaviors of the participants were found to be markedly different (–log_{10}(placement value)≥2) from their typical (ie, baseline) behavior.

Figure 3. Summary of individualized association analysis for 11 high-level search constructs over 4 suicide attempt–proximal periods: (a) 7, (b) 15, (c) 30, and (d) 60 days.

Figure 4. Baseline distributions for 4 example search features (each indicated by a red circle in Figure 3): (a) anxiety – 7-day proximal period; (b) suicide communication – 15-day proximal period; (c) suicide methods – 30-day proximal period; and (d) searches at night – 60-day proximal period. The red line indicates the value of the search feature in the corresponding time period proximal to a suicide attempt.

Perceived Acceptability and Feasibility of Internet Search–Based Prediction of Suicide Risk

Three primary themes were identified regarding the acceptability of using search history for suicide prevention: utility, accuracy, and privacy (Table 3): 68% (40/59) thought using internet search history for suicide detection and prevention could be useful; many participant (34/59, 58%) raised concerns about the accuracy of detection, in particular concerns of false positives and their potential consequences; and 32% of participants (19/59) were concerned about the intrusion of privacy.
The attempt. Search content associated with risk windows also days before the attempt, with a majority evident 2 weeks before in search behavior and queries related to risk are evident 60 time are highly individualized, and for some attempts, changes sporadically prior to attempts. Additionally, search queries over time are highly individualized, and for some attempts, changes in search behavior and queries related to risk are evident 60 days before the attempt, with a majority evident 2 weeks before the attempt. Search content associated with risk windows also varied, although some content was highly prevalent across time points such as queries expressing anger or suicide methods. Although these findings suggest that the use of internet searches for risk prediction will be complicated due to the intraindividual variation, it may still be possible to develop a personalized temporal risk profile or a digital phenotype [69] linked to suicide-related behaviors. Previous research has found that personalized models lead to more accurate prediction of clinical states [70]. In the present study, individualized risk assessment analysis identified as much as 63% of attempts (19/30) based on changes in search behavior and queries.

We found that participants felt using internet search data to predict and intervene in suicide was potentially helpful, but they also harbored some important reservations. Participants felt that any intervention based on search history or social media algorithms would need to be highly accurate and respect personal privacy. The interventions themselves should be active (link to a friend), rather than passive (suggestion to contact a hotline). Importantly, participants were particularly concerned about the use of emergency services as a means of intervention.

This study represents the first step in understanding the potential utility of online search data for suicide prevention. The next steps will require a study with a much larger sample size due to the intraindividual variation in search signal differences, in addition to interindividual variation in search terms and search behaviors prior to attempts. Expansion of the semantic feature space may also further refine predictive signals. While these results demonstrate that a personalized analytical approach can identify patterns of search behaviors that are evident up to 2 months before an attempt, larger studies are needed to assess potential representational bias and further refine high-risk signatures from online search data.

When presented with potential prevention interventions, participants favored interventions that provided a direct link to either a crisis counselor (35/61, 57%), friends or family (33/60, 55%), peers (30/61, 49%), or to a self-guided meditation video (33/61, 54%) (Multimedia Appendix 5). Interventions that simply provided a hotline number, with suggestions to reach out, or an inspirational video were not as favorable. When asked if they had seen interventions such as Google’s links to a suicide prevention hotline, only 53% (33/62) said they saw the link, and of those, only one person acted on it. Participants were allowed to voluntarily opt out of answering any questions in the qualitative survey, and if they did so for a specific question, they were not counted in the denominator of that question’s response percentages. Although 62 participants consented to the qualitative interview and provided some form of response in the interview, up to 3 participants opted out of specific questions at various times for declining to answer or feeling too distressed to continue the interview.

**Discussion**

**General**

This is one of the first studies to examine and describe the nature of individualized internet search data with an eye toward suicide prevention. We found that while search queries and behavior do change prior to suicide attempts, there is considerable variation between individuals, with some participants searching online more frequently, and others seeking information online sporadically prior to attempts. Additionally, search queries over time are highly individualized, and for some attempts, changes in search behavior and queries related to risk are evident 60 days before the attempt, with a majority evident 2 weeks before the attempt. Search content associated with risk windows also

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative quotation</th>
<th>Respondents reporting the theme, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful</td>
<td>“It’d be a good way to help people get resources that they don’t otherwise know about.”</td>
<td>40/59 (68)</td>
</tr>
<tr>
<td></td>
<td>“I think it’s good. I think people would be more open online than how they are in one-to-one in-person situations.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I think it sounds great. They’re already using algorithms to optimize search, [so] might as well do it for something good.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“Potentially it could be enough to ‘break the cycle’ of suicidal thoughts.”</td>
<td></td>
</tr>
<tr>
<td>Detection accuracy concerns</td>
<td>“No problem with that as long as they did it right. I wouldn’t want the SWAT team to show up at my door...”</td>
<td>34/59 (58)</td>
</tr>
<tr>
<td></td>
<td>“Companies don't understand the context of the situation, try to do the right thing, but...it makes people want to shut people out because they overreact.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I don’t think I would mind because I know what I’m getting myself into. They should work on the algorithm before implementing it into the general population though.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I like how they use trigger/key words to dump all these resources on you, but I think they need to improve it.”</td>
<td></td>
</tr>
<tr>
<td>Privacy concerns</td>
<td>“I’m chronically in private mode, because I don’t want Google or tech other companies knowing I’m looking at this. If I’m ever in public, I don’t want my search results to be seen by others.”</td>
<td>19/59 (32)</td>
</tr>
<tr>
<td></td>
<td>“Feels like I am being spied on.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I would be a little upset about that. Seems like an invasion of privacy.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“[As we become more transparent on the internet, search history or data could be used [with] malicious intentions, planting bombs for the future.”</td>
<td></td>
</tr>
</tbody>
</table>

Illustrative quotes of participant responses to use of internet history in suicide prevention.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative quotation</th>
<th>Respondents reporting the theme, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>“I’m chronically in private mode, because I don’t want Google or tech other companies knowing I’m looking at this. If I’m ever in public, I don’t want my search results to be seen by others.”</td>
<td>40/59 (68)</td>
</tr>
<tr>
<td></td>
<td>“Companies don't understand the context of the situation, try to do the right thing, but...it makes people want to shut people out because they overreact.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I don’t think I would mind because I know what I’m getting myself into. They should work on the algorithm before implementing it into the general population though.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I like how they use trigger/key words to dump all these resources on you, but I think they need to improve it.”</td>
<td></td>
</tr>
<tr>
<td>Privacy concerns</td>
<td>“I’m chronically in private mode, because I don’t want Google or tech other companies knowing I’m looking at this. If I’m ever in public, I don’t want my search results to be seen by others.”</td>
<td>34/59 (58)</td>
</tr>
<tr>
<td></td>
<td>“Feels like I am being spied on.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“I would be a little upset about that. Seems like an invasion of privacy.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“[As we become more transparent on the internet, search history or data could be used [with] malicious intentions, planting bombs for the future.”</td>
<td></td>
</tr>
</tbody>
</table>
Limitations

This study is a preliminary cohort study and thus has limitations. First, this was a small sample. Although individualized analysis of web search data indicates the potential benefits for understanding real-world risk factors of suicide and when someone may be at a higher risk, future research should explore the cohort-level predictive ability of data, including optimization of analytical parameters (eg, selection of threshold to indicate a meaningful association between web searches and suicide risk factors). Second, participants in this study were at very high suicide risk with both a lifetime suicide attempt and a recent episode requiring hospitalization. A larger prospective study of people with varying levels of suicide risk, including those without a history of suicidal ideation, is warranted to ensure that the search patterns and terms found here are unique to the imminent risk of suicide. Understanding the perspectives of other individuals on the sharing of web search data and the appropriateness of intervention will also be crucial prior to any deployment of prediction algorithms and related suicide prevention efforts. Finally, we asked participants their perspectives about hypothetical intervention scenarios based on internet search informed risk prediction. It is likely that participants’ acceptability of such interventions will differ when they are faced with them during a crisis event.

Conclusion

Although this is a preliminary study, the findings are promising and suggest a potentially useful and timely method for utilizing search data for detecting the risk of suicide. If handled appropriately, this method of risk detection is seen by those with a lived experience of suicide as an acceptable method of detection. Suicide is a serious public health problem, one that has the potential to escalate during these times of health, societal and economic challenges. Methods that can quickly identify and intervene to prevent a suicide event could help prevent and reduce the public health burden of suicide.
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A brief schematic overview of the gTAP workflow.
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Multimedia Appendix 2

Interview Guide for Exploring Technology for Suicide Prevention AFS Sub-Study.
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Multimedia Appendix 3

Description of Search Data Features.
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Multimedia Appendix 4

Schematic overview of search data featurization and non-parametric association analysis to compare the difference between a typical “baseline” search behavior to a proximal period before the documented suicide attempt.
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Multimedia Appendix 5

Survey participants were asked to rate helpfulness and comfortableness with each of the following potential intervention options. Values represent percentages of all participants that responded to each question.
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Abstract

Background: As one of the most essential technical components of the intensive care unit (ICU), continuous monitoring of patients’ vital parameters has significantly improved patient safety by alerting staff through an alarm when a parameter deviates from the normal range. However, the vast number of alarms regularly overwhelms staff and may induce alarm fatigue, a condition recently exacerbated by COVID-19 and potentially endangering patients.

Objective: This study focused on providing a complete and repeatable analysis of the alarm data of an ICU’s patient monitoring system. We aimed to develop do-it-yourself (DIY) instructions for technically versed ICU staff to analyze their monitoring data themselves, which is an essential element for developing efficient and effective alarm optimization strategies.

Methods: This observational study was conducted using alarm log data extracted from the patient monitoring system of a 21-bed surgical ICU in 2019. DIY instructions were iteratively developed in informal interdisciplinary team meetings. The data analysis was grounded in a framework consisting of 5 dimensions, each with specific metrics: alarm load (eg, alarms per bed per day, alarm flood conditions, alarm per device and per criticality), avoidable alarms, (eg, the number of technical alarms), responsiveness and alarm handling (eg alarm duration), sensing (eg, usage of the alarm pause function), and exposure (eg, alarms per room type). Results were visualized using the R package ggplot2 to provide detailed insights into the ICU’s alarm situation.

Results: We developed 6 DIY instructions that should be followed iteratively step by step. Alarm load metrics should be (re)defined before alarm log data are collected and analyzed. Intuitive visualizations of the alarm metrics should be created next and presented to staff in order to help identify patterns in the alarm data for designing and implementing effective alarm management interventions. We provide the script we used for the data preparation and an R-Markdown file to create comprehensive alarm reports. The alarm load in the respective ICU was quantified by 152.5 (SD 42.2) alarms per bed per day on average and alarm flood conditions with, on average, 69.55 (SD 31.12) per day that both occurred mostly in the morning shifts. Most alarms were issued by the ventilator, invasive blood pressure device, and electrocardiogram (ie, high and low blood pressure, high respiratory rate, low heart rate). The exposure to alarms per bed per day was higher in single rooms (26%, mean 172.9/137.2 alarms per day per bed).

Conclusions: Analyzing ICU alarm log data provides valuable insights into the current alarm situation. Our results call for alarm management interventions that effectively reduce the number of alarms in order to ensure patient safety and ICU staff’s
work satisfaction. We hope our DIY instructions encourage others to follow suit in analyzing and publishing their ICU alarm data.

*(J Med Internet Res 2021;23(5):e26494) doi:10.2196/26494*
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**Introduction**

**Background**

In intensive care units (ICUs), monitoring of patients’ physiologic parameters has significantly improved patient safety by alerting ICU staff through a visual or audible alarm [1] when a parameter deviates from the preset range (eg, apnea, sensor detachment). However, as one of the most digitized health care areas with a rising number of novel devices with their own alarms, the sheer number of alarms regularly overwhelms ICU staff. Some studies document more than 700 alarms per patient per day on average [2].

Being exposed to so many alarms can leave ICU staff alarm fatigued, a condition characterized by a desensitization to alarms, which can make ICU staff react inadequately (eg, responding with delay, turning down the alarm volume, turning alarms off) [3,4]. Due to the COVID-19 pandemic, this condition has been further exacerbated (eg, through the utilization of anesthesia ventilators in the ICU) [5]. Excessive alarms not only induce stress and distraction in ICU staff [6,7] but also directly impair patient recovery [8]. Ultimately, it can threaten patients’ lives when ICU staff misses alarms or responds with delay. This is shown by the Joint Commission’s sentinel event database, which lists 98 incidents between 2009 and 2012 that were related to alarms, of which 80 resulted in a patient’s death [9]. Reporting to the database is voluntary, which likely makes this a conservative estimate. For 2020, the ECRI Institute listed an alarm-related hazard among their Top 10 Health Technology Hazards [10]. While in the United States, the Joint Commission declared it a national patient safety goal to reduce the harm associated with clinical alarm systems from 2014 onwards [11]; there is no such official endeavor in Germany.

One way to reduce harm associated with clinical alarms is alarm management, which aims to reduce the number of unnecessary alarms (that is, false, nonactionable, and avoidable technical alarms [12]) with the assumption that this reduces the overall number of alarms and thereby alleviates the staff’s alarm fatigue. Traditional alarm management approaches that have been proven to reduce the overall number of alarms include the recommendation to mute alarms while examining a patient [13], introduce a delay between measuring and alarming [14], use individual thresholds for each patient instead of the monitoring device’s default [15], turn off arrhythmia alarms that are not life threatening, and change electrocardiogram (ECG) leads on a daily basis [16].

To be most effective, alarm management should be adjusted to the specific conditions of each ICU [12,17]. A thorough analysis of the sociotechnical system of the ICU is necessary to sufficiently customize respective interventions. These efforts include the analysis of the alarm log data (eg, when an alarm occurred and by which device) [12,18]. Currently there is no software solution commercially available that addresses analysis of patient monitoring data.

**Aim**

Our aim is to develop do-it-yourself (DIY) instructions targeted at technically versed ICU staff (physicians and nurses) for self-analysis of patient monitoring alarm data, including an illustrative, complete, and repeatable analysis of device alarm data of an ICU’s patient monitoring system. The application of the DIY instructions should help their users to identify patterns and trends in the alarm data and enable them to generate ideas on how the overall alarm frequency (and subsequently alarm fatigue) might be reduced.

**Methods**

**Ethics Approval**

The ethical approval for this study was granted by the Ethics Commission of the Charité – Universitätsmedizin Berlin (EA1/127/18).

**Setting and Design**

We conducted the study in a surgical ICU of a German university hospital. The unit consists of 21 beds in 15 rooms in which mainly patients after abdominal or neurosurgical operations are treated. The patient monitoring and alarm system used at the time of the study was the Philips IntelliVue patient monitoring system (MX800 software version M.00.03; MMS X2 software version H.15.41-M.00.04; Philips, Amsterdam, Netherlands) with bedside monitors, 3 client monitors summarizing 2-3 rooms, a central station (software version B), and 2 large hallway monitors displaying all 21 patients. Standard monitoring included oxygen saturation (SpO2), heart rate, invasive (IBP) or noninvasive blood pressure (NIBP), and temperature. Within the Clinical Alarm Capability Maturity Model by Welch et al [19], the ICU was in the first stage at the time of this study, described as having many nonactionable alarms for unknown reasons, approaching alarm management ad hoc and not having or not consulting data to support change [19]. Accordingly, there was no hospital-wide consensus on alarm management.

We used an observational study design, which included retrospective data analysis of the patient monitoring alarm data. The DIY instructions were iteratively developed in informal interdisciplinary team meetings within the research group between February 2019 and November 2020 and adapted by the lessons learned from our own data analysis.
Data Collection and Deidentification
We manually collected clinical audit logs (which include the alarm data) 3 times during 2019 (in winter, summer, and autumn) via a USB stick from the central patient monitoring device in the ICU as previously described by others. The clinical audit log consists of the time, bed number, alarm type (ie, parameter, device, alarm criticality), and alarm handling (eg, threshold adjustments, use of the pause function). Each log file contains data from 31 days.

No actual patient-identifying data elements were collected. For further deidentification, dates were shifted into the future by a pseudorandom offset for all patients; the bed number was replaced by a pseudonym. Day and night rhythm, weekends, the season, and the bed characteristic (double room, single room) were not affected by this process. The deidentified raw data can be retrieved from an open data repository [20].

Data Analysis Framework
Overview
We organized our data analysis in a framework based on suggestions by Hüske-Kraus et al [12], who introduced quality dimensions along with metrics of an alarm system. Each dimension summarizes multiple metrics (Table 1).

Table 1. Data analysis framework applied in this study in line with the quality dimensions introduced by Hüske-Kraus et al [12] and including metrics suggested by Hüske-Kraus et al [12] as well as metrics suggested by other sources for each dimension, wherever possible.

<table>
<thead>
<tr>
<th>Quality dimension</th>
<th>Definition</th>
<th>Metrics used in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alarm load</td>
<td>Metrics related to the number of alarms</td>
<td>Alarms per bed per day, frequency of individual alarms, alarms per device, alarms per criticality (red, yellow, and blue; ie, alarm at high criticality, alarm at medium criticality, and technical alarm at low criticality, respectively), average temporal distribution of alarms and alarm flood conditions (10 or more alarms occurring within 10 minutes) [18]</td>
</tr>
<tr>
<td>Avoidable alarms</td>
<td>False-positive alarms, nonactionable alarms, and technical alarms</td>
<td>Technical alarms per bed per day, technical alarms per device</td>
</tr>
<tr>
<td>Responsiveness and alarm handling</td>
<td>Alarm duration, response time, muting of alarms, and corrective actions</td>
<td>Duration of alarms</td>
</tr>
<tr>
<td>Sensing</td>
<td>The quality of the technical infrastructure, such as consumable, overmonitoring, and undermonitoring</td>
<td>Average usage of the alarm pause function per bed per day, proper pause-to-pause ratio [12], redundant monitoring of physiological parameters</td>
</tr>
<tr>
<td>Exposure</td>
<td>How alarms are distributed in the unit</td>
<td>Average alarm frequencies per room and per bed per room type, number of beds issuing more alarms than the average</td>
</tr>
</tbody>
</table>

Data Analysis
We cleaned and analyzed the data with R [21] in combination with the packages dplyr [22], tidyr [23], and stringr [24]. We used the package lubridate [25] for date and time information and the package ggplot2 [11] for the visualizations. The log entries were structured in 4 columns: Time, Bedname, Action, Devicename. New variables (eg, the time an alarm was generated and its criticality) were extracted for each log entry from the information contained in the column Action. In total, the alarm logs contain data from 93 days.

Alarm Load
Visualizing the frequency of individual alarm parameters helps to identify “bad actors” — alarms that occur much more frequently than others [8] while investigating the number of alarms each medical device issues — can help to prioritize alarm management interventions. The metric “alarms per bed per day” alone is not necessarily an indicator of the alarm load on respective ICUs and should be accompanied with information such as the criticality of the alarms (red, yellow, blue), the frequency of individual alarms, the frequency of alarms per device, the number of alarm flood conditions, and a temporal perspective. To conduct device-related analyses, we assigned each alarm parameter to 1 out of 7 devices (ventilator, ECG, IBP, intracranial pressure, temperature, NIBP, and pulse oximetry [SpO₂]). Technical alarms included alarms with a blue criticality and general monitoring device-related alarms (such as missing patient information, low batteries, or interrupted arterial blood pressure measurements). Devices, where the absolute cumulative frequency of alarms was less than 500 in the dataset were only included in the overall count of alarms (Multimedia Appendix 1).

To visualize the average distribution of alarms across 24 hours, we calculated the average number of alarms of each 1-minute bin between 12:00 am and 11:59 pm for the 3 devices issuing the most alarms and applied the scatterplot smoothing function of the R package ggplot2 [26].

Alarm flood conditions are described as situations in the ICU where multiple alarms are triggered within a short time frame. Metrics related to alarm flood conditions provide information that allow an additional perspective on the alarm load of an ICU and take an acute overload of ICU staff by alarms into account [18]. We grouped the data per bed and split each bed’s data into 10-minute bins starting from the date-time stamp of the first log entry. All bins containing 10 or more alarms were counted as an alarm flood, as previously described [18].
Avoidable Alarms

Avoidable alarms are defined as nonactionable (including false positive alarms) or technical [12]. Since the alarm log data lack information on whether an alarm was true or false or if it was followed by a therapeutic intervention, we cannot provide metrics such as the positive predictive value of alarms. However, most technical alarms, whether they were responded to with an intervention or not, are avoidable nonetheless [12]. Therefore, we report the average number of technical alarms per bed per day as well as the individual frequency of technical alarms.

Responsiveness and Alarm Handling

We visualize the median alarm duration per medical device in absolute seconds and over the course of 24 hours for the 3 devices issuing the most alarms. The duration of an alarm was defined as the time difference between the timestamp of the log entry of a generated alarm and that of a terminated alarm. We opted for this method, because only the “true” time of generated alarms is documented but not the “true” time of terminated alarms, where only the time of the log entry is provided.

Sensing

Using the pause function of the monitoring devices is argued to prevent unnecessary alarms [16,27]. In the investigated ICU, the alarm pause function suspends all alarms for up to 3 minutes or until it is actively terminated by the medical team. This helps prevent alarms that would be triggered when, for example, a patient is being shifted from one position to another during a physical examination. A responsible use of the pause function demands its active termination to avoid undermonitoring of the patient due to the suspended alarms for the remainder of the pause function [12] once the health care provider leaves the patient. Hence, an alarm pause can be considered a proper pause if its duration is shorter than the monitor’s default pause duration. The metric “proper pause-to-pause ratio” indicates the ratio of proper pauses to all pauses [12]. We count pauses that were re-enabled within 3 minutes after their termination as one continuous pause, since the default length might not have been sufficient for the bedside procedure.

We consider an overmonitoring of patients to be indicated when parameters that monitor the same physiological event, but stem from 2 different medical devices, are routinely issuing alarms.

Exposure

The present ICU has 2 different room types: a single bedroom and a double bedroom. We aimed to find out whether a bed in a single bedroom produces more, less, or equally as many alarms as a bed in a double bedroom and whether this differs depending on the alarm criticality. In total, there are 12 beds in double bedrooms and 9 beds in single bedrooms. The average alarm frequencies per bed per room type were calculated by dividing the number of alarms per room type by 12 or by 9, respectively.

Results

Overview

The results section is clustered into 2 parts: First, we provide the DIY instructions for self-analysis of alarm data from the patient monitoring system; second, we present the results of the illustrative alarm data analysis conducted on data from our ICU.

DIY Instructions

Step-by-Step Procedure

The DIY instructions for self-analysis of the ICU’s patient monitoring alarm data consist of 6 steps: (1) define or re-evaluate metrics, (2) collect data, (3) analyze data, (4) visualize metrics, (5) present to staff and set goals together, and (6) design and implement interventions (see Figure 1).

Figure 1. Feedback loop regarding do-it-yourself (DIY) instructions for self-analysis of patient monitoring alarm data in the intensive care unit.
Define or Re-Evaluate Metrics
In an interdisciplinary team consisting of ICU physicians and nurses, alarm data metrics should be defined. We recommend to initially include all metrics presented in the aforementioned data analysis framework in order to get an accurate and complete picture of the alarm situation of the respective unit. After the first iteration of the feedback loop, new metrics may be added or existing ones modified.

Collect Data
Regular collection of patient monitoring data is crucial to conduct reliable data analyses, especially if interventions are being conducted at the respective ICU. The monitoring central station at our ICU stores data for up to 90 days; hence, every 90 days, data have to be manually extracted from the system [28].

Analyze Data
We provide the fully annotated R scripts that we used to conduct the alarm data analysis to enable even beginners in R to do likewise. Further explanations can be found in the Results section and in the scripts [20].

Visualize Metrics, Present to Staff, and Set Goals
Visualizations should be summarized in a clear and intuitive format (eg, using a presentation program) and discussed with ICU staff. Together, realistic goals should be set for each parameter and possible interventions deduced. On a quarterly basis, this feedback loop should be started from the beginning. The R-Markdown file on GitHub can also be used to create comprehensive alarm reports including all metrics and visualizations reported in this paper [20].

Design and Implement Interventions
Potential interventions are deduced from the data analysis, the visualizations, and the interdisciplinary goal setting. ICU staff as the end users of the patient monitoring system should be actively involved in the intervention design and rotate regularly with new medical staff from the ICU to assess clinical relevance more reliably. Possible interventions could include adjusting the default alarm thresholds for the top 10 alarm parameters, focusing on customizing these parameters more frequently, introducing new ECG electrodes or skin preparation routines, or providing staff training (eg, on how to use the alarm pause function). Further interventions are elaborated elsewhere [29,30].

Data Analysis
Alarm Load
The analyzed alarm log data set contained, on average, 152.5 (SD 42.2) alarms per bed per day. Most alarms were type yellow (mean 120.3/152.5, SD 37.15 per day; 79%), followed by type red (mean 27.5/152.5, SD 9.37 per day; 18%). Few alarms were type blue (mean 4.6/152.5, SD 2.75 per day; 3%). The 5 most frequent alarms were a generic alarm of the ventilator, invasive systolic blood pressure (high and low), high respiratory rate issued by the ventilator, and low heart rate (see Figure 2).

Figure 2. Frequency of individual alarm parameters within 93 days. The colors correspond to the alarm criticalities (red, yellow, and blue). *: ventilator arm; ABPs: systolic arterial blood pressure; ECG: electrocardiogram; FREQUENCY: ventilator alarm indicating that the upper respiratory rate threshold has been exceeded; HR: heart rate; RR: respiratory rate derived from the ECG (see Multimedia Appendix 2 for all abbreviations).
After each alarm parameter was assigned to the corresponding medical device, it was evident that the ventilator generates the most alarms, followed by IBP and ECG (see Figure 3).

When put into a temporal perspective, the average distribution of alarms across 24 hours for the 3 devices that issue the most alarms shows a downward trend, with most alarms being issued in the morning shift and fewest during the night (see Figure 4). The mean number of alarms per minute per medical device during the morning, afternoon, and night shifts were: 1.09 (SD 0.2), 1.0 (SD 0.18), and 0.71 (SD 0.17) for the ventilator; 0.65 (SD 0.13), 0.56 (SD 0.1), and 0.45 (SD 0.09) for IBP; and 0.57 (SD 0.12), 0.51 (SD 0.1), and 0.45 (SD 0.09) for ECG, respectively.

Figure 3. Alarms from medical devices within 93 days subdivided into the criticality levels (red, yellow). ECG: electrocardiogram; IBP: invasive blood pressure; ICP: intracranial pressure; NIBP: noninvasive blood pressure; SpO2: oxygen saturation.

Figure 4. Average distribution of alarms across 24 hours. The white spaces between the grey bars (ie, shifts) visualize handover periods. Each dot shows the average alarm frequency of 1 minute for the specified device. The line for each device is calculated by ggplot2’s smoothing function and represents a generalized additive model of the distribution (with the formula y ~ s(x, bs = “cs”). It serves to aid in detecting trends in the data. ECG: electrocardiogram; IBP: invasive blood pressure.
In total, 6468 alarm flood conditions occurred (mean 69.55, SD 31.0 per day; median 63; range 22-194), of which 5289 (82%) were comprised of between 10 and 20 alarms, 1012 (16%) between 20 and 40 alarms, and 159 (2%) between 40 and 100 alarms within 10-minute intervals. The temporal visualization over 24 hours shows a general downward trend with peaks in the morning and afternoon shifts (see Figure 5).

**Figure 5.** Temporal distribution of alarm flood conditions over 24 hours. Each dot indicates the sum of all alarm flood conditions that were initiated at the respective time of day in 10-minute intervals. For example, the first dot on the far left indicates that 43 alarm floods occurred between 7:10 and 7:20 AM across all days in the data. The blue line is a local regression, calculated by ggplot2’s smoothing function (formula: y ~ x). The white spaces between the grey bars (ie, shifts) visualize handover periods.

**Avoidable Alarms**

In total, 10,846 technical alarms (red, yellow, and blue) are documented. This equals 5.6 (SD 2.8) technical alarms per bed per day, on average. With 8746 alarms (all blue), the ECG produced the most technical alarms (ECG lead fallen off), followed by IBP (1342 red alarms) and alarms related to the module cable connection (167 blue alarms).

**Responsiveness and Alarm Handling**

The alarm duration showed a distribution that is strongly skewed to the right (for clinical alarms: mean 109.3, SD 6109.15 seconds; median 8 seconds; range 0-2,291,314 seconds; for technical alarms: mean 221.5, SD 4,898 seconds; median 7 seconds; range 0-403,440 seconds), which is why we used the median as the measure of the center for further analyses and plots. Additionally, because some durations were calculated to be unrealistically high (in some instances, multiple days), we treat all durations longer than 8 hours (approximately the length of one shift) as outliers and do not include them in the analyses.

Median alarm durations of yellow and red alarms were similar (8 seconds; range 0-22,048 seconds; range 0-28,531 seconds), while the median alarm duration of blue alarms was slightly longer (9 seconds; range 0-26,049 seconds). Regarding devices, the median duration of alarms by NIBP was the longest (64 seconds; range 0-3845 seconds), followed by temperature (26 seconds; range 0-7796 seconds), SpO₂ (16 seconds; range 0-27,580 seconds), and IBP (14 seconds; range 0-28,531 seconds). ECG and the ventilator recorded the lowest median alarm duration (4 seconds; range 0-7796 seconds and 7 seconds; range 0-22,048 seconds, respectively). Visualizing the alarm durations over 24 hours shows that the difference across devices was relatively stable over the course of an average day (see Figure 6). However, Figure 7 shows that there were substantial differences between the median duration to red and yellow ECG alarms.
Figure 6. Median alarm duration of the 3 medical devices that issue most alarms over 24 hours. Each dot represents the median alarm duration for each minute of the day of the respective device. The line for each device is based on ggplot2’s smoothing function and represents a generalized additive model of the distribution (with the formula $y \sim s(x, bs = "cs")$). The white spaces between the grey bars (i.e., shifts) visualize handover periods. ECG: electrocardiogram; IBP: invasive blood pressure.

Figure 7. The median alarm duration from 8 medical devices plotted against the total number of alarms issued by the respective device. The colors correspond to the alarm criticalities (red, yellow, and blue). ECG: electrocardiogram; IBP: invasive blood pressure; ICP: intracranial pressure; NIBP: noninvasive blood pressure; $\text{SpO}_2$: oxygen saturation.
**Sensing**

On average, the alarm pause function was applied 10.86 (SD 2.6) times per bed per day. Of all pauses that were started, 92% (14,719/16,002) were not actively terminated but lasted for their default maximum length of 3 minutes and therefore do not qualify as proper pauses [10]. The ICU’s proper pause-to-pause ratio is 0.09:1.

Of the ECG alarms, 16% (10,821/67,518) indicated a high respiratory rate, which amounted to 4% (10,821/297,830) of all alarms recorded in the data set, while the alarms from the ventilator related to a high respiratory rate covered another 11% (31,911/297,830) of all alarms. Additionally, both device groups had similar numbers of life-critical apnea alarms. This suggests an overmonitoring of the respiratory rate.

**Exposure**

A bed located in a single bedroom had, on average, 26% (172.9/137.2) more alarms per day than a bed located in a double bedroom. There were 32% more red alarms per bed in a single bedroom than in a double bedroom (297.2/2250.3) and 25% more yellow alarms per bed in a single bedroom than in a double bedroom (12.638/10.105.2).

The calculated average alarms per bed per day yields 152.5 alarms (SD 42.2). On average, 36% (7.6/21, SD 1.6) of the 21 beds exceeded the units average every day, issuing on average 69% of all daily alarms (2199.9/3202.4, SD 651.2).

**Discussion**

**Principal Findings**

We aimed to provide technically versed ICU staff with a framework and the tools to conduct a self-analysis of patient monitoring alarm data in order to help them assess their unit’s alarm situation, inspect potential root causes of excessive alarms, and derive alarm management interventions that might help to remedy alarm fatigue. Our framework consists of 6 steps that should be iteratively applied: (1) define or re-evaluate metrics, (2) collect data, (3) analyze data, (4) visualize metrics, (5) present to staff and set goals together, and (6) design and implement interventions. We designed the framework to be useful independent of the ICU’s specialization (eg, COVID-19 units, neonatal ICUs, pediatric ICUs). In our observational study, we illustrated how the alarm log data of a large German ICU can be analyzed and how alarm metrics can be visualized using the scripts that we provide (steps 2 and 3 of the framework, respectively [20]). The data analysis was structured according to the aforementioned quality dimensions [12]: The alarm load was quantified by 152.5 (SD 42.2) alarms per bed per day on average, issued mostly by the ventilator, IBP measurement, and ECG in the morning shifts (ie, high/low blood pressure, high respiratory rate, high/low heart rate). Alarm flood conditions also mostly occurred in the morning shifts with, on average, 69.55 (SD 31.12) per day. With regard to avoidable alarms, technical alarms were mostly issued by the ECG (ie, lead fallen off). The dimension “responsiveness and alarm handling” included the metric “alarm duration.” The calculation yielded a median duration of 8 (range 0-2,291,314) seconds for clinical alarms and 7 (range 0-403,440) seconds for technical alarms. Regarding “sensing,” the alarm pause function is, on average, applied 10.86 (SD 2.6) times per bed per day, and in 92% (14,719/16,002) was not actively terminated, resulting in a proper pause-to-pause ratio of 0.09:1. The “exposure” to alarms per bed per day was higher in single rooms (26%, mean 172.9/137.2 alarms per day per bed). Most alarms were, on average, issued by 7.6 of 21 beds (36%).

**Alarm Metrics in Perspective**

Cvach et al [29] suggested that most ICU patients have less than the average number of alarms per bed per day while a few have more than that. In their data analysis of adult telemetry, 19% (n=3) exceeded the unit’s average on a single day; in our data analysis, on average, 36% (n=7.6) exceeded the unit’s average.

Our data analysis shows that beds located in a single bedroom have a higher alarm load compared to a bed in a double bedroom. Further analysis of alarm data at the patient level could reveal whether the alarm load depends on the severity of the patient’s illness. Upon presenting our results to ICU staff, they noted that patients in delirium are often treated in single bedrooms. Since delirium is a condition that can lead to erratic movements [31], this might explain the larger number of alarms coming from single bedrooms (eg, due to disconnected ECG leads). This anecdote highlights the importance of presenting the results of the data analysis to ICU staff, as suggested in Figure 1.

Slow response times can be an indicator of alarm fatigue [32]. However, response times to alarms can be slow for other reasons than alarm fatigue alone, such as the unit’s floor layout and policies [17] or the staff members’ individual personality traits [33]. Similarly, response times can be fast for other reasons than a well-functioning organization: ICU staff might be so severely desensitized to alarms that they start terminating them blindly, without properly evaluating the patient’s situation [12]. Although response time and alarm duration are related, they are not the same. Response time describes the time between the generation of an alarm and its manual termination. Alarm duration describes the time between the generation of an alarm and any termination of that alarm (such as the auto-termination of alarms if an alarm with a higher priority is issued). Our data did not include information on whether an alarm was manually terminated or not, which is why we focused on analyzing the alarm duration.

Although the pause function of the monitoring devices can prevent unnecessary alarms [14,26], it should be used responsibly by terminating it before leaving the patient. Our data yielded a proper pause-to-pause ratio of 0.09:1, meaning that most pauses that were started were not actively terminated but lasted for their default maximum length of 3 minutes. This ratio is far from Hu “ské-Kraus et al’s [12] ideal ratio of 1, where all pauses would be a “proper pause.” If it is indeed the case that health care providers leave patients with the alarm pause still engaged, then this aspect should be included in future staff training to promote a responsible use of the alarm pause function. However, other reasons for this pattern in the data should be considered as well. For example, sometimes even the maximum duration of an alarm pause is not long enough (eg, when ICU staff are in the middle of an intervention on the other
side of the bed, unable to reach the patient monitor, watching the pause automatically disengage). Hence, this nonideal proper pause ratio does not necessarily represent carelessness of ICU staff but could hint towards the maximum default length of alarm pauses as being too short.

Limitations
Quantification of the alarms does not reflect whether alarm fatigue is an issue in the respective ICU. In order to evaluate alarm fatigue as a complex sociotechnical phenomenon, the data analysis should be accompanied by a qualitative study (eg, by staff interviews or alarm fatigue surveys) [34]. Our applied grouping of metrics into dimensions is based on available literature, not delimited, and to some extent arbitrary. For example, the “alarm pause” metric could be assigned to the dimension “alarm handling” or the “alarm flood” metric to the dimension “exposure.” The software version of our monitoring system does not log technical alarms with a low priority (soft inoperable alarms), and we did not include alarms from every medical device that issues alarms (eg, perfusion pump alarms are not included). Hence, the metrics reported underestimate the actual alarm load of the unit.

Conclusion
We demonstrated that basic data analysis skills can help generate valuable insights for designing alarm management interventions and how alarm data analyses might be embedded in an overarching framework that guides in developing such interventions. We hope the presented DIY instructions and the alarm processing and visualization scripts accompanying this publication will be helpful to other intensivists and researchers and spur the publication of many ICUs’ alarm data and lessons learned from their alarm management efforts.
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Abstract

Background: Some researchers argue that the successful implementation of patient decision aids (PDAs) into clinical workflows depends on their integration into electronic health records (EHRs). Anecdotally, we know that EHR integration is a complex and time-consuming task; yet, the process has not been examined in detail. As part of an implementation project, we examined the work involved in integrating an encounter PDA for symptomatic uterine fibroids into Epic EHR systems.

Objective: This study aims to identify the steps and time required to integrate a PDA into the Epic EHR system and examine facilitators and barriers to the integration effort.

Methods: We conducted a case study at 5 academic medical centers in the United States. A clinical champion at each institution liaised with their Epic EHR team to initiate the integration of the uterine fibroid Option Grid PDAs into clinician-facing menus. We scheduled regular meetings with the Epic software analysts and an expert Epic technologist to discuss how best to integrate the tools into Epic for use by clinicians with patients. The meetings were then recorded and transcribed. Two researchers independently coded the transcripts and field notes before categorizing the codes and conducting a thematic analysis to identify the facilitators and barriers to EHR integration. The steps were reviewed and edited by an Epic technologist to ensure their accuracy.

Results: Integrating the uterine fibroid Option Grid PDA into clinician-facing menus required an 18-month timeline and a 6-step process, as follows: task priority negotiation with Epic software teams, security risk assessment, technical review, Epic configuration; troubleshooting, and launch. The key facilitators of the process were the clinical champions who advocated for integration at the institutional level and the presence of an experienced technologist who guided Epic software analysts during the build. Another facilitator was the use of an emerging industry standard app platform (Health Level 7 Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources) as a means of integrating the Option Grid into existing systems. This standard platform enabled clinicians to access the tools by using single sign-on credentials and prevented protected health information from leaving the EHR. Key barriers were the lack of control over the Option Grid product developed by EBSCO (Elton B Stephens Company) Health; the periodic Epic upgrades that can result in a pause on new software configurations; and the unforeseen software problems with Option Grid (ie, inability to print the PDA), which delayed the launch of the PDA.

Conclusions: The integration of PDAs into the Epic EHR system requires a 6-step process and an 18-month timeline. The process required support and prioritization from a clinical champion, guidance from an experienced technologist, and a willing EHR software developer team.

(J Med Internet Res 2021;23(5):e22766) doi:10.2196/22766
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Introduction

Background

Researchers have argued that the successful implementation of patient decision aids (PDAs) into clinical workflows depends on their integration into electronic health records (EHRs) [1,2]. The task of integrating third-party tools into EHRs is complex [3]. Security concerns dominate the challenge, as institutions have become reliant on EHRs to manage key operational workflows [3]. Third-party software that brings external connections and URL links to EHRs is subject to extensive scrutiny [4]. Updates to either the EHR or linked third-party products are perennial concerns, given the cost of downtime or system failure.

Many software vendors provide system-wide EHR software (eg, Epic, Cerner, or Allscripts) [5]. However, there are major differences between the same EHR product when installed at different health care institutions: this is because they are tailored to organizational and clinical preferences and integrated with other ancillary software [6]. Clinicians also differ in how and when EHRs are used with patients [7]. These uses can include showing images or test results and sending health information via the patient portal [8]. Although some common integration processes can be identified, solutions cannot be replicated from one institutional setting to others and tailoring is always required.

PDAs provide evidence-based information in a comparative format to facilitate shared decision-making, in which patients and clinicians are supported when making informed decisions together [9]. PDAs serve as catalysts to engage patients in decision-making processes and can be used before, during, and after clinical encounters [10,11]. Recent systematic reviews and meta-analyses have shown that PDAs increase knowledge about options and reduce decisional conflict, thereby helping patients make decisions that align with their preferences [12,13]. Despite improving a range of outcomes, their implementation in the clinical workflow remains a challenge [14,15]. Given the widespread adoption of EHRs and clinicians’ reliance on them [16], many have presumed that integrating PDAs into EHRs will lead to their increased use in clinical practice [2,17]. However, this presumption has not yet been tested at scale.

Studies that have evaluated the integration of PDAs in EHRs have focused on measuring their use by clinicians [1,18-22], measuring their impact on patient outcomes [23-25], or user testing the tool to improve the navigation and design in the EHR system [26-29]. The integration of 2 PDAs, namely the Statin Choice and Diabetes Medication Choice tools, in the EHR at the Mayo Clinic led to their increased use [18,20,21]. Coylewright et al [1] also demonstrated an increased use and observed that adoption rates of an EHR-based HealthDecision tool steadily increased over an 8-year period, with a high rate of sustained implementation after the fifth use.

Nevertheless, we were only able to identify a few examples of PDAs being integrated into EHR systems [1,18-29]. Anecdotally, researchers and practitioners recognize that embedding PDAs in EHRs is a complex and time-consuming process; however, we could not identify the literature that described the required processes. Therefore, we lack an understanding of how best to integrate these tools into EHRs, and the steps required, especially given the recent development of new interoperability standards [30]. An opportunity arose to address this research gap as part of a project to implement the uterine fibroids Option Grid PDA at 5 health care institutions in the United States (Uterine Fibroids Options [UPFRONT] study) [31].

Objectives

The aims of this work are to (1) identify the steps and the time required to integrate an Option Grid PDA into the Epic EHR system and (2) examine facilitators and barriers to the integration effort. We hypothesize that some institutions will successfully integrate the Option Grid PDA into Epic as part of a multistep, time-intensive process.

Methods

Design

As part of a Patient-Centered Outcomes Research Institute (PCORI)–funded, stepped-wedge implementation trial, we asked each participating institution to integrate Option Grid PDAs into their Epic EHR systems. Despite the stepped-wedge design, we began the integration effort at all institutions almost immediately upon receiving funding to provide ample opportunity to complete the process ahead of the active implementation phase of the broader trial, which is when clinicians would be expected to use Option Grid with their patients. Successful integration was defined as the completion of changes to the Epic system that allowed clinicians to easily access an external website that provides access to both interactive and PDF versions of the uterine fibroid Option Grid PDAs [31]. Facilitators are key elements or factors that enable a successful integration. To examine the processes required, we adopted an exploratory case study design and collected data by recording relevant meetings and taking field notes [32]. We analyzed our conversations with the clinical champions, their research teams, and Epic software analysts from various departments (such as compliance, risk management, and information security) at each institution. Our case study was reported using the checklist by Rodgers et al (Multimedia Appendix 1) [33]. The Dartmouth College Committee for the Protection of Human Subjects (approval number: STUDY00031464) granted ethical approval for our study.

Settings

The implementation study took place in the following institutions: (1) Dartmouth-Hitchcock Medical Center in Lebanon, New Hampshire; (2) Barnes-Jewish Hospital in St. Louis, Missouri; (3) Montefiore Medical Center in Bronx, New York; (4) Brigham and Women’s Hospital in Boston, Massachusetts; and (5) Mayo Clinic in Rochester, Minnesota. Each of these institutions had installed the Epic EHR product at different times. Our case study is based on our efforts to integrate the Option Grid into the Epic EHR system at these 5 institutions. Table 1 provides a brief description of each institution’s Epic experience, expertise, and infrastructure.
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Table 1. Description of each institution’s Epic experience, expertise, and infrastructure.

<table>
<thead>
<tr>
<th>Institution</th>
<th>Date of Epic adoption</th>
<th>Number of Epic software analysts</th>
<th>Any previous experience with third-party software integration?</th>
<th>Does the clinical champion have experience with using patient decision aids?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dartmouth-Hitchcock Medical Center</td>
<td>April 2011</td>
<td>170</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Barnes-Jewish Hospital</td>
<td>June 2017</td>
<td>150</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Montefiore Medical Center</td>
<td>April 2015 to June 2016</td>
<td>200</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Brigham and Women’s Hospital</td>
<td>June 2015</td>
<td>Unknown</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mayo Clinic</td>
<td>May 2018</td>
<td>300</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

*Estimated number.

**Option Grid PDA**

The Option Grid PDA for symptomatic uterine fibroids is part of a suite of tools developed and updated by EBSCO (Elton B Stephens Company) Health, a commercial entity that provides clinical decision support for health care organizations [34]. Our collaboration with EBSCO Health for developing and maintaining the uterine fibroids PDA came at no cost to the research effort. The uterine fibroid tool compares 7 treatment options: (1) watch and wait, (2) medicine with hormones, (3) medicine without hormones, (4) embolization, (5) endometrial ablation, (6) myomectomy, and (7) hysterectomy. The tool is available in English and Spanish for the following 2 formats: text-only and text accompanied by pictures (Picture Option Grid). For the study duration, each participating institution was granted access to the entire suite of 30 Option Grid tools.

When clinicians click the Option Grid button, they are first presented with the entire suite of PDAs. Once clinicians select the uterine fibroids Option Grid, they have the opportunity to select as many as 7 treatment options that are relevant to a particular patient. Once the PDA is generated, the clinician can use 3 features to document the options discussed in the encounter: print a PDF version, copy and paste a script that includes the options selected, or send a permalink to the patient so that they can view the Option Grid at their own convenience. The script is an optional feature that enables clinicians to document the use of the PDA and the options discussed in the EHR. The clinician must either use this feature or write a note in the EHR regarding the conversation that occurred with the PDA, as Option Grid does not exchange any information with the EHR. Figure 1 shows an example of an Option Grid PDA for symptomatic uterine fibroids.

**Figure 1.** Snapshot of the text version of the uterine fibroid Option Grid patient decision aid.

The 5 institutions were selected to participate in our implementation trial because of their inherent diversity, their interest in implementing PDAs, and, in some cases, their experience of practicing shared decision-making. Institutions (from inner city Bronx to rural New Hampshire) treat an ethnically diverse patient population across both urban and rural settings. At each of the 5 institutions, an obstetrics and gynecology specialist was recruited for the role of clinical
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champion (site principal investigator) for their interest in using PDAs to improve health care delivery. The clinical champions contacted the Epic software analysts and explained the importance of integrating the uterine fibroids Option Grid PDA into the EHR. The clinical champion also introduced software analysts to the UPFRONT study team, which included an experienced Epic technologist employed at EBSCO Health (FA).

Data Collection

Videoconference meetings were scheduled between the UPFRONT team and the Epic software analysts at each institution. Following the introductory meeting, the Epic software analysts dictated the frequency of the meetings based on their needs for assistance or clarification from the Epic technologist. The software analysts reached out to our study team to schedule meetings. The meetings were a time to collect the work summaries that had been collected by the software analysts, identify any barriers they were facing, and discuss solutions to overcome those barriers. Each meeting was audio-recorded. The transcribed audio recordings and field notes from the meetings provided the data for analysis.

Consent

The Dartmouth College Committee for the Protection of Human Subjects waived the requirement for the written documentation of informed consent. Standard information regarding the study was provided to the participants. The study team sought verbal consent from the audio recording at the start of videoconference meetings. If verbal consent was not granted by one or more members, then the study team took notes of meeting discussions.

Analysis

For aim 1, 2 researchers (PS and DS) reviewed meeting transcripts and field notes and documented the steps taken to integrate the Option Grid into Epic. Our description of the steps was reviewed and edited by the Epic technologist (FA) and modifications were made if required. To determine the amount of time required for the integration, we counted the number of months from the original email to the clinical champions to gauge their interest in a possible integration effort to the moment the Option Grid was launched in the site’s Epic environment. For aim 2, we conducted an inductive thematic analysis of the transcripts and field notes. Two researchers (PS and DS) independently coded a sample of transcript pages and then discussed and agreed on a codebook. The finalized codebook (Multimedia Appendix 2) was applied to all the data to highlight the facilitators and barriers to the integration effort. Codes were grouped into different code categories, which were revised and discussed by PS and DS to determine the themes. Coding disagreements were resolved by a third researcher (GE).

Results

Overview

A total of 27 meetings were held. These included 25 videoconferences (Zoom, Webex [Cisco], or Skype [Microsoft Corporation]) and 2 telephone meetings. Of the 27 meetings, we were able to record 22 (81%) meetings and collated notes for the remaining 5 (19%). The bidirectional exchange of information between the Epic software analysts and the study team (including the Epic technologist) during the meetings at each institution yielded a total of 183 transcripts or field note pages (total word count: 91,336; see Table 2 for details).
Table 2. Details of the 27 meetings that informed the steps to integrate the patient decision aid into the electronic health record and the facilitators and barriers to the integration effort.

<table>
<thead>
<tr>
<th>Institution and meeting date</th>
<th>Platform</th>
<th>Recorded? (yes or no)</th>
<th>Meeting duration (min:sec)</th>
<th>Meeting personnel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dartmouth-Hitchcock Medical Center</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 9, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>40:03</td>
<td>3 UPFRONT&lt;sup&gt;a&lt;/sup&gt; study members, 4 EBSCO&lt;sup&gt;b&lt;/sup&gt; Health members, and 2 clinical informatics members and clinicians</td>
</tr>
<tr>
<td>February 6, 2019</td>
<td>Phone</td>
<td>Yes</td>
<td>44:50</td>
<td>2 UPFRONT study members, 1 clinical champion, 1 Epic technologist, 1 EBSCO Health member, 1 clinical informatics member and clinician, and 2 clinicians</td>
</tr>
<tr>
<td>July 25, 2019</td>
<td>Webex</td>
<td>Yes</td>
<td>23:39</td>
<td>3 UPFRONT study members and 1 Epic technologist</td>
</tr>
<tr>
<td>August 9, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>5:49</td>
<td>2 UPFRONT study members, 1 Epic technologist, and 1 clinical informatics member and clinician</td>
</tr>
<tr>
<td><strong>Barnes-Jewish Hospital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>February 4, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>50:24</td>
<td>3 UPFRONT study members, 1 clinical champion, 1 Epic technologist, 2 EBSCO Health members, and 1 research assistant</td>
</tr>
<tr>
<td>May 23, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>27:25</td>
<td>3 UPFRONT study members, 1 Epic technologist, and 1 Epic software analyst</td>
</tr>
<tr>
<td>June 6, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>35:07</td>
<td>3 UPFRONT study members, 2 Epic software analysts, and 1 Epic technologist</td>
</tr>
<tr>
<td>February 3, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>MDNR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1 UPFRONT study member, 1 Epic software analyst, 2 clinicians, and 18 ambulatory operations members</td>
</tr>
<tr>
<td>February 11, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>MDNR</td>
<td>1 UPFRONT study member, 1 Epic technologist, 1 Epic software analyst, and 1 interfaces team member</td>
</tr>
<tr>
<td>March 3, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>27:35</td>
<td>1 UPFRONT study member, 1 Epic technologist, and 1 Epic software analyst</td>
</tr>
<tr>
<td><strong>Montefiore Medical Center</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 22, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>7:45</td>
<td>2 clinical champions, 1 UPFRONT study member, 1 Epic software analyst, and 3 research assistants</td>
</tr>
<tr>
<td>January 30, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>27:38</td>
<td>2 UPFRONT study members, 2 EBSCO Health members, and 4 Epic software analysts</td>
</tr>
<tr>
<td>January 14, 2020</td>
<td>Skype</td>
<td>No</td>
<td><em>d</em></td>
<td>1 clinical champion, 2 UPFRONT study members, 1 Epic technologist, 2 Epic software analysts, and 2 research assistants</td>
</tr>
<tr>
<td><strong>Brigham and Women’s Hospital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 25, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>21:59</td>
<td>2 UPFRONT study members and 1 partners operations member</td>
</tr>
<tr>
<td>February 18, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>33:28</td>
<td>2 UPFRONT study members and 2 Epic software analysts</td>
</tr>
<tr>
<td>March 27, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>15:45</td>
<td>2 UPFRONT study members and 2 Epic software analysts</td>
</tr>
<tr>
<td>May 22, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>37:08</td>
<td>3 UPFRONT study members, 1 Epic technologist, 5 Epic software analysts, and 1 research assistant</td>
</tr>
<tr>
<td>July 29, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>18:42</td>
<td>2 UPFRONT study members, 1 Epic technologist, 1 partners operations member, and 2 research assistants</td>
</tr>
<tr>
<td>January 9, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>MDNR</td>
<td>1 UPFRONT study member, 1 Epic technologist, and 2 Epic software analysts</td>
</tr>
<tr>
<td>March 30, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>MDNR</td>
<td>1 clinical champion, 1 UPFRONT study member, 1 Epic technologist, and 2 Epic software analysts</td>
</tr>
<tr>
<td>April 24, 2020</td>
<td>Phone</td>
<td>No</td>
<td>_</td>
<td>1 UPFRONT study member, 1 Epic technologist, 1 research assistant, and 2 information security analysts</td>
</tr>
<tr>
<td>May 28, 2020</td>
<td>Webex</td>
<td>No</td>
<td>_</td>
<td>1 Clinical champion, 1 Epic technologist, 2 Epic software analysts, and 1 research assistant</td>
</tr>
<tr>
<td>June 5, 2020</td>
<td>Webex</td>
<td>No</td>
<td>_</td>
<td>1 UPFRONT study member, 1 Epic technologist, 2 Epic software analysts, and 1 EBSCO Health member</td>
</tr>
<tr>
<td>Institution and meeting date</td>
<td>Platform</td>
<td>Recorded? (yes or no)</td>
<td>Meeting duration (min:sec)</td>
<td>Meeting personnel</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>June 23, 2020</td>
<td>Webex</td>
<td>No</td>
<td>—</td>
<td>1 UPFRONT study member, 1 Epic technologist, and 2 Epic software analysts</td>
</tr>
<tr>
<td>Mayo Clinic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 23, 2019</td>
<td>Webex</td>
<td>Yes</td>
<td>47:59</td>
<td>1 Clinical champion, 1 UPFRONT study member, and 3 Epic software analysts</td>
</tr>
<tr>
<td>July 24, 2019</td>
<td>Zoom</td>
<td>Yes</td>
<td>47:33</td>
<td>1 clinical champion, 3 UPFRONT study members, 1 Epic technologist, 3 Epic software analysts, and 1 research assistant</td>
</tr>
<tr>
<td>January 29, 2020</td>
<td>Webex</td>
<td>Yes</td>
<td>MDNR</td>
<td>1 UPFRONT study member, 1 Epic technologist, and 3 Epic software analysts</td>
</tr>
</tbody>
</table>

Aim 1: The Steps Taken to Integrate the PDA Into Epic

We were able to describe the process of integrating the Option Grid PDAs into Epic by identifying 6 common process steps across the institutions (Textbox 1 and 2).

The timeline for completing the 6 steps varied across institutions, but overall, up to 18 months (January 2019 to June 2020) was required to integrate the Option Grid PDAs into the Epic EHR system. The timeline began in January 2019, which was when all clinical champions received an email to gauge interest in integrating Option Grid into a clinician-facing menu in their Epic system. Although work began to place a button in an agreed location nominated by clinicians at each institution, a policy decision was made by EBSCO Health in August 2019 to use Substitutable Medical Applications and Reusable Technologies (SMART) and Fast Healthcare Interoperability Resources (FHIR) standards and list the application on Epic’s App Orchard to simplify the setup and maintenance of the tool throughout the study period. Owing to the COVID-19 pandemic, integration efforts at 2 institutions were paused to redirect resources to other more pressing initiatives. One institution was able to resume the effort, whereas the other institution had competing priorities and was forced to furlough some personnel involved in the integration process. Thus, we were only able to complete the integration of Option Grid into Epic at 4 of the 5 sites. Figure 2 details the integration timeline following the policy decision, beginning with the security risk assessment (Step 2) and ending with the Option Grid launch (Step 6).
### Textbox 1. Steps to integrate the Option Grid patient decision aids into the electronic health record.

#### Step 1: Negotiating task priority with Epic software teams
- The clinical champions at each site requested the changes into their Epic systems, establishing the clinical benefit of providing easy access to the Option Grid website in a clinician-facing menu location. Epic teams had to reprioritize their tasks, given existing work schedules. In one setting, agreement to reprioritize required negotiation and financial support.

#### Step 2: Security risk assessment
- Each institution had different security risk assessment processes, with each requiring departmental approval. Typically, 3 levels of security checks were required, related to the changes in outpatient processes or menus, information flows and dependencies, and communication with third-party tools. Epic has different modules (ie, outpatient, inpatient, and research) and each has its own operations and approval groups. The Ambulatory Operations group is responsible for reviewing requests related to general outpatient workflows (Barnes-Jewish Hospital and Montefiore Medical Center). In the case of Barnes-Jewish Hospital, the integration had to also be approved by the Interfaces Operations group, which manages requests related to any information that gets moved in and out of Epic via interfaces, and the Infrastructure team, which manages the App Orchard. The Mayo Clinic also had 3 levels of security: (1) Security, Privacy, Architecture and Data Assurance reviews new technology that will be integrated into Epic; (2) Clinical Decision Support reviews electronic health record (EHR) change requests that have endorsement from a clinical or practice committee and includes some form of clinical decision support (ie, patient decision aids [PDAs]); and (3) the Obstetrics and Gynecology specialty group, which reviews any new process, procedure, or app that will be integrated into Epic from the clinical perspective. The 4 levels of security at Brigham and Women’s Hospital include (1) the clinical vetting that reviews the study context with 2 clinicians; (2) the technical feasibility of the project evaluated by an Epic team leader, (3) technical assessment (see Step 3 for details); and (4) the security risk assessment that represents an internal process to review the application being integrated into Epic. Security review was considered unnecessary at Dartmouth-Hitchcock because the Option Grid tools were merged with an existing decision support product—HealthDecision. Analysts were particularly focused on data exchange requirements between the Option Grid app and Epic. The lack of protected health information (PHI) transfer was important. Using Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources to allow approval for the synchronization of the private Option Grid App Orchard app with the institution’s Epic environment (Step 4 for details) standardized the process across all 5 sites.

#### Step 3: Technical review
- The Epic software analysts determined the number of personnel and time required for the overall software changes. Once the level of effort, allocation of tasks, and timelines were established, the software analysts were ready for the build.

#### Step 4: Epic configuration
- Before commencing the build, all clinical champions indicated their preference for placing the Option Grid button in the patient’s chart under the More menu in their toolbar at the top. Some clinical champions preferred that the button be accessible to the entire institution, whereas others preferred a restricted access to their obstetrics and gynecology department. Our study team’s Epic technologist then developed and shared a build guide with each institution. The guide outlined the study objectives, the Epic-specific configurations required, and described how the Option Grid would not require access to PHI. The Epic software analysts configured access to the Option Grid PDA using Health Level 7 Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources (see Textbox 2 for further details). The guide contained 4 steps:
  - Accessing the app at the Epic App Orchard
  - Enabling synchronization of the Option Grid PDA on the App Orchard with the institution’s Epic environment
  - Establishing a test environment before launch in a production environment
  - Requesting whitelisting of the Option Grid domains so that the app could be accessed within Epic’s EHR menus, tasks, and options. Epic uses the term Hyperspace to describe this view of the software. Launching Option Grid within Hyperspace allows clinicians to have an easy access to the PDAs, without having to navigate to an external website.

#### Step 5: Troubleshooting
- The software analysts ensured that menu locations, access requests, and user identification were all functioning as planned. This step represented a final check to ensure that all the Option Grid features were operational.

#### Step 6: Launch
- After troubleshooting, the new configuration was migrated to the production environment and the Option Grid was launched. This means that clinicians could access the Option Grid button and be directed to the Option Grid website where they can generate a PDA for their patients.
SMART on FHIR

- Substitutable Medical Applications and Reusable Technologies (SMART) is an “open, standards-based platform that enables innovators to create applications that seamlessly and securely run across the healthcare system” [35]. Health Level 7 (HL7) is an “industry organization that develops standards for the exchange, integration, sharing and retrieval of EHR information” [36]. HL7 adopted the OAuth2-based SMART App Launch framework as a core interoperability standard. HL7 also developed the Fast Healthcare Interoperability Resources (FHIR) standard to ensure interoperability, extensibility, and speed while searching for information across clinical applications [37]. SMART, along with FHIR—collectively referred to as SMART on FHIR—connects third-party apps to Epic, enabling them to reliably and securely launch in Epic’s Hyperspace desktop client [38]. We used SMART on FHIR authentication for the following 3 reasons:
  - Improved analytics: allows the tracking of app use so that we can determine the number of eligible patients who received the uterine fibroid Option Grid patient decision aid (PDA)
  - Improved control for data access: SMART on FHIR allows a better control of the information shared with third-party apps
  - Uses existing authorizations: using FHIR allows clinician access to the Option Grid PDAs in their existing user interface (Epic’s Hyperspace)

- To leverage SMART on FHIR, Epic requires apps to participate in its App Orchard app store. For the UPFRONT (Uterine Fibroids Options) study, EBSCO (Elton B Stephens Company) chose to list Option Grid as a private app on the Epic App Orchard and allowed access by the 5 participating institutions. This also simplified the setup and maintenance of the PDA app during the study period.

Figure 2. Timeline of the electronic health record integration of the Option Grid patient decision aid. OB/GYN: obstetrics and gynecology.

Aim 2: Thematic Analysis of Facilitators and Barriers to EHR Integration

We identified 4 integration facilitators (Textbox 3):


<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Clinical advocacy</td>
<td>presence of a clinical champion at each institution</td>
</tr>
<tr>
<td>2. Electronic health record expertise</td>
<td>presence of an Epic technologist with experience in building apps in Epic</td>
</tr>
<tr>
<td>3. Standardization of process</td>
<td>use of Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources standards</td>
</tr>
<tr>
<td>4. Avoidance of protected health information (PHI) data transfer</td>
<td>no exchange of PHI between Option Grid and the institution’s local Epic environment</td>
</tr>
</tbody>
</table>
Clinical Advocacy
The clinical champions provided the required professional arguments for integration and served as a gateway to the Epic software analysts and lobbied for prioritization of the task. For instance, the principal investigator at Montefiore Medical Center advocated for the Epic software analysts to prioritize the integration effort:

We are getting it prioritized by the Epic work group with a goal for the summer. [Principal investigator at the Montefiore Medical Center]

EHR Expertise
Having an EHR expert on our study team with a direct experience of Epic EHR environments and of the app’s requirements at EBSCO was a major facilitator. He developed a build guide, which facilitated the integration of Option Grid PDAs in Epic at the 5 settings. Throughout the meetings, the EHR expert supported the software analysts by answering questions, clarifying points of confusion, and providing solutions for any technical issues that arose throughout the process. The following is an example of an exchange between the Epic expert and a software analyst at Barnes-Jewish Hospital during the troubleshooting step of the integration process:

The environment is listed in our App Orchard listing and has the test client ID. Can we test? [launch URL provided] The tokens in the OAuth context values are the same. [Epic technologist]
Thank you—I updated the URL item in the record and tested it again. That seemed to work! I am able to open the Uterine Fibroids Option Grid, copy and paste information, open a PDF, and print the PDF. [Barnes-Jewish hospital software analyst]


<table>
<thead>
<tr>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Commercial third-party autonomy: lack of control over the Option Grid patient decision aid product owned by EBSCO Health</td>
</tr>
<tr>
<td>2. Electronic health record updates and maintenance: periodic Epic upgrades causing some delays and functionality issues</td>
</tr>
<tr>
<td>3. Unforeseen software problems: found while troubleshooting the app leading to minor delays to launch</td>
</tr>
</tbody>
</table>

Commercial Third-Party Autonomy
Although our collaboration with EBSCO was an overall facilitator, it also presented a barrier. EBSCO owns the Option Grid product, and as researchers, we have no influence on product development. Future product development may require additional integration efforts during the life of the study and remain a risk area. For instance, the policy decision in August 2019 to change the integration strategy forced software analysts to adapt and use a different configuration than originally planned. The following is a part of the study team’s communication to each institution, explaining the shift in integration strategy:

EBSCO has been working on enhancing Option Grid and its integration with Epic. This process will utilize SMART and FHIR standards. As a result, we are requesting to delay the integration build in your Epic environment. [UPFRONT study team]

EHR Updates and Maintenance
Some institutions have regular Epic upgrades and either refrain from integrating apps during those upgrades or impose a freeze on all new software configurations. The software analysts did their best to plan ahead and sidestep this barrier at the final step. The following are 2 quotes that highlight reluctance to launch the button during an upgrade:

Some customers have code freezes that could last more than a month when they have Epic upgrades. [EHR technologist]
We generally don’t push out new applications during an Epic upgrade. [Brigham software analyst]
Unforeseen Software Problems

We experienced unforeseen software-related problems during the troubleshooting steps. In some settings, clinicians were unable to print PDF versions of the tool or copy and paste the script documenting the uterine fibroid options discussed in the patient’s record. These software issues were conveyed to our EHR technologist:

We confirmed that the copy/paste does not work when launching the application. [Dartmouth software analyst]

The PDF button did not work. I was still able to navigate elsewhere on the page, but the PDF button was non-responsive. [Brigham software analyst]

These issues were quickly resolved through collaboration between the software analysts and the Epic technologist and did not significantly delay the launch of the Option Grid in the site’s Epic environments.

Discussion

Principal Findings

The integration of Option Grid PDAs into an EHR such as Epic requires clinical advocacy, a standardized process that avoids using PHI, and expertise to guide the process. Without the support of a clinical champion in each setting, we would not have been able to initiate the process of PDA integration. At the core of the work are issues of security and reassuring the organization that data transfers will not breach security protocols. SMART on FHIR addresses the data security requirements by allowing for a better control of the information being shared with a third party such as Option Grid. The availability of an EHR expert on our study team provided the necessary guidance and reassurance to the existing Epic teams. With all these components and facilitators present, the integration process took up to 18 months to achieve. Barriers were the lack of control over the Option Grid product, EHR updates and maintenance, and unforeseen software problems that caused delays and functionality issues.

Strengths and Limitations

Our use of a case study method to elicit a real-world, in-depth understanding of the steps required to integrate PDAs into Epic, and the associated barriers and facilitators, is novel and provides new insights. However, this study has limitations. First, we were only able to examine the Epic EHR system, so we do not know if our description of the integration process steps applies to other systems. Second, the Option Grid PDAs do not require the use of PHI data. Some PDAs being developed require the exchange of PHI, which we suspect would prolong integration timelines at many institutions. Third, all the institutions were large academic medical centers with expertise in configuring the Epic EHR system, so we do not know if our findings are applicable to smaller clinical practices that lack such capability. Fourth, we did not conduct a thematic analysis to address our first aim. However, despite the absence of a thematic analysis, we feel like a review of meeting transcripts, with oversight from an Epic technologist, represents the appropriate method to determine the steps to integrate the Option Grid PDA into Epic.

Furthermore, it is not known whether EBSCO Health would provide an Epic technologist to other customers or organizations aiming to integrate Option Grid in their Epic. Finally, because of the COVID-19 pandemic, we were only able to integrate the Option Grid PDAs at 4 of the 5 institutions. One institution had to redirect resources to other initiatives and were faced with staffing limitations, which led to a pause in the integration effort. We did not include this as a barrier, considering that under normal circumstances, the institution would be positioned to complete the integration of Option Grid in their Epic.

Results in Context

To the best of our knowledge, this is the first study to describe SMART on FHIR standards to integrate third-party PDAs, such as Option Grid, into an EHR system. Our results address an important gap outlined by a recent feasibility study that integrated a third-party prostate cancer screening PDA app into the EHR [3]. The authors of that study recognized the potential of SMART on FHIR to standardize secure data exchange and enable integration across a variety of EHRs [3]. However, research has focused on the interoperability of FHIR standards. For instance, a recent review showed how FHIR moved clinical information (medical images and quality metrics) found on different platforms in the EHR into a single platform to streamline the workflow of radiologists [37]. Similarly, another system has used FHIR standards to collect data from multiple sources in the EHR, automate analyses of laboratory test results, and generate easy-to-read reports for patients and their clinicians [39].

For aim 2, a key facilitator of Option Grid PDA integration into Epic systems was the presence of a clinical champion. This aligns with the results of an effort to integrate an EHR-based PDA in the emergency department for concussion and brain injury decisions [40]. They reported the critical need to engage clinicians and other information technology stakeholders [40]. In our case, the clinical champion served as an intermediary between the study team and the Epic software analysts, facilitated prioritization, and identified the EHR menu button location to ensure visibility. Clinicians’ input in the integration process is reported to potentially cause the sustained use of the tools in practice [41,42] and is key to an integration effort, regardless of the format or mode of delivery [14,43-45].

Implications

Integrating third-party software into EHR systems requires a clinical champion to advocate for the task at the institutional level and an EHR expert who can guide software analyst teams throughout the process. From a policy perspective, implementing SMART on FHIR-compatible servers, which has been done at Duke Medical Center, can improve interoperability and the seamless integration of patient-facing apps [46]. However, the technologies for standardizing the integration of various types of apps, such as Option Grid, do not necessarily mean that they will be used in clinical practice. Integration, though difficult to achieve, seems to be the first step to ensure that clinicians have access to such tools. Providing an integration guide for other organizations to follow and identifying the barriers and facilitators of the process will enable more tools to be integrated into workflows. However, access alone might not lead to use,
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as observed by others [21]. Future work should include usability, acceptability, or health technology assessments to further evaluate how to trigger clinicians to access and use embedded PDAs [22].

Conclusions
Integrating the uterine fibroid Option Grid PDA into clinician-facing menus in Epic was an approximately 18-month process, facilitated by a clinical champion who lobbied for the prioritization of the effort at the institutional level, and an EHR expert who guided the Epic software analysts throughout the study. The use of Health Level 7 SMART on FHIR standardized the integration effort, provided clinicians with single sign-on credentials, and more importantly blocked the exchange of PHI between Epic and Option Grid PDAs. Whether integration leads to patient use remains an open question.
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Abstract

Background: Older adults are increasingly accessing information and communicating using patient-facing portals available through their providers’ electronic health record (EHR). Most theories of technology acceptance and use suggest that patients’ overall satisfaction with care should be independent of their chosen level of portal engagement. However, achieving expected benefits of portal use depends on demonstrated support from providers to meet these expectations. This is especially true among older adults, who may require more guidance. However, little is known about whether misalignment of expectations around technology-facilitated care is associated with lower perceptions of care quality.

Objective: The aims of this study were to analyze whether older adults’ assessment of primary care quality differs across levels of patient portal engagement and whether perceptions of how well their provider uses the EHR to support care moderates this relationship.

Methods: We conducted a cross-sectional survey analysis of 158 older adults over the age of 65 (average age 71.4 years) across Michigan using a 13-measure composite of self-assessed health care quality. Portal use was categorized as none, moderate (use of 1-3 functionalities), or extensive (use of 4-7 functionalities). EHR value perception was measured by asking respondents how they felt their doctor’s EHR use improved the patient–provider relationship.

Results: Moderate portal users, compared to those who were extensive users, had lower estimated care quality (–0.214 on 4-point scale; P=.03). Differences between extensive portal users and nonportal users were not significant. Quality perception was only particularly low among moderate portal users with low EHR value perception; those with high EHR value perception rated quality similarly to other portal user groups.

Conclusions: Older adults who are moderate portal users are the least satisfied with their care, and the most sensitive to perceptions of how well their provider uses the EHR to support the relationship. Encouraging portal use without compromising perceptions of quality requires thinking beyond patient-focused education. Achieving value from use of patient-facing technologies with older adults is contingent upon matched organizational investments that support technology-enabled care delivery. Providers and staff need policies and practices that demonstrate technology adeptness. Older adults may need more tailored signaling and accommodation for technology to be maximally impactful.

(J Med Internet Res 2021;23(5):e22549) doi:10.2196/22549
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Introduction

Patients’ increased access to, and engagement with, their digitized health information has featured prominently in recent federal law and quality-based payment programs designed to accelerate value-generating use of health information technology [1,2]. The Medicare and Medicaid Electronic Health Record (HER) Incentive Programs have helped to advance use of patient portal technologies as a mechanism for information access and electronic patient–provider communication. Portals are intended to increase patient engagement in managing their own health and health care needs, and improve accessibility and efficiency of receiving certain clinical advice, reminders, and services [3-5]. However, evidence linking portal use to improved measures of quality or value is mixed [6-9]. This uncertainty regarding the value of portal use is especially true for older adults, a population for which there has been substantial attention concerning lag in adoption [10] and less understanding of variation in patterns of portal use and perceptions of information technology–enabled care [11-14]. More recent evidence suggests some narrowing of the digital divide based on age [12,15] and significant potential for enhanced communication and self-management engaging older adults through portal technologies [13,16,17]. However, the “right” level of portal use to encourage among older adults is difficult to pinpoint and context dependent.

Patients, provided that they are offered portal access in the first place [15], make usage choices based on technology expectations (eg, perceived usefulness and ease of use) and enabling factors, such as the level of support, encouragement, and education received from providers on how to engage with the portal [18-20]. Together, enabling factors and expectations shape intention and actual portal use, as articulated by the technology acceptance model and the more updated Unified Theory of Acceptance and Use of Technology [21,22] (see Figure 1). However, the linkage between level of portal use and patients’ overall satisfaction with care is ill defined.

Figure 1. Integrated conceptual model of portal use and perception of care quality modified by expectation confirmation.

Empirically, there appears to be little association between how much a portal is used (ie, a dose response) and objective measures of quality (eg, hemoglobin A1c control, readmissions) [23,24]. A key theoretical consideration is that portals are a shared tool between patients and providers. A patient’s perception of benefit from using the portal is reevaluated with every experience the user has in using the portal to facilitate communication and needed services with a health care provider. Whether a patient is happy with care at their chosen level of portal engagement is therefore dependent on whether the experience matches their expectation [25,26]. Extending the technology acceptance model with expectation–confirmation theory (see Figure 1) reflects this more interactive understanding [27]. (Dis)confirmation of patient expectations around the use of portals, shaped by how the provider organization is engaging from their end, may modify the relationship between chosen levels of engagement and patients’ self-assessment of care quality.

Among older adults, the extent to which their level of portal engagement is matched by perceived reciprocal investment by their provider is a heightened contextual factor that may influence how older adults assess their quality of care. Older adults’ expectations for how their primary care providers can structure and deliver health care in a more technology-advanced way continue to evolve, and their perceptions of this alignment in investment is heightened given the additional guidance and support that older adults more often need in order to feel comfortable in engaging with patient-facing technologies [28,29]. Observations about how the provider uses the EHR in-clinic—perceived adeptness of use, continuity or disruption of attention and communication, and whether providers voice frustration with use—meaningfully shape whether patients perceive that their provider’s use of technology adds value to, or detracts from, the value of their care [30-32]. To the extent that older adults’ value assessments around portal engagement may be tied to perceptions of how effectively their providers use the EHR, we must consider these as possibly interdependent factors that shape overall assessment of care quality [29,31,33].

This study used a novel dataset of older adults surveyed about their health needs, provider relationships, and perceptions of health system experiences. We characterized the nature of portal engagement among a sample of older adults and then addressed the following 2 specific research questions: (1) Are older adults’ assessments of primary care quality independent of the level of...
personal engagement with patient portal technologies? (2) To what extent do patient perceptions of how their provider uses technology modify observed relationships between extent of patient portal use and assessment of care quality? Ultimately, this paper seeks to provide actionable insights that help providers leverage health information technology investment for improved experiences of primary care for a large and growing older adult population.

**Methods**

**Setting and Data Source**

A statewide survey regarding older adults’ perceptions of health care needs and navigation of primary care services was developed and administered between March 2019 and June 2019 across Michigan, which has population demographics that closely represent nationwide aging trends [34]. The survey instrument was informed by 4 focus groups with a total of 18 older adult participants, and drew upon elements of previously validated surveys, including the clinician/group survey of the Consumer Assessment of Healthcare Providers and Systems (CAHPS) and the National Poll on Healthy Aging [35,36]. “Think aloud” cognitive testing was then conducted with an additional 10 participants for survey refinement to ensure functionality, appropriate wording, and comprehension [37,38]. We used this adaptive measure development approach because many validated measures of primary care quality are general to the adult population; this broader survey effort sought to define quality from the specific perspective of aging. [39] This survey study was reviewed and determined to be exempt from full human subjects review by the University of Michigan Institutional Review Board. The full survey instrument is available upon request.

Participants were recruited statewide using an online health research platform managed by a large academic medical center with a pool of roughly 50,000 prospective participants [40]. Respondents needed to be over 65 years of age, comfortable with written English, have a person whom they consider their “regular doctor”, and have passed a brief cognitive test. All respondents must have received health care in the United States at least once in the past year but not necessarily with their regular doctor. Because we used a convenience sampling approach, we collected a number of demographic and health status indicators to help characterize our final sample and appropriately limit the generalizability of our findings [14,16]. Participants received a brief overview of the study and the URL for accessing the survey via Qualtrics where they also provided written informed consent. Respondents were asked to reflect specifically on health care experiences with the person they consider their primary care provider. Survey sections containing the questions of interest for our analyses were distanced from each other within the instrument, and question order within each section was randomized across participants [41]. Participants received US $10 for participation.

**Measures**

**Outcomes**

Our primary outcome was a composite measure of participants’ overall self-rated health care quality. The survey contained 13 questions that assessed dimensions of quality. Four of these questions were adopted from the CAHPS patient survey [36]; 9 additional questions assessing care coordination, patient-centered care experience, and age-sensitive care delivery were added based on focus group findings to reflect the particular experiences of older adults (Multimedia Appendix 1). All questions were assessed on the same 1-4 scale (“not true,” “somewhat true,” “fairly true,” or “very true”) as preferred by respondents during cognitive testing and reverse coded as necessary. We averaged the values provided across all 13 questions to assign each respondent a summary value between 1 and 4. The Cronbach α reliability coefficient was .94, and exploratory factor analysis supported use of a single factor, with all questions loading on to this factor at or above 0.68 (Multimedia Appendix 2).

**Technology Perception and Use**

We used 2 health information technology–related survey questions. One measure captured how respondents use health information technology via available patient portal features. We asked about usage of 7 features across 3 domains: information availability (viewing laboratory/test results, reviewing physician’s advice, finding medications), communication (messaging with provider, answering previst questions), and convenience (refilling medications, paying bills online). These questions were adapted from the National Poll on Healthy Aging [35]. We then created 3 categories of portal use: no portal use, moderate portal use (1-3 features used), and extensive portal use (4-7 features used).

The second question focused on perception of provider’s use of EHRs. We asked respondents, on a 1–4 scale, if they felt their doctor’s EHR use improved their patient–provider relationship. We focused on improved relationship as a measure of EHR use given our interest in the value of EHR for communication and patient engagement. We created a binary indicator for EHR value perception; participants who reported a 1 or 2 (“not true” or “somewhat true”) were labeled as having a low EHR value perception and those who reported a 3 or 4 (“fairly true” or “very true”) were labeled as having a high EHR value perception.

**Covariates**

The following self-reported demographic and clinical profile characteristics were available from survey data: age, race, sex, highest education completed, and an indicator of financial status (how often respondent has money left over at the end of the month). Clinical profile measures included the patient’s self-reported health status (poor or fair, good, and very good or excellent), an indicator of polypharmacy (ie, whether a participant self-reports taking 4 or more pills) [42], number of primary care and number of total health care encounters in the past 6 months, and whether the participant has a caregiver. We also asked respondents the duration of their relationship with their doctor (<5 years, 5-10 year, 10+ years).
Check for Common Method Bias

Because our main variables of interest (ie, information technology perception/use questions) and our composite quality outcome measure derived from the same survey instrument, we tested for common method bias prior to conducting any analyses [41]. Factor analysis on the combination of all included measures confirmed that there was no single latent factor accounting for most of the covariance among survey questions.

Analytic Methods

We first estimated the independent adjusted effects of the extent of respondent portal use (ie, which features) varied based on self-rated health (eg, caregiver) were not associated with extent of portal use. Of all respondents (N=164 with portal use data), 127 (77.4%) used at least 1 of 7 available functionalities (Figure 2). The most commonly used features were viewing test/laboratory results (72.6%, 119/164) and communicating with the doctor (56.1%, 92/164). The average respondent used 3 different functions; 22.6% (37/164) of the sample reported no portal use, 30.4% (50/164) used 1-3 features (moderate), and 47.0% (77/164) of the sample used 4 or more features (extensive). We found that individuals taking more medications were more likely to use the portal to find their medication list but less likely to use the portal for answering previsit questions. We observed no significant differences by self-reported health status (Multimedia Appendix 4).

Overall, 67 respondents (41.5%) reported that the EHR improved their relationship with their physician (high EHR value perception; Figure 3). This percentage was greatest among extensive portal users (42/76, 55%). Respondents who were nonusers and moderate portal users were significantly less likely to have high EHR value perception (nonusers: 9/34, 26%; moderate users: 16/49, 33%; chi-square P value=.01).

Results

Summary of Data

Our survey yielded 167 responses from adults over the age of 65, with 158 surveys sufficiently complete for full analysis. The average age of respondents in our sample was 71.4 years. Respondents were 66.5% (105/158) female, highly educated (45.2% [71/157] reporting higher than a bachelor’s degree), and in good health (57.6% [91/158] reporting very good or excellent health status; Table 1). These characteristics, in addition to a younger-skewed age distribution and underrepresentation of rural respondents, differentiate our sample relative to national corresponding statistics. About one-third of participants (46/153, 30.1%) had a formal or informal caregiver who supported their health and health care needs, and 17.9% (28/158) expressed concern with technology use. Individuals varied in clinical complexity (54/157 [34.3%] taking 4 or more pills daily) and financial security (53/158 [33.5%] reporting money rarely or sometimes left over at the end of the month). Over half (88/158, 55.7%) of the respondents had been seeing their doctor for at least 5 years.

Our 13-item composite outcome measure of perceived health care quality averaged 3.46 out of 4 across our sample (SD 0.46). Of the 158 respondents, 30 (19.0%) reported uniformly high quality on all 13 questions.

Portal use among this sample was relatively high. Portal use was found to be positively associated with the number of doctors a patient had seen in a 6-month time frame and negatively associated with age, technology concerns, and financial stability (Multimedia Appendix 3). Most health status characteristics (eg, self-reported health status, polypharmacy, having a caregiver) were not associated with extent of portal use. Of all respondents (N=164 with portal use data), 127 (77.4%) used at least 1 of 7 available functionalities (Figure 2). The most commonly used features were viewing test/laboratory results (72.6%, 119/164) and communicating with the doctor (56.1%, 92/164). The average respondent used 3 different functions; 22.6% (37/164) of the sample reported no portal use, 30.4% (50/164) used 1-3 features (moderate), and 47.0% (77/164) of the sample used 4 or more features (extensive). We found that individuals taking more medications were more likely to use the portal to find their medication list but less likely to use the portal for answering previsit questions. We observed no significant differences by self-reported health status (Multimedia Appendix 4).

Overall, 67 respondents (41.5%) reported that the EHR improved their relationship with their physician (high EHR value perception; Figure 3). This percentage was greatest among extensive portal users (42/76, 55%). Respondents who were nonusers and moderate portal users were significantly less likely to have high EHR value perception (nonusers: 9/34, 26%; moderate users: 16/49, 33%; chi-square P value=.01).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey sample (N=158), n (%)</th>
<th>Corresponding national statistics (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>83 (52.5%)</td>
<td>32.6%</td>
</tr>
<tr>
<td>70-74</td>
<td>35 (22.2%)</td>
<td>25.6%</td>
</tr>
<tr>
<td>75-79</td>
<td>24 (15.2%)</td>
<td>17.7%</td>
</tr>
<tr>
<td>80+</td>
<td>16 (10.1%)</td>
<td>24.2%</td>
</tr>
<tr>
<td>Female&lt;sup&gt;a&lt;/sup&gt;</td>
<td>105 (66.5%)</td>
<td>55.5%</td>
</tr>
<tr>
<td>Nonmetropolitan county&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9 (5.7%)</td>
<td>14.1%</td>
</tr>
<tr>
<td><strong>Highest education attained</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; Bachelor's degree</td>
<td>41 (26.1%)</td>
<td>70.8%</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>45 (28.7%)</td>
<td>16.5%</td>
</tr>
<tr>
<td>&gt; Bachelor's degree</td>
<td>71 (45.2%)</td>
<td>12.7%</td>
</tr>
<tr>
<td>Has money left over at the end of the month (always/often)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>105 (66.5%)</td>
<td>66.7%</td>
</tr>
<tr>
<td>Concerns with technology use</td>
<td>28 (17.9%)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported health status&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair/poor</td>
<td>29 (18.4%)</td>
<td>23.0%</td>
</tr>
<tr>
<td>Good</td>
<td>38 (24.1%)</td>
<td>33.1%</td>
</tr>
<tr>
<td>Very good/excellent</td>
<td>91 (57.6%)</td>
<td>43.9%</td>
</tr>
<tr>
<td>Percent of patients taking 4+ pills daily&lt;sup&gt;g&lt;/sup&gt; (n=157)</td>
<td>54 (34.3%)</td>
<td>54%</td>
</tr>
<tr>
<td>Has a caregiver (n=153)</td>
<td>46 (30.1%)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Patient–provider relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeing personal doctor for 5+ years</td>
<td>88 (55.7%)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>National statistics from the US Census Bureau, Population Division (2019) [43].
<sup>b</sup>National statistics from the US Department of Agriculture Economic Research Service (2019) [44].
<sup>c</sup>National statistics from the US Census Bureau (2018) [45].
<sup>d</sup>National statistics from the National Council on Aging (2015) [46].
<sup>e</sup>Comparable national statistics could not be found.
<sup>f</sup>National statistics from the Centers for Disease Control and Prevention (2018) [47].
<sup>g</sup>National statistics from the Kaiser Family Foundation (2019) [48].
Figure 2. Use of available portal functions among respondents.
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Figure 3. Comparison of EHR value perception by portal use category. EHR: electronic health record.
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Regression Results

Bivariate analyses that tested association of each patient-level covariate and the composite quality outcome measure revealed only 3 significant associations: respondents' length of relationship with their provider, self-reported health, and whether the respondent had money leftover at the end of the month. The multivariate models presented include only these controls. Models with all available covariates included had consistent findings; because of our sample size, we present the more parsimonious model.

Column 1 of Table 2 presents our noninteracted multivariate model. Relative to extensive portal users, moderate portal use was significantly associated with lower self-rated quality (−0.214 on 4-point composite scale; \( P = .03 \)). Adjusted differences between extensive portal users and nonportal users were not significant. Estimates of self-reported quality were also significantly higher for individuals with high EHR value perception relative to low perception (0.288; \( P < .001 \)). Among control variables, higher quality was associated with individuals having a longer (10+ years) relationship duration with their provider and with being in very good or excellent health. Effects of financial stability were not significant.

When we interacted EHR value perception with respondent portal use (column 2 of Table 2), we still observed high EHR value perception to be positively and significantly associated with self-rated quality, and that there were significant differences in quality only between extensive and moderate portal users (not between extensive and nonportal users). The interaction terms were not statistically significant, suggesting that these significant differences in self-rated quality by portal use category are more salient among those with low EHR value perception. Figure 4 visually demonstrates the effect of EHR value perception on the relationship between portal use and self-rated quality. In the noninteracted model (ie “independent effects”), the effect of EHR value perception remained consistent across all levels of portal use. The interacted model demonstrates differential effects where moderate portal users appear particularly sensitive to EHR value perception. Among this group, those with low EHR value perception had especially low predicted estimates of perceived quality, while those with high EHR value perception reported a more similar self-rated quality to those who were extensive portal users.

Table 2. Multivariate ordinary least squares regression results: adjusted estimated effects on overall patient self-rated quality (N=158).  

<table>
<thead>
<tr>
<th>Estimated effects on self-rated quality</th>
<th>Model without interaction, coefficient (SE)</th>
<th>( P ) value</th>
<th>Model with interaction, coefficient (SE)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Portal use category (reference: extensive portal use)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No portal use</td>
<td>−0.081 (0.104)</td>
<td>.434</td>
<td>−0.041 (0.121)</td>
<td>.73</td>
</tr>
<tr>
<td>Moderate portal use</td>
<td>−0.214 (0.095)</td>
<td>.027</td>
<td>−0.288 (0.131)</td>
<td>.03</td>
</tr>
<tr>
<td>High EHR(^b) value perception (reference: low EHR value perception)</td>
<td>0.288 (0.074)</td>
<td>&lt;.001</td>
<td>0.257 (0.086)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Portal use x EHR value perception (reference: high EHR value perception x extensive portal use)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High EHR value perception x no portal use</td>
<td>N/A(^c)</td>
<td>N/A</td>
<td>−0.181 (0.228)</td>
<td>.44</td>
</tr>
<tr>
<td>High EHR value perception x moderate portal use</td>
<td>N/A</td>
<td>N/A</td>
<td>0.221 (0.181)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Length of relationship with primary care physician (reference: &lt;5 years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-10 years</td>
<td>0.176 (0.097)</td>
<td>.071</td>
<td>0.173 (0.097)</td>
<td>.08</td>
</tr>
<tr>
<td>10+ years</td>
<td>0.350 (0.086)</td>
<td>&lt;.001</td>
<td>0.339 (0.086)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Self-reported health (reference: very good/excellent)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor/fair</td>
<td>−0.246 (0.119)</td>
<td>.041</td>
<td>−0.221 (0.123)</td>
<td>.08</td>
</tr>
<tr>
<td>Good</td>
<td>−0.216 (0.092)</td>
<td>.034</td>
<td>−0.196 (0.092)</td>
<td>.06</td>
</tr>
<tr>
<td>Money left over at the end of the month always/often (reference: rarely/sometimes)</td>
<td>0.080 (0.099)</td>
<td>.422</td>
<td>0.091 (0.099)</td>
<td>.36</td>
</tr>
<tr>
<td>Constant</td>
<td>3.19 (0.163)</td>
<td>&lt;.001</td>
<td>3.40 (0.151)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.274</td>
<td>N/A</td>
<td>0.288</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Outcome (self-rated quality) on a 4-point scale.

\(^b\)EHR: electronic health record.

\(^c\)N/A: not applicable.
Discussion

Principal Findings

Using novel statewide survey data of older adults’ health care needs and preferences, we found that moderate portal users, those who use just a few available features, had the lowest self-rated quality, lower than both extensive portal users and nonportal users. Among this group, it was particularly those individuals also with low EHR value perception who had the lowest estimates of self-rated quality. Those with high EHR value perception had estimated quality levels similar to those of extensive portal users. These analyses preliminarily support an expectancy confirmation theory extension to patient technology acceptance. Our findings are a first step toward understanding how a mismatch between older adults’ chosen level of engagement in technology-enabled care and perceptions of how well their provider uses technology to deliver services may drive variation in how older adults assess overall quality of their primary care.

Our results reveal an important emerging dual consideration with older adults. The number of older adults who are interested in and capable of participating in technology-supported health care is growing especially as it enables them to age in place [49,50]. Even those with some trepidation are starting to engage with these tools, and thoughtful support of this experience is increasingly a key component of how they perceive their care experience. These considerations now exist alongside longstanding concerns for a significant number of older adults who still have very salient individual and structural barriers to engagement (to the point that they are not even meaningfully captured via a primarily online survey like what has been presented in this study). Both issues merit attention and investments in improvement.

Fostering higher and more equitable rates of portal engagement with older adults requires offering portal access more equitably [15] and coaching patients (and their family members) through the features while being more explicit about shared expectations and the “rules of engagement” regarding portal use [13,20]. Encouraging patient portal use without compromising perceptions of quality, however, also requires that clinics demonstrate that they are competent, proactive users of technology. This means, first, that providers and staff must convey their own commitment to using the portal as a communication tool, including more robust provider or staff training and explicit policies around responsiveness and follow-up [20,29]. Enabling and sustaining this commitment requires health care organizations to support providers in these efforts, for example, by building time for portal encounters into scheduling and productivity considerations, and using EHR features such as shared task queues to facilitate delegation of communications that do not require physician response [51].

Our results also underscore the importance of opinions that patients form regarding providers’ adeptness at using the EHR during in-person care. These opinions—in particular for those...
patients who are engaging with the portal but are not quite super users—are strongly associated with perceptions of care quality. Significant EHR usability challenges and documentation burden have persisted as being reasons for why providers are frustrated with using their systems [52,53]. However, patients’ unmet expectations may increasingly become a consequence to providers’ obvious frustration and disengagement with the EHR. Primary care settings need implementable strategies to convey to patients the ways that technology is being leveraged to support their care, for example, by training and evaluating providers and staff on participative communication strategies that use screen sharing or integration of EHR task completion with patient engagement [31,54]. This may be especially necessary for providers caring for those with mistrust of the health care system and/or those with limited English proficiency or other communication or health literacy barriers, who may benefit from engaging with technology but may be wary of providers’ capacity to deliver high value care through the EHR. Policy efforts are also needed to encourage vendors to improve usability and development of features that meaningfully support the most cognitively challenging and time-intensive tasks in primary care [55]. Ongoing federal initiatives that focus on enabling use of third-party applications for self-management and patient-generated health data (ie, tools untethered to the EHR) need to also be accompanied by guidelines and support for integrating these tools in to practice.

Future Work

As older adults’ options for technology-assisted health and care continue to grow, shared expectations are increasingly important for how use of these tools will be supported and matched by adept technology use among providers. Future research should emphasize the salient contextual factors that influence technology use and technology perceptions particularly relevant to older adults’ health care utilization. For example, older adults are likely to receive support from family or informal caregivers, and caregivers’ perception of provider quality may influence their older relatives’ perception of quality. Future research should consider how the informal caregivers’ role could be best accommodated and facilitated in the presence of EHR-supported care delivery [56,57]. Simultaneously, providers and organizations should be considerate of the potential for additional burdens on caregivers to foster their older relative’s engagement with technology. Organizational changes required to meet these identified needs are not insignificant, but can build the essential capacity for patient-centered, value-based care.

Limitations

This study has two key limitations. First, this survey is a cross-sectional analysis and we cannot make any causal claims about the impact of patient or provider use of technology on older adults’ assessment of care quality. Our research approach is descriptive and not designed to address the endogeneity of portal use with respect to health needs and the nature of recent health encounters. Second, the study uses a convenience sample and diverges on some key characteristics (ie, age distribution, educational achievement, rurality) relative to nationwide statistics. The sample also comprised mostly community-dwelling older adults and was primarily accessed online, excluding those older adults living in nursing home facilities, those with severe illnesses, and those with significant technology barriers. Our findings are thus not broadly generalizable, particularly for more clinically and socially complex older adult populations, but do provide important insights for the growing number of older adults who are interested and capable of participating in technology-supported health care.

Conclusions

Despite significant barriers for many (ie, connectivity and individual comfort with technology), certain populations of older adults are using patient portals and updating their expectations about technology-enabled health care delivery at growing rates. This 2019 statewide survey is evidence for widespread but highly variable portal use. Older adults who are moderate portal users are the least satisfied with their care and the most sensitive to perceptions of how well their provider uses the EHR to support care. This offers preliminary evidence to inform an understanding of the link between patient technology use and perceptions of care quality, moderated by expectancy confirmation. Patients’ satisfaction with care at different chosen levels of portal use depends on whether providers offer an experience that aligns with their expectations. Encouraging older adults in more nascent use of patient portals may negatively affect perceptions of care quality if providers are not demonstrating adeptness with their own technology use during in-person visits and for asynchronous interaction. Organizationally, clinics need to consider changes to technology-enabled care—such as better access for, and integration of, caregivers—that are sensitive to, and accommodating of, the evolving needs and expectations of older adults. Ultimately, regulatory and payer policy changes are necessary to address the root causes of provider’s frustration and disengagement with technology-supported care practices, especially poor EHR usability and lack of support for integration and efficient use of portals or other remote technologies.
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Abstract

Background: Interventions to define medical jargon have been shown to improve electronic health record (EHR) note comprehension among crowdsourced participants on Amazon Mechanical Turk (AMT). However, AMT participants may not be representative of the general population or patients who are most at-risk for low health literacy.

Objective: In this work, we assessed the efficacy of an intervention (NoteAid) for EHR note comprehension among participants in a community hospital setting.

Methods: Participants were recruited from Lowell General Hospital (LGH), a community hospital in Massachusetts, to take the ComprehENotes test, a web-based test of EHR note comprehension. Participants were randomly assigned to control (n=85) or intervention (n=89) groups to take the test without or with NoteAid, respectively. For comparison, we used a sample of 200 participants recruited from AMT to take the ComprehENotes test (100 in the control group and 100 in the intervention group).

Results: A total of 174 participants were recruited from LGH, and 200 participants were recruited from AMT. Participants in both intervention groups (community hospital and AMT) scored significantly higher than participants in the control groups (P<.001). The average score for the community hospital participants was significantly lower than the average score for the AMT participants (P<.001), consistent with the lower education levels in the community hospital sample. Education level had a significant effect on scores for the community hospital participants (P<.001).

Conclusions: Use of NoteAid was associated with significantly improved EHR note comprehension in both community hospital and AMT samples. Our results demonstrate the generalizability of ComprehENotes as a test of EHR note comprehension and the effectiveness of NoteAid for improving EHR note comprehension.

(J Med Internet Res 2021;23(5):e26354) doi: 10.2196/26354
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Introduction

Access to and demand for health information has led to a greater focus on patient-centered care [1,2]. Patient-centered care “makes the patient and their loved ones an integral part of the care team who collaborate with health care professionals in making clinical decisions” [2]. While prior work has shown that more active involvement by patients can lead to better outcomes [3,4] and that patients are more proactive than ever in seeking out health information [5,6], challenges remain for patients with low health literacy. The National Assessment of Adult Literacy estimates that approximately 36% of Americans have health literacy levels rated as “basic” or “below basic” [7]. This estimate, combined with the finding that physicians often overestimate the health literacy of their patients [8,9], shows that there is a gap between patient desire for health information and their ability to understand it. This gap can lead to adverse effects for patients as well as higher costs for health care centers [10-16]. Identifying low health literacy individuals and providing resources to improve their understanding are two key areas in population health research [17-20].

One aspect of health literacy that has become more critical in recent years is eHealth literacy [21,22]. As increasing numbers of patients are able to view their medical records online via patient portals (eg, the OpenNotes project) [23], there is a growing need for eHealth literacy tests and interventions to assess and improve eHealth literacy. One tool for assessing eHealth literacy is the ComprehENotes test [24], which tests the ability of individuals to understand free-text notes in a sample of electronic health records (EHRs). The ComprehENotes test consists of multiple-choice questions generated by groups of physicians and medical researchers, and validated using item response theory (IRT). Research has shown that providing access to NoteAid, an educational intervention tool that automatically defines medical terms in lay terms [18,25], improves scores on ComprehENotes items [26]. However, participants in these studies were recruited from the Amazon Mechanical Turk (AMT) platform, and thus may not represent the typical patient population [27,28]. For example, the AMT participants’ self-reported demographic characteristics revealed that these participants tended to be younger and better educated than patients at risk of low health literacy [7].

This study examined the impact of NoteAid on participants recruited from Lowell General Hospital (LGH), a community hospital in Massachusetts, including diabetes patients and their friends and family members. We sought to answer the following research question: “Does NoteAid improve EHR note comprehension for participants recruited from a community hospital?” (RQ1).

As a secondary goal, we sought to analyze the differences in performance between participants at the community hospital and participants on the AMT platform. Prior work has shown that NoteAid leads to improved scores on the ComprehENotes test for AMT participants [26]. However, overall scores for all participants on AMT were relatively high, and the population of AMT participants did not include groups typically at higher risk for low health literacy. Therefore, we compared performance on ComprehENotes between participants recruited from a community hospital and participants recruited from AMT to identify differences. The second research question was as follows: “Are participants at a community hospital different from AMT participants in terms of their EHR note comprehension levels as measured by the ComprehENotes test?” (RQ2).

As a third goal, we sought to determine whether NoteAid is equally effective for improving EHR note comprehension between participants at a community hospital and participants on the AMT platform. The third research question was as follows: “Is NoteAid equally effective or differentially effective for community hospital participants as for AMT participants in improving EHR note comprehension?” (RQ3).

Finally, we investigated the performance of different demographic groups on the ComprehENotes test, both with and without NoteAid, to see if ComprehENotes scores vary across subgroups, and whether NoteAid is equally effective across these subgroups. The fourth and fifth research questions were as follows: “Is EHR note comprehension consistent across different demographic groups?” (RQ4) and “Is NoteAid equally effective or differentially effective across different demographic groups?” (RQ5).

Methods

Overview

The work in this study was approved by the Institutional Review Boards (IRBs) at the University of Massachusetts Medical School and LGH. All participants from LGH were shown an information sheet describing the study, had the ability to ask questions before participating, and provided verbal informed consent before participating. AMT participants provided electronic informed consent before participating.

NoteAid

NoteAid is a web-based natural language processing (NLP) system for linking medical jargon to lay-language definitions [18,25]. The following two components are central to NoteAid: a repository of lay definitions for medical terms (CoDeMed) and the NLP system for linking medical concepts to these definitions (MedLink). NoteAid is implemented as a web application, where users can navigate to the NoteAid website and enter a snippet of text from their own EHR note. NoteAid will then process the note text and display the note with terms defined via tooltip text. Defined terms are underlined, and users can display a term definition by moving the mouse cursor over the term (Figure 1).
ComprehENotes

Overview

The ComprehENotes test is the first test to directly assess the ability of individuals to comprehend EHR notes. The ComprehENotes test consists of 14 passages taken from deidentified EHR notes. A section of the passage is presented in boldface, and the test takers are asked to select which of three options is the closest in meaning to the bold text (Figure 2). As detailed by Lalor et al [24], the ComprehENotes test was built by a group of physicians and nonclinical medical researchers using the sentence verification technique [29]. Questions were administered to a sample of 660 English-speaking adults on AMT. The psychometric properties of the questions were subsequently analyzed using the IRT method to confirm the performance of the test questions [24,30].

Prior work [24] has shown that ComprehENotes test scores are consistent with demographic expectations with regard to health literacy (ie, less educated respondents score lower than more educated respondents). In addition, providing access to lay definitions for medical terms via NoteAid is associated with higher scores on ComprehENotes [26].

Figure 1. An example of medical terminology definition using NoteAid (image source: [26]).

Figure 2. An example of a ComprehENotes test question with embedded NoteAid definitions as implemented on the web application. In this example, the definition of “ferritin” (gray box) is useful in understanding that the bold text describes a blood iron test.
**ComprehENotes Administration at a Community Hospital**

For the community hospital participants, we implemented the ComprehENotes test as a web application on a tablet, which allowed for flexibility in terms of delivery and intervention modifications. The hardware used was one Microsoft Surface Pro and one Apple iPad Pro 11. When a participant loaded the application, he or she was randomly assigned to either the control or intervention group. Participants provided demographic information on the app, and then proceeded to take the test. The test was administered one question at a time. The order of the questions was randomized. Responses were directly collected and stored on our server. Other than self-reported demographic information, no user information was stored on the server.

**ComprehENotes Administration on AMT**

For AMT participants, the ComprehENotes test was implemented as a web application where quality control questions were additionally included to ensure that participants completed the task to the best of their ability. Specifically, the AMT participants were given three quality control “check questions” interspersed throughout the ComprehENotes test. These questions were included to ensure that the AMT participants were paying attention as they were completing the task [31]. If participants answered a check question incorrectly, they were presented with a message indicating that they have answered a check question incorrectly, and were given the option to start the task over or exit the window without completing the task.

**Integrating NoteAid With ComprehENotes**

For the intervention groups (community hospital and AMT), each ComprehENotes question was preprocessed by NoteAid and the results were embedded into the test web application directly. Definitions for terms were added to the web application as tooltip text. Terms were underlined to indicate that a definition was available, and when a participant hovered over a defined term, the definition would automatically display (Figure 2). This behavior was also described in the introductory text paragraph of the web application so that the participants were aware of the definitions and knew how to access them.

**Data Collection**

**Community Participant Recruitment**

With IRB approval, participant recruitment was conducted at LGH. Staff members of the research team (WH and MT) approached diabetes patients in the waiting room before or after their appointments. Patients and persons accompanying patients in the waiting room were eligible to participate if they were over 18 years old, able to speak and read English, and comfortable using a tablet. In some cases, patients who started the survey could not finish it before their appointments and therefore were not included in the study. Partial responses were not included in our analyses.

The staff approached a potential participant and asked whether he/she would be interested in a short online English survey to see how he/she understands medical jargon terms in doctors’ notes. Then, the staff explained the fact sheet, including information regarding time to complete, IRB approval, and contact information. The staff also noted that the EHR notes in the questionnaire were not from their own personal EHR notes. We informed participants that once the survey started, they could discontinue participation at any time. Each participant was given a US $10 gift certificate. Participants were randomly assigned to the control or treatment group when they accessed the web page to complete the test via a random number generator implemented in Python.

**AMT Participant Recruitment**

A total of 200 participants were recruited on AMT (100 in the control group and 100 in the intervention group). Task visibility on the AMT platform was restricted to AMT workers located in the United States with prior task approval rates above 95%. The prior task approval rate percentage was used as an indicator of high-quality prior work, and selecting the United States as the location was used as a proxy for English proficiency. We did not collect any medical history information from participants. While the test administered to the AMT and community hospital participants was the same, there were several differences in test administration. First, AMT participants completed the task remotely, while the community hospital participants completed the task locally and under the supervision of research staff. Second, community hospital participants were randomly assigned to either the control or intervention group upon enrollment. On AMT, the task was implemented as a parallel randomized study. We first collected responses from 100 AMT participants for the control task (ie, no access to NoteAid). We then created and released a second AMT task with the intervention task. This intervention task was not available to AMT participants who participated in the control task. AMT participants were paid US $3 to complete the task. In pilot studies, we observed that AMT participants typically took between 15 and 20 minutes to complete the task; therefore, a US $3 payment approximated a US $9 to $12 hourly wage.

**Data Analysis**

For our specific hypotheses regarding the effects of NoteAid in the two participant recruitment sources (hereafter referred to as “source”) (RQ1-3), we ran a two-way analysis of variance (ANOVA) to compare the four groups in our data set, using the proportion of the passage-item pairs answered correctly as the dependent variable and source (community hospital vs AMT) and condition (control vs intervention) as two crossed factors. Specifically, for our third research question, we tested the interaction effect between source and condition. An interaction would indicate that NoteAid’s effect on the test score differs between AMT participants and community hospital participants. In this case, for our primary research question, we would compare community hospital participants in the control and intervention groups to determine the effectiveness of NoteAid among community hospital participants, and for our secondary research question, we would compare the community hospital participants and AMT participants separately under the intervention and control conditions. If the interaction is not significant, the two main effects would be tested to address the primary and secondary research questions.
To examine the effects of participant demographic characteristics and possible variations in the effect of NoteAid on the test score among different demographic categories (RQ4-5), we further considered a model with three-way interactions among condition, source, and each of the demographic variables (age, race, education, and gender) along with relevant lower order effects. The four effects concerning the same demographic variables were treated as one family, and each of them was tested at level $\alpha' = .0125$. If an interaction was detected and simple effects were examined, their tests were further adjusted with Bonferroni correction. Pairwise comparisons among demographic categories were also adjusted with the Bonferroni method.

Given the discrete nature of the dependent variable and the likely ceiling effect due to the overall good performance, we supplemented the ANOVA with generalized linear models (GLMs), treating the dependent variable as a binomial outcome with possible overdispersion to account for individual differences.

Results

Demographics

We recruited a total of 188 participants at the community hospital location from the end of December 2019 to the beginning of March 2020. Results from 174 participants were included in the final analysis. Of the 174 participants, 141 were patients and 33 were persons accompanying patients. Fourteen participants were recruited and began the task, but did not complete it as they were called to their appointments and therefore were not included in our final analyses.

Characteristics of the AMT participants and the community hospital participants are presented in Table 1. The distribution of age was very different between the groups. The AMT participants were primarily younger, with the majority of AMT participants under 34 years old, while the majority of community hospital participants were over 55 years old. There were also differences in education. A majority of AMT participants had a bachelor’s or master’s degree, while fewer community hospital participants had either degree. The majority of community hospital participants had at the most an associate’s degree.

Within the community hospital sample, the age, education, race, and gender profiles in the control group were similar to those in the intervention group, as expected for a randomized experiment. Chi-square independence tests for contingency tables were not significant after multiplicity adjustment. The same was true for the AMT sample.
Table 1. Demographic information of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>AMT(^a), n (%)</th>
<th>Community hospital, n (%)</th>
<th>Overall, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (n=100)</td>
<td>NoteAid (n=100)</td>
<td>Total (n=200)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-21</td>
<td>2 (2.0%)</td>
<td>1 (1.0%)</td>
<td>3 (1.5%)</td>
</tr>
<tr>
<td>21-34</td>
<td>54 (54.0%)</td>
<td>61 (61.0%)</td>
<td>115 (57.5%)</td>
</tr>
<tr>
<td>35-44</td>
<td>27 (27.0%)</td>
<td>25 (25.0%)</td>
<td>52 (26.0%)</td>
</tr>
<tr>
<td>45-54</td>
<td>11 (11.0%)</td>
<td>9 (9.0%)</td>
<td>20 (10.0%)</td>
</tr>
<tr>
<td>55-64</td>
<td>5 (5.0%)</td>
<td>3 (3.0%)</td>
<td>8 (4.0%)</td>
</tr>
<tr>
<td>≥65</td>
<td>1 (1.0%)</td>
<td>1 (1.0%)</td>
<td>2 (1.0%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>High school</td>
<td>24 (24.0%)</td>
<td>28 (28.0%)</td>
<td>52 (26.0%)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>17 (17.0%)</td>
<td>22 (22.0%)</td>
<td>39 (19.5%)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>53 (53.0%)</td>
<td>42 (42.0%)</td>
<td>95 (47.5%)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>6 (6.0%)</td>
<td>8 (8.0%)</td>
<td>14 (7.0%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>8 (8.0%)</td>
<td>9 (9.0%)</td>
<td>17 (8.5%)</td>
</tr>
<tr>
<td>American Indian</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Asian</td>
<td>8 (8.0%)</td>
<td>2 (2.0%)</td>
<td>10 (5.0%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>15 (15.0%)</td>
<td>6 (6.0%)</td>
<td>21 (10.5%)</td>
</tr>
<tr>
<td>White</td>
<td>69 (69.0%)</td>
<td>83 (83.0%)</td>
<td>152 (76.0%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>39 (39.0%)</td>
<td>42 (42.0%)</td>
<td>81 (40.5%)</td>
</tr>
<tr>
<td>Male</td>
<td>61 (61.0%)</td>
<td>58 (58.0%)</td>
<td>119 (59.5%)</td>
</tr>
<tr>
<td>Refrain</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>

\(^a\)AMT: Amazon Mechanical Turk.

**Effect of the Intervention and Participant Recruitment Source**

Table 2 shows the descriptive statistics (proportion correct) of the four groups. Results of the two-way ANOVA are presented in Table 3. Note the CIs in Table 3 are not simultaneous CIs, but one-at-a-time CIs.

The interaction effect in the ANOVA was not significant (\(P=.89\)), suggesting no evidence that the effect of NoteAid was different across the two participant recruitment sources. Further analyses show that both the main effects of source (AMT or community hospital) and of condition (baseline or intervention) were significant. Participants who took the ComprehENotes test on AMT on average scored higher than the community hospital participants, and the difference was significant. In addition, participants who had access to NoteAid scored higher than those who did not have access to NoteAid. The difference was again significant.

Our analysis with GLMs yielded similar results. The main effect of condition was significant (odds ratio [OR] 1.23, 95% CI 1.10-1.38; \(P<.001\)), the main effect of source was significant (OR 1.33, 95% CI 1.18-1.49; \(P<.001\)), and the interaction effect between source and condition was not significant (\(P=.72\)).
Table 2. Summary statistics for the source by condition contingency table in our analysis of variance.

<table>
<thead>
<tr>
<th>Source</th>
<th>Condition</th>
<th>Source</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMT b</td>
<td>Control a</td>
<td>0.756 (0.246), n=100</td>
<td>Intervention a</td>
</tr>
<tr>
<td>Community hospital</td>
<td>Control a</td>
<td>0.646 (0.179), n=85</td>
<td>Intervention a</td>
</tr>
</tbody>
</table>

aData are presented as mean proportion correct (SD), sample size.

bAMT: Amazon Mechanical Turk.

Table 3. Analysis of variance table.

<table>
<thead>
<tr>
<th>Variable</th>
<th>df</th>
<th>Sum squares</th>
<th>Mean squares</th>
<th>F</th>
<th>Cohen d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>1</td>
<td>1.06</td>
<td>1.06</td>
<td>24.70a</td>
<td>0.52 (0.31 to 0.72)</td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>0.56</td>
<td>0.56</td>
<td>13.06a</td>
<td>0.37 (0.17 to 0.58)</td>
</tr>
<tr>
<td>Source × condition</td>
<td>1</td>
<td>0.001</td>
<td>0.001</td>
<td>0.02</td>
<td>0.03 (−0.38 to 0.44)</td>
</tr>
<tr>
<td>Residuals</td>
<td>370</td>
<td>15.88</td>
<td>0.04</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aData P < .001.

bN/A: not applicable.

Effects of Demographic Variables

To study the effects of demographic variables, the single case of an American Indian, the two cases where individuals refrained from reporting gender, and the seven cases with missing demographic information were removed from the data set before analyses. To mitigate data sparsity in the contingency table, the category “less than high school” was combined with “high school” in education, and the highest and lowest age groups were combined with their adjacent groups. Results from ANOVA and GLMs gave qualitatively the same results. However, ANOVA yielded predicted scores exceeding one and demonstrated clear violation of homoscedasticity. We chose to report results from the GLMs. An outlying residual was identified in the analyses, but its removal yielded similar results.

The only significant effect involving a demographic variable was the interaction between source and education ($\chi^2_3=16.9$, $P<.001$). This shows that the effect of education differed across the AMT and community hospital participants. Separate analyses of data from the two groups found that education did not have a significant main effect ($\chi^2_3=2.05$, $P=.56$) in the AMT group, but had a significant main effect ($\chi^2_3=37.30$, $P<.001$) in the community hospital group. Pairwise comparisons revealed that community hospital participants with “high school or lower” education had significantly lower performance than those with a bachelor’s degree and those with a master’s degree. The interaction between condition and every demographic variable was not significant, suggesting no evidence of any variations in the effect of NoteAid for people in different demographic categories.

Discussion

Principal Results

In this work, we have demonstrated the effectiveness of NoteAid for improving EHR note comprehension in participants recruited from two different sources (a community hospital setting and AMT). For both samples, access to NoteAid significantly improved ComprehENotes scores (RQ1). To the best of our knowledge, NoteAid is the only tool available that has been shown to improve patient health literacy, both in this work and in prior work [25,26]. Samples recruited from these two sources varied, in particular with regard to age and education. AMT participants were younger and more educated than participants recruited from the community hospital. Consistent with prior findings on health literacy and education levels [7], the community hospital participants scored significantly lower than the AMT participants on the ComprehENotes test (RQ2).

Although there were demographic differences between the participant recruitment sources (LGH and AMT), we did not find evidence that the effect of NoteAid was different across the recruitment sources (RQ3). We found that age, race, and gender did not have a significant effect on scores. We did find that the effect of education differed between the two sources (RQ4). For the LGH sample, participants with a high school education or less had significantly lower scores than individuals with a bachelor’s or master’s degree. This result is consistent with existing literature that those with less education are at greater risk for low health literacy [7]. In contrast, no education effect was detected for the online platform AMT participants (RQ5). It is important to include participants recruited from an actual hospital setting to confirm the effectiveness of health literacy tests (eg, ComprehENotes) and tools (eg, NoteAid) across samples.

Results from both LGH and AMT confirmed prior research on the effectiveness of NoteAid for improving participant EHR
Electronic patient portals are becoming more common, with as many as 44 million patients estimated to have access to their notes [32]. Notes are being made available as part of the OpenNotes initiative [33] and in a variety of other health care settings, from the US Department of Veterans Administration [34,35] to private organizations [36]. As a result, more information about personal health is available to patients. In a recent study, surveyed patients reported that they understood “most or all” of the content in their EHR notes [37]. However, all patients surveyed had previously read at least one of their notes, and most would be considered highly activated patients. Patients who can and do currently view and understand their notes typically have high patient activation [3,38]. They are active in managing their health care, have lower likelihood of outcomes, such as emergency department visits, and are more likely to engage in preventive care [3]. Individuals with low patient activation typically do not understand their role in the health care process and are less likely to participate in tasks associated with health care management (eg, viewing their patient portal) [38]. For those surveyed patients with a high school diploma or lower, self-reported note understanding was significantly lower, consistent with our results [37]. In addition, a common comment from survey respondents was that they had difficulty understanding medical jargon in the note, with respondents requesting access to jargon definitions. Self-reported levels of understanding may not reflect actual understanding, as measured by validated instruments such as ComprehENotes [39,40]. Our results showed significant improvement in comprehension regardless of education level, indicating that NoteAid is an effective intervention.

There are two key challenges for ensuring that patients can realize the benefits associated with accessing their own notes as follows: (1) defining medical jargon so that patients understand the content of their notes, and (2) motivating low activation patients to view their notes and take an active role in managing their health care. The NoteAid tool directly addresses the first challenge, as demonstrated by this work and prior work. As more patients have access to their notes, providing access to definitions at the same time can reduce issues with patients not understanding the content in their newly available notes. It may also indirectly address motivation. If low activation patients struggle with medical jargon, having the jargon automatically defined can reduce the barrier to entry for their participation in care. Implementation of NoteAid directly into EHR software, for example, via an application programming interface (API), would allow for patients to have jargon terms defined within the patient portal itself, without needing to search for definitions outside of the platform. This aligns with a recent call for “easy-to-understand information” as part of a proposal for improving patient portals [41]. Further, NoteAid can be used by anyone who assists in the management of a patient’s care. If a patient chooses to share an EHR note with a family member, the family member can use NoteAid to define medical jargon terms, so that he or she can better understand the note and better assist with the patient’s care. In this case, even patients who themselves might struggle to use NoteAid or read their notes can benefit from the tool.

Limitations

There are several limitations in this study. First, local recruitment of individuals for our trial had to be halted due to COVID-19. While we were able to gather 174 responses from local participants and identify a significant effect of using NoteAid, a larger sample size would allow for more fine-grained analysis of the results, for example, examination of scores according to various demographic characteristics. While this might be seen as an argument in favor of moving such data collection efforts to crowdsourcing platforms, our results indicate that local population scores are significantly lower than the scores of users on crowdsourcing platforms (RQ2). In addition, the demographic differences between individuals in the local population and individuals on AMT indicate that simply relying on AMT is not sufficient. We confirm prior work demonstrating the effect of NoteAid on EHR note comprehension in AMT workers [26], but go one step further to show that the tool is useful for local patients (a considerably different cohort).

A second limitation is with regard to the NoteAid tool. Certain terms or acronyms in EHR notes can have more than one meaning. The task of correctly identifying the appropriate meaning of an ambiguous term is a well-studied problem in natural language processing called word sense disambiguation. While a number of methods have been proposed to handle this problem [42-44], there is active research to improve these models. A NoteAid system in a production environment would need to be able to disambiguate between possible definitions so that a patient would receive the definition for the correct term in his or her own note [25]. In the case of our study, NoteAid definitions were manually inspected and added to the ComprehENotes test as part of our web application implementation. Therefore, we were able to confirm the correct definitions for the terms in our EHR note snippets before running our tasks.

Finally, our local subject group was restricted to diabetes patients and those accompanying them to their appointments. There is a risk that this local setting is too narrow in terms of scope for the results to be more generally applicable. However, the ComprehENotes test is not a test of diabetes EHR note comprehension. The test includes questions from EHR notes related to a number of diseases, such as diabetes, cancer, heart failure, and hypertension, in order to include a wide range of subjects in the assessment [24]. Coupled with the fact that we saw similar results in the AMT participants, we believe that the results could be generalized beyond diabetes patients to a wider patient cohort.
Conclusion and Future Work

The findings reported here provide evidence of the effectiveness of NoteAid for improving EHR note comprehension across two different participant samples: patients from a community hospital and participants from a popular online crowdsourcing platform. Despite the demographic and education differences between the two samples, NoteAid improved scores on the ComprehENotes test for both, indicating that it is an effective intervention for improving EHR note comprehension. These results support broader use of ComprehENotes as an EHR note comprehension test and NoteAid as an effective tool for improving EHR note understanding.

Future work should explore patient personalization in NoteAid. Providing lay definitions for all medical jargon in a note may lead to information overload for patients with low education and may be unnecessary for patients with high education. To improve comprehension for low health literacy patients, other mediums (eg, short animations and text definitions) may be more effective. Operationally, making NoteAid jargon definitions available for a patient’s own notes via an API would increase the ways in which researchers and EHR vendors can implement jargon definitions so that patients have access to them.

Future work applying the NoteAid tool to other contexts is another interesting direction. While NoteAid has been shown to improve patient EHR note comprehension [25], the methodology of the tool is generalizable. The concept identification-definition linking process can be applied to other texts where complex jargon is common to improve readability and understanding. If a lay-language dictionary is built for a particular domain (eg, legal text), it would be possible to use NoteAid to identify and define those complex terms so that individuals can more easily understand the text.
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Background: Patient-accessible electronic health records (PAEHRs) enable patients to access their health records through a secure connection over the internet. Although previous studies of patient experiences with this kind of service have shown that a majority of users are positive toward PAEHRs, little is known about why some patients occasionally or regularly choose not to use them. A better understanding of why patients may choose not to make use of digital health services such as PAEHRs is important for further development and implementation of services aimed at having patients participate in digital health services.

Objective: The objective of the study was to explore patients’ rationales for not embracing online access to health records.

Methods: Qualitative interviews were conducted with 40 patients in a department of internal medicine in a Norwegian hospital in 2018-2019. Interview transcripts were subjected to thematic content analysis. In this paper, we focus on the subject of nonuse of PAEHRs.

Results: We identified 8 different rationales that study participants had for not embracing PAEHRs. When patients reflected on why they might not use PAEHRs, they variously explained that they found PAEHRs unnecessary (they did not feel they were useful), impersonal (they preferred oral dialogue with their doctor or nurse over written information), incomprehensible (the records contained medical terminology and explanations that were hard to understand), misery oriented (the records solely focused on disease), fear provoking (reading the records could cause unwanted emotional reactions), energy demanding (making sense of the records added to the work of being a patient), cumbersome (especially among patients who felt they did not have the necessary digital competence), and impoverishing (they were skeptical about the digital transformation of individual and social life).

Conclusions: It is often assumed that the barriers to PAEHR use are mostly practical (such as lack of hardware and access to the internet). In this study, we showed that patients may have many other valid reasons for not wanting to adopt this kind of service. The results can help guide how PAEHRs and other digital health services are promoted and presented to patients, and they may suggest that the goal of a given new digital health service should not necessarily be full uptake by all patients. Rather, one should recognize that different patients might prefer and benefit from different kinds of “analog” and digital health services.

(J Med Internet Res 2021;23(5):e24090) doi:10.2196/24090
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Introduction

Background

Over the past decade, patient-accessible electronic health records (PAEHRs) have been requested, developed, introduced, and advocated for in health care systems in several nations [1,2]. The existing literature conveys the impression that a majority of patients are satisfied with PAEHRs and argue that they can increase patient involvement, improve patient-provider communication, support self-management, and promote patient empowerment [3-6]. In a survey of patient experiences in Norway, the majority of users were satisfied overall with PAEHRs [7] and perceived online access to their medical records as useful for tasks such as looking up health information, keeping track of ongoing treatments, preparing for medical appointments, and sharing medical documentation with others. Similar findings have been reported from other countries [8-10].

Notwithstanding this, there are always significant minorities of patients in PAEHR surveys who are less enthusiastic about PAEHRs. For example, 6% of respondents in a Swedish survey indicated that they did not think PAEHRs led to better understanding [8]. 12% of respondents in a US survey were concerned about their privacy in connection with PAEHR use [9], and 19% of respondents in the Norwegian study mentioned above had become worried because of information they found in their health records [7].

Little is known about the perspectives of patients who do not access their records. A qualitative study from Sweden included 15 patients with cancer without experience using PAEHRs [11]. The main argument of these patients for not accessing records was reported to be “that they have a good relationship with their physician and that they receive the information they need,” but their rationales for not using the service were not explored further. A better understanding of why patients may resist using new digital health services like PAEHRs is important for further successful development and implementation of digital services.

Digitalization in Norway

Compared with many other countries, Norway has high coverage of internet access and use, with 98% of the population aged between 16 and 79 years having used the internet for different purposes during the last 3 months [12]. A range of different public and commercial services have been extensively digitalized (eg, banking—to the degree that it is now highly inconvenient to handle personal banking outside the web), and most citizens employ digital tools in their everyday lives [13]. Therefore, we saw Norway as a good setting for studying patients’ views on electronic health services that go beyond issues concerning the digital divide.

Providing all patients with electronic access to their health records has been a goal for the Norwegian government since 2012 [14]. A white paper entitled “En inbygger, en journal” (“One citizen, one health record”) argued that such access “gives citizens overview of their own information and knowledge about their health and illness. This provides a basis for co-decision making and active cooperation between health care professionals and patients and clients. Patients and clients will, through access and participation, be able to point out errors in the health records and improve the quality of the documentation” [14].

“Pasientjournal”: The PAEHR Used in Norwegian Specialized Health Care

In December 2015, PAEHRs were introduced under the name Pasientjournal by the publicly owned Northern Norway Regional Health Authority, the owner of the hospital in which fieldwork for this study was carried out. The stated goal was to “increase patient empowerment and patients’ involvement in their own health, and improve the quality of services” [15]. In a video promoting the service, the Pasientjournal is described as a tool for becoming an “enlightened patient” [16].

The Pasientjournal service is now available to anyone seeking public specialist health care in 3 of Norway’s 4 health regions, which cover roughly 80% of the Norwegian population. It gives patients access to almost all documents in their medical records. They can retrieve and read doctors’ notes, discharge notes, outpatient clinic notes, nurses’ documentation, physiotherapy notes, referral notes, radiology reports, and some pathology test results. Laboratory results are not yet available but will be in the near future. All documents are accessible by the patient as soon as they have been digitally signed by the responsible health care professional. The list of documents is ordered chronologically and can comprise a few entries to hundreds of entries depending on how much contact the patient has had with health care services. Patients can click on any given document to read its full contents. Apart from reading, the patient cannot take any other action online. If one has a question or discovers something incorrect, one is encouraged to contact the hospital for further guidance. Patients log onto the service using the same identification procedure as for several other public digital services.

Based on qualitative research in a Norwegian hospital, the aim of this paper was to explore what patients conceive of as the main weaknesses and disadvantages of PAEHRs as well as their rationales for not actively embracing online access to their health records. We based our analysis on interviews with PAEHR users (both regular and occasional) as well as with patients who had never accessed their records online.

Methods

The fieldwork for this study was carried out in 2018-2019 in a hospital owned by the Northern Norway Regional Health Authority. We have decided to conceal the name of the hospital as part of our efforts to protect study participants’ personal information.

Study Design

This paper draws on a study that was inspired by the ethnographic research tradition. The first author (HSV) did fieldwork for a period of 12 weeks in the hospital’s department of internal medicine, which consists of several wards and outpatient clinics and covers a range of medical specialties (nephrology, endocrinology, cardiology, pulmonology, gastroenterology, hematology, and oncology). Fieldwork entailed participant observation as well as semistructured
interviewing of patients and health care professionals, with the overarching goal of exploring how PAEHRs are incorporated into everyday practices in a hospital. This paper is based on an analysis of the patient interviews conducted in the study.

Qualitative Interviews and Recruitment of Study Participants

A total of 40 patients were interviewed. They were recruited in the course of participant observation, during which the first author (HSV) accompanied doctors and nurses while they were doing their daily work in the department. Patients who gave their consent were invited to take part in an interview. The researcher had no knowledge of the invited patients’ experience with PAEHRs prior to inviting them to participate in the study, unless this had become evident in the observed interaction with their doctor or nurse. To help ensure that patients were competent to give consent and in a condition that allowed them to sit through an interview, potential study participants were discussed with their care providers before they were invited to participate in the study. All but one of the patients who were asked to participate accepted the invitation. They received information about the study both orally and in writing before they were asked to provide written consent to participate.

Patients were recruited as the first author moved around the clinic and aimed to include patients with a variety of ages, genders, and diagnoses. The variety was obtained by recruiting patients from both the inpatient and the outpatient clinic and by following health care professionals from different medical specialties. Of the 40 interviewees, 22 were women and 18 were men. Their ages varied between 21 and 84 years. The study participants had a range of different medical conditions in the domains of nephrology, cardiology, cancer, hematology, lung diseases, and infections. Among the 40 interviewees, 32 knew about Pasientjournal prior to the interview and 8 did not. Among the latter, 6 indicated that they felt positive about the idea of logging into and reading their medical records while 2 did not. A little less than half (ie, 16 individuals) had used PAEHRs either occasionally or regularly prior to the interview.

The interviews, which lasted between 15 and 60 minutes, took place by the hospital bed in the case of admitted patients and in offices and examination rooms in the case of outpatients. An interview guide listing topics to be covered (eg, the patient’s history of illness, prior knowledge and use of the PAEHR, health information–seeking habits, and other digital habits) was used as a memory aid during the conversations, but participants were encouraged to speak freely and the interviewer sought to let the participants take the lead in the dialogue. The interviewer’s aim was to be a conversation partner who traveled along with the patient into their stories rather than someone trying to “dig out” information from them (this style of interviewing was inspired by Brinkmann and Kvale’s metaphor of the interviewer as a “traveler” [17]).

In this paper, we draw on the data generated through qualitative interviewing, focusing specifically on patients’ rationales for not using PAEHRs. We plan to return to other study findings in future works.

Data Analysis

All interviews were transcribed verbatim, and transcripts were read carefully several times. Following a stepwise deductive-inductive approach [18], we then coded the interviews empirically close with in vivo coding, meaning that many of the codes contained words and expressions used by the study participants themselves. The initial coding was done by the first author and then discussed thoroughly with the coauthors. In a subsequent step, codes were grouped into themes. Identified themes were discussed and reordered during several analysis meetings involving all authors until a common understanding had been reached. For the purpose of this paper, themes relating to why patients do or do not use PAEHRs were chosen and further analyzed. The themes identified in this article were generated on the basis of interviews with patients who did not want to use the PAEHR (in spite of knowledge of the service) as well as with patients who had personal experience with Pasientjournal.

Researcher Positions

Fieldwork was conducted by the first author (HSV). She is a woman in her 30s who is a trained physician and has clinical experience from work in hospitals (but she had not worked in a clinical setting for several years when fieldwork started and had not worked in a clinical setting after PAEHRs were introduced). She also has personal experience as a close relative of severely ill patients. Her medical background made it easy to move around in the clinic, as many hospital “codes” and routines were well known to her. She made efforts to explain to study participants that she was there as a researcher and not as a representative of the hospital management. At the hospital’s request, she dressed in white scrubs during fieldwork. She thereby blended in with the staff and at times had to underline for the study participants that she was not present by virtue of her medical skills.

The second and third authors (AKL and KM, respectively) are also trained physicians, but both currently work full time as associate professors (in the fields of medical anthropology and medical history, respectively).

All authors engage with many digital tools in their personal and work lives and view themselves as highly computer literate and often appreciate digital solutions. None of the authors had clear opinions on PAEHRs prior to the study. They entered the study with curiosity and a wish to better understand patient experiences with PAEHR.

Ethical Considerations

The study was approved by the Norwegian Data Protection Authority (case no. 56987). Exemption from health care workers’ duty to maintain confidentiality was obtained from the Regional Committee for Medical and Health Research. In the hospital, fieldwork was approved by the head of the clinic, the chief of research, and the data protection officer. All study participants gave informed written consent to participate and were told that they could withdraw from the study at any time without giving a reason. Directly person-identifying information were omitted in transcripts, and audio recordings were deleted after transcription. A key that linked the data to participants’
names and contact information was kept in a separate and securely locked location. All data were stored and processed in “Service for Sensitive Data” (Tjeneste for Sensitive Data), University of Oslo’s platform for collecting, storing, analyzing, and sharing sensitive data in compliance with the Norwegian privacy regulations.

Results

The study participants had a range of different rationales both for and against the use of Pasientjournal. In this paper, our focus was on the latter, and in this section, we present the 8 different rationales against the use of Pasientjournal that we identified in the course of the study.

Unnecessary: No Need to Access the Health Records

One rationale against the use of PAEHRs was that the digital health records seemed unnecessary. For some of the study participants who had never accessed their PAEHR, the question was clearly not why they did not use the service but rather why they would ever do such a thing. They struggled to see how they could benefit from accessing Pasientjournal. Many felt they got the information they needed from their doctors and trusted them to provide necessary guidance and information. Some questioned how reading the records would make a difference for their health. For example, a woman in her 70s stated the following when the first author tried to dig into the reason behind her lack of interest in the PAEHR: “No, I do not believe that it would make me healthier” [Patient 12, a woman in her 70s; no PAEHR experience].

On the ward, paper copies of discharge notes were routinely given to all patients at departure. Many study participants felt that this was all the written information they needed:

“I don’t know, really. The times I’ve been admitted, I’ve usually gotten the discharge note handed out, so I have not, like, had any reason to ... or felt a need for it. I have been given good information from the doctors I have been seeing as well” [Patient 22, a woman in her 50s; no PAEHR experience]

In summary, some study participants had not felt motivated to spend time accessing the PAEHR, and they often argued that they had felt satisfied with the information they had been provided orally and in written discharge notes.

Impersonal: Prefer Dialogue to Information

Some study participants not only thought that information received in dialogue with health care workers was “good enough” but reasoned that it was superior to the information accessible through PAEHRs. Patient 14, for example, pointed out that medical records do not allow you to ask anyone the questions that pop up while you are reading and for that reason saw PAEHRs as inferior to face-to-face communication:

“Though I probably would get the same information, but you do not get to ask the questions you might have there and then, or get it explained if there is something you find hard to understand. I do think it is better to speak to someone about it than just reading it!” [Patient 14, a woman in her 40s; PAEHR user]

A bit worried, she went on to ask if there was an intention to replace physical meetings with this form of written information, and added, “If so, I would see that as a loss.”

For some, the thought of logging onto a computer to access information about one’s own health seemed rather soulless. For Patient 11, for example, the human contact in face-to-face communication had considerable value:

“I’m a very verbal kind of person. If there is something that really annoys me, at work for example; the times where you are expected to find all the information for yourself, instead of just meeting up in the hallway and I can say: Let’s meet up after lunch and discuss this. So I really like that human contact, and sometimes it’s kind of a principle for me to pursue that line.” [Patient 11, a man in his 40s; PAEHR user]

A common finding throughout the fieldwork was that patients’ use of superlatives in conversations about health care was typically related to individuals who had made a positive impression. Many praised individual physicians and nurses who had made a difference for them (although some, of course, also told of negative experiences). The same type of superlatives was hardly ever used about PAEHR.

Incomprehensible: Patients Are Not the Intended Reader of the Medical Records

Another reason why PAEHRs were not always perceived as attractive was that the language used in medical records could be hard to understand. Patient 7, for example, a retired cleaner, had never logged into Pasientjournal for the very reason that she did not think she would understand much of the contents:

“It has to be understandable, so they must not use a lot of foreign words that I don’t know or Latin words for different things, this and that and that” [Patient 7, a woman in her 60s; no PAEHR experience]

Patient 32 expressed a similar sentiment, even though she worked as an auxiliary nurse. When asked if she knew she could access her records, she answered:

“Yes, I do know that, but I am thinking: What’s the point? The doctors’ language ... I certainly do not understand much of that.” [Patient 32, a woman in her 50s; no PAEHR experience]

Many of the participants who had accessed their records also described how the medical records could be difficult to comprehend. Patient 10, for example, had accessed Pasientjournal to see what her doctor had written about the results of a sleep monitoring procedure she had undergone. She found the note, but she felt she could not really make much sense of it:

“You know, many of the documents in there, they are more like letters to doctors, or therapists, so there is a lot of inexplicable words, and I do not understand everything, I really don’t.” [Patient 10, a woman in her 20s; PAEHR user]
Misery Oriented: Too Much Focus on Disease

Several study participants had reservations about PAEHRs because they wanted to avoid unnecessary focus on ill health. Patient 3, for example, a man in his 60s who had a chronic condition that demanded regular blood transfusions, explained it this way:

"I wouldn’t say that I am totally uninterested in my disease; of course I’m not. But I’m not all that interested in it either, as long as everything is working as well as it does. So, I have chosen not to think about this disease too much. ... I think it is important for the total well-being, or the feeling of not digging oneself down in the disease and give it your main focus. I focus on all the things I can do, and that’s a whole lot of things. ... I believe that it is important to be able to live with this kind of serious, chronic disease; that you do not go around thinking about it all the time. I believe that will make you feel like you are locked in inside yourself." [Patient 3, a man in his 60s; no PAEHR experience]

Similarly, Patient 32, a woman in her 50s, also questioned what good might come from worrying about things she could not do anything about:

"You see, what good will it do to anyone around me if I were to dig down in my own misery? If this is something I will die from, then I want to live while I’m alive" [Patient 32, a woman in her 50s; no PAEHR experience]

What these participants seemed to argue was that immersing oneself in disease and medical knowledge may not be a favorable way of dealing with illness and might even stand in the way of “good health.”

Fear Provoking: Promoting Unnecessary Worry

Some study participants were concerned that reading the medical records would make them upset or worried. In their assessment, accessing their records had the potential to harm.

"No, if one starts to follow up on that stuff, one will start to speculate about all sorts of things, and then it certainly becomes worse. ... that is also why I never Google survival outcomes on stenting of heart vessels, that’s for sure!" [Patient 13, a man in his 50s; no PAEHR experience]

As Patient 15 pointed out,

"In some ways it feels good to be kind of ignorant, too. I do not want to read any reports before I know that this [the disease] has turned out good, in a way." [Patient 15, a man in his 40s; no PAEHR experience]

Some participants who had used Pasientjournal explained how reading the health records had led to negative feelings. For example, a man suffering from incurable cancer explained how reading about his prognosis felt harder and more brutal than talking to his doctor about it:

"Even if it is information that I already know, it's sort of hard at times to sit down and read, when it's there, black on white, that they [the doctors] are not that optimistic anymore, you know... so it's kind of brutal." [Patient 4, a man in his 50s; PAEHR user]

Avoiding the worries and negative feelings that they believed could result from being exposed to the illness focus in the health records constituted an important rationale for some of the participants for not engaging with the PAEHR.

Energy Demanding: Unsuitable When Ill Health Drains You of Your Vigor

When experiencing serious disease, patients may be indisposed of their normal capacities. Under such circumstances, some of the study participants had simply not had the energy to log onto Pasientjournal. In the case of Patient 5, this phase had lasted for several months after she was diagnosed with and went through surgery for breast cancer. Although she knew about the PAEHR and thought of it as an interesting service, she had not yet had the energy to use it 3 months after her surgery:

"I have read about that thing, that it is a possibility, but it has been so much information to digest and absorb that I did not reckon I had the time to log on there. ... have just been so overwhelmed with thoughts, with this disease, so I have just not had the energy" [Patient 5, a woman in her 40s; no PAEHR experience]

Participants who had experienced serious disease talked about the overwhelming situation they suddenly had found themselves in when going from being healthy and resourceful to becoming a patient. Some also described how being a patient involved a lot of work. Patient 1, for instance, had just retired when she was diagnosed with cancer. She described how dealing with her new situation felt like a job with lots of tasks to take on:

"Everything was just so unfamiliar, and I did not know how to handle things when I became ill, and all the stuff that came along with the disease. ...This [being sick], it is actually a full-time job. With added extra hours!" [Patient 1, a woman in her 60s; no PAEHR experience]

The “energy demanding” rationale against PAEHR use draws from the experience of illness as something that demands effort from the patient in many different ways. In such situations, the task of reading health records may be too much to deal with on top of everything else.

Cumbbersome: Screen May Not Be Better Than Paper

PAEHR solutions make health records available to patients through the internet. While this is often touted as making information “easily available,” some study participants felt that electronic access was a cumbersome thing. Some, especially in the older age groups, explained how navigating and engaging with new digital services could be an onerous task. Although many used personal computers and smartphones for other undertakings, they could find themselves struggling when they had to handle a new service on their own. Most patients had relatives who they turned to with “data troubles,” but some felt uneasy bothering them too much. Patient 37, who regularly turned to her son for help with “technical stuff,” explained:

https://www.jmir.org/2021/5/e24090
"You know, my son, he is an expert on data, so he tries to explain it to me: 'Mother, you have to click here, and then this and that,' but then he has to run to catch the bus, and I'm like: 'What did he say???' Even before he's out the door, it's all gone for me." [Patient 37, a woman in her 70s; no PAEHR experience]

Among the participants who questioned the “easiness” of digital solutions was Patient 12, a woman in her 70s. She had become upset when her pharmacy stopped giving out lists of prescriptions on paper and instead encouraged its customers to go online. She had logged on several times to check her prescriptions, but when the pharmacy did away with the new policy, she was relieved. Although she mastered the digital tool and could access her prescriptions, she found it much less complicated to be given a paper copy when she picked up her medicines. Patient 37 and Patient 12 are examples of patients who do not find that digital access represents progress and is “easier” than analog solutions.

A consequence of needing assistance to use a patient portal is that one must be willing to let the helper see the contents of one’s medical records. Some study participants were not comfortable with this, and one explained that this was the main reason why she had never used the Pasientjournal.

Impoverishing: Resisting the Digital Transformation of Individual and Social Life

A final rationale against the use of PAEHRs was a general skepticism toward the ongoing digitalization of life worlds. Patient 7, for example—a woman in her 70s who was admitted to the hospital with newly discovered cancer—explained that she felt frustrated by how everyone was hooked on their screens and how this affected the social life in her family.

“I don’t want to get into that stuff. I see everyone sitting there with their tablets all the time; they are completely absorbed. You lose the social part, I’ve said that from the beginning. And it’s all...and it includes the kids as well, and the grandkids. They are all staring into a tablet, they all have a phone they are constantly playing on, or something. And I really resent much of that! Because you don’t have the social engagement anymore.” [Patient 7, a woman in her 70s; no PAEHR experience]

Patient 7 had chosen not to engage in any digital affairs. She left that to her husband. They had a computer at home, but she never used it. “I’m not at all interested in that!” she stated, and she did not see the PAEHR as a service worth embracing. Patient 7 was the most prominent representative of an antidigital attitude in our study.

Other study participants were less vigorous in their rejection of digitalization but still expressed that they wanted to reduce the time spent in front of screens and computers, limiting such activities to strictly necessary chores. Patient 38, a man in his 70s, had heard of PAEHRs but had not yet used Pasientjournal. When asked if he would consider accessing his hospital health records, he was a bit hesitant, and said, “I guess I could do that.” When pushed a bit further, he explained how he had experienced that computers interfered with his former work life as a shop owner:

"It took me away from the clients. Instead of being out in the shop and talking to customers, I was stuck at the back dealing with computer issues and troubles." [Patient 38, a man in his 70s; no PAEHR experience]

Based on his experiences, Patient 38 felt a reluctance to engage too much with computers.

Discussion

Principal Findings

In this study into patients’ rationales for not embracing online access to health records, we identified 8 main motivations for nonuse. These results expand the current knowledge of patients’ perspectives on PAEHRs.

A fundamental reason why some study participants did not embrace PAEHRs in our study was that they did not think that reading their own medical record was particularly useful. It was unclear to them exactly what, if anything, reading medical notes would add to their understanding of their ailments, medical care, and/or condition. These views are in contrast to the more positive perspectives on the utility of PAEHRs reported in several previous studies [7,11] as well as by many of the participants with user experience in this study (to be published in another article). Participants who fronted the “unnecessary” rationale against PAEHRs felt that they got the necessary information from their doctors and did not seem to desire more medical information.

Several patients also preferred dialogic information given face to face rather than written information, which brings us to the second rationale identified: medical records are impersonal. Reading PAEHRs is an activity that does not typically involve human contact or interaction, and PAEHRs provide no 2-way interaction. As you read, there is no one to ask, no one to laugh or cry with, and no one to seek comfort and reassurance from. If considerations related to efficiency and costs should lead to human interaction being substituted by digital access to records that are not written primarily with the patient in mind, health care would surely risk becoming impoverished.

Many of our study participants (albeit not all) felt that their health care services were well-functioning and that their need for information and explanation was met in direct communication with their health care providers. One could hypothesize that PAEHRs might be perceived of as relatively more useful in a setting where patients were not as content with the services and the information they received. There may be some evidence to support this hypothesis. Surveys of PAEHR users in the United States have found that patients from underserved groups (less educated, non-White, older, and Hispanic patients, and individuals for whom English is a second language) are the ones most likely to report “major benefits” from reading medical notes [9].

An issue raised by study participants who had never used PAEHRs, as well as those who had used it either frequently or
infraredly, was that laypeople are not the intended audience for the documents accessible through PAEHRs. A survey of Norwegian PAEHR users previously found that understanding the content of the medical records is a challenge for many: 36% indicated it was hard to understand what the documents were about, and 59% reported that they had difficulties understanding the medical terminology [7]. A Danish study that examined the language in 10 medical records with the aim of identifying “potential lay-friendliness, patient-centeredness, and patient empowerment” found that the records were written in highly specialized expert language dominated by expert terminology, expert syntax, expert presuppositions, and difficult abbreviations [19]. The authors concluded that “the majority of Danes will not fully understand their own e-records and will have a high potential for misunderstandings” [19]. In sum, few medical record entries are written with patients as the intended reader. Notes are typically prepared with other functions in mind and tend to be worded with the understanding that the medical file is a communication platform for professionals engaged in the care of the patient. The logic behind assessments, choices, and treatments is seldom explained explicitly; the text rests on the expectation that the reader is a health care professional with certain crucial preunderstandings. In short, the health record is not a resource dedicated to providing enlightenment, sympathy, or education to patients. Of course, this is not to say that the information in the records is never useful for patients, and many patients see PAEHRs as a good place to find information. Other studies have found that some patients use the PAEHR to remember what they talked about with their doctor or to prepare for an upcoming doctor’s appointment [20]. However, as described in this study, the unfamiliar and professional atmosphere in the health record served as a barrier to PAEHR use for some patients, and they preferred using other sources for information about their health and illness. In the future, this barrier may be lowered by tools providing easy translation and explanations of medical terminology used in the PAEHR [21]. It must also be pointed out that Pasientjournal is currently only available within specialized health care services, and therefore the contents in the health records are often of a specialized and rather complex nature. One could hypothesize that the content of the records kept in general practice might be of a more accessible and understandable nature, and that the “incomprehensible” rationale might be less prominent in general practice settings than in hospitals.

Medical records may shift one’s focus from healthy and wholesome parts of life to sickness and worries about ill health. Avoiding unnecessary focus on sickness and pathology seemed to be an important strategy for some of our study participants. Similar findings were described in a qualitative study of self-management practices among patients with chronic conditions. Van de Bovenkamp and Dwarswaard [22] explained how “self-management is very much shaped by patients’ ideas of the good life.”: A study by Henwood et al [23] of health information-seeking practices among women in midlife similarly identified resistance against the idea that patients should seek out medical information by themselves rather than trusting their doctors to equip them with it. The quotation used by the authors in the article’s title—“Ignorance is bliss sometimes”—resonates with some of the patients’ views in this study: more knowledge is not necessarily for the better. Moreover, some of our study participants clearly also actively resisted the biomedical version of their conditions as presented in the medical records [24]. To them, illness was more than the biomedically relevant information written down in the PAEHR. Illness included feelings, everyday challenges, and encouragements—in short, components of a life that the biomedically dominated health records were lacking.

In addition, some participants stayed away from PAEHRs because they felt that medical records might have the capacity to induce fear and anxiety, and some described situations in which reading the medical records had led to unwanted emotional reactions. This is reflected in a Norwegian survey of PAEHR users as well: 20% of respondents indicated that they had become worried by reading health records [7]. Clearly, how much and what kind of information one seeks at what time will depend on individual factors and previous experience and may also change over time. Some PAEHR nonusers preferred to stay somewhat “ignorant” and rely on the doctor to curate the necessary information for them.

The “new patient role” has been critiqued for not recognizing that patients oftentimes are unable and weakened—temporarily or permanently—when they are sick, and that this affects their ability to act as they otherwise would and make “rational” choices [25,26]. Reading and making sense of the health records is a complicated task (at times even for health professionals). It requires concentration over time and cognitive capacity to absorb information. Lack of concentration can be a temporary or enduring result of a patient’s condition or a side effect of medication—all described by participants in this study. For some of the interviewees, this was exactly why they had not accessed their health records. Moreover, as also described by participants in this study, becoming a patient may resemble taking on a new full-time job. As Mol argued in The Logic of Care [26], the notion of the neoliberal “patient citizen” (or “active patient” in the PAEHR context) presupposes a nonsuffering person who can make well-argued individual choices, whereas in reality the patient is often weakened by disease and emotional distress that delimits his or her ordinary capacities. The experiences of our participants related to Mol’s argument that good care implies engagement in ongoing attempts to adapt knowledge and technologies in a collaboration involving patients and their health care providers as well as their diseased bodies and complex lives.

Certainly, technological obstacles also played a role in our study. To make use of PAEHRs, some of our participants felt they would have to ask for help from relatives or friends, thereby revealing the dependency situation digital health records may impose on patients. Wyatt et al [27] have described how using the internet for health information seeking may require access to competent helpers that can guide less-experienced users in finding and making sense of the information. This was also a concern for some of the participants in this study, and perhaps not surprisingly, especially among some of those who were older. Several participants used the internet for other purposes but were not confident they could handle a new service or task without assistance. Many were hesitant to ask for help from relatives or friends who were more digitally competent (“warm
experts,” to use Bakardjieva’s term [28]). Depending on the nature of a person’s current and former health-related issues, the record can contain information that patients feel is sensitive and too private to share with others, even (and sometimes especially) with close relatives. The threshold to ask for help from “warm experts” might therefore be higher in the case of PAEHRs than for many other digital tasks.

Finally, some of the study participants were generally critical toward the digitalization of individual and social life. In a world characterized by optimism on behalf of digital innovations, this kind of general resistance is at times dismissed as reactionary, and its representatives may at times seem to be rendered invisible in public discourse. However, our study revealed sound and rational arguments for staying outside of digital life. In health care services, this group must also be taken into account to ensure that all patients are equally taken care of within the health care system.

Limitations and Further Research

This article builds on qualitative research and we are therefore in no position to know how common the rationales against PAEHR use identified by our study participants may be. Moreover, our study was limited in time, geography, and size, and further work in the same location or elsewhere could bring out additional rationales of relevance and importance. Furthermore, there is a potential for researcher bias here as we know that many health personnel are skeptical toward PEAXRs and the 3 authors are all physicians. However, all 3 of us have chosen other careers than the clinical as our main jobs and do not primarily identify as clinicians. None of us had preconceived ideas of a potential negative impact before embarking on this study.

There is a need for more research on rationales for not using PAEHRs. Surveys quantifying different rationales for and against PAEHR use, as well as studies of the demography of users and nonusers, are important. There is also a need for more qualitative studies exploring potential differences between specialist health care settings and primary health care settings, as well as possible factors contributing to positive outcomes from and experiences with PAEHRs.

Practical Implications

This study demonstrates that patients may have good reasons for not using PAEHRs and could help guide how PAEHRs are promoted among patients. While PAEHRs are a beneficial service for many patients, it may not be the case for all patients. Health care providers should take this into consideration and should avoid assuming that information is received or understood because it is available via PAEHRs. Moreover, when PAEHRs are promoted, one should avoid making the assumption that online access to health records will be useful for all or should be used by all.

Conclusions

It is often assumed that barriers against PAEHR use are mostly practical (such as lack of access to hardware, slow internet connections, etc) and that once such hurdles are removed, PAEHRs will be widely embraced. In this paper, however, we have demonstrated that patients may have many good reasons not to celebrate or adopt this kind of service. Assessed as a potential source of insight and understanding, some find that PAEHRs are less than perfect because they are devoid of human interaction and contact, use language that they do not understand, promote a 1-sided focus on misery, may lead to unnecessary fear, demand more energy than one may have when sick, threaten to expose one’s secrets, and can be cumbersome to make work. Perhaps more than anything else, what the study participants highlighted was that the information in health records is not in a format that is genuinely written for patients. To the contrary, health records are primarily a peephole into biomedical perspectives on the patient’s misfortune and ill health. What one gets access to through PAEHRs is often biomedical explanatory models written in biomedical language for biomedically trained professionals. This study demonstrates that not all patients view this as either helpful or favorable, and promoting the view that PAEHRs are something all patients ought to engage with might lead some patients to feel pushed into a domain they are not comfortable in.

Acknowledgments

Fieldwork, transcription, and coding were conducted by the first author (HSV). All authors contributed to the design of the study, analysis of the data, and writing and editing of the manuscript. The study was funded by the University of Oslo. We would like to thank the hospital that kindly invited us to conduct the research and to express our deep gratitude to all of the study participants who contributed to this study with their time, thoughts, experiences, and perspectives.

Conflicts of Interest

None declared.

References


Testing a Novel Web-Based Neurocognitive Battery in the General Community: Validation and Usability Study

Riley Capizzi1, BSc; Melissa Fisher2, PhD; Bruno Biagianti3, MD; Neelufaer Ghiasi2, BA; Ariel Currie2, MBS; Karrie Fitzpatrick2, PhD; Nicholas Albertini2, BSc; Sophia Vinogradov2, MD

1Department of Psychology, Temple University, Philadelphia, PA, United States
2Department of Psychiatry and Behavioral Sciences, University of Minnesota, Minneapolis, MN, United States
3Department of Research and Development, Posit Science Corporation, San Francisco, CA, United States

Corresponding Author:
Riley Capizzi, BSc
Department of Psychology
Temple University
1701 N 13th St
Philadelphia, PA, 19122
United States
Phone: 1 (847) 997 4148
Email: capizzi@temple.edu

Abstract

Background: In recent years, there has been increased interest in the development of remote psychological assessments. These platforms increase accessibility and allow clinicians to monitor important health metrics, thereby informing patient-centered treatment.

Objective: In this study, we report the properties and usability of a new web-based neurocognitive assessment battery and present a normative data set for future use.

Methods: A total of 781 participants completed a portion of 8 tasks that captured performance in auditory processing, visual-spatial working memory, visual-spatial learning, cognitive flexibility, and emotional processing. A subset of individuals (n=195) completed a 5-question survey measuring the acceptability of the tasks.

Results: Between 252 and 426 participants completed each task. Younger individuals outperformed their older counterparts in 6 of the 8 tasks. Therefore, central tendency data metrics were presented using 7 different age bins. The broad majority of participants found the tasks interesting and enjoyable and endorsed some interest in playing them at home. Only 1 of 195 individuals endorsed not at all for the statement, “I understood the instructions.” Older individuals were less likely to understand the instructions; however, 72% (49/68) of individuals over the age of 60 years still felt that they mostly or very much understood the instructions.

Conclusions: Overall, the tasks were found to be widely acceptable to the participants. The use of web-based neurocognitive tasks such as these may increase the ability to deploy precise data-informed interventions to a wider population.

(J Med Internet Res 2021;23(5):e25082) doi:10.2196/25082
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Introduction

Background

For decades, neuropsychological methods have been leveraged to understand and characterize the relative strengths and weaknesses of individuals experiencing an array of neuropsychiatric syndromes [1-5]. These profiles have also been shown to predict future deterioration in Alzheimer disease and other cognitive and functional outcomes in schizophrenia, bipolar disorder, depression, and traumatic brain injury [6-8]. However, traditional paper and pencil assessments are lengthy and expensive and require considerable training on the part of the assessor. Given these concerns and the rising availability of personal mobile technologies, a movement to capture reliable cognitive functioning digitally has begun [9-12]. Although
Remote cognitive technologies are still budding, they promise several benefits in clinical and research settings.

Remote platforms greatly increase the accessibility of psychological testing. The National Institute of Mental Health has established a priority to reach typically underserved populations, such as individuals living with limited physical mobility or in rural areas [13]. Digital measures allow testing to be conducted within the comfort of one’s own home, thereby increasing the ability to serve historically difficult-to-reach patients. Remote testing would also likely reduce the time providers spend scheduling and carrying out in-person assessments. These benefits may also help to reduce assessment costs. Accessibility concerns have taken center stage during the current global pandemic, highlighting the need for reliable, easy-to-use, and remote measures.

In addition to opportunities for accessibility, digital remote methods for cognitive testing encourage the use of longitudinal assessments. Repeated measurements provide a wealth of information above and beyond individual snapshots of performance [14]. A study of individuals at clinical high risk for conversion into a psychotic disorder found that although baseline measures of cognition helped differentiate at-risk individuals from healthy participants, cognitive trajectories followed for 2 years differentiated converters from nonconverters [15]. Another study of healthy older adults found that repeated memory assessments pushed to a handheld device were widely accepted and showed associations with the hippocampal brain structure, whereas typical baseline measures of cognition did not [16].

Although in-person neuropsychological methods unquestionably have their benefits and function optimally in distraction-free testing environments, the generalizability of data collected in these unique settings has been questioned [17]. There is a growing body of literature evaluating assessments that can be administered in people’s daily lives, thus potentially capturing more meaningful data on how they function within their own environments [18,19]. For example, a clinician may be more interested in how their patient performs cognitively while completing their night shift at work rather than in a highly controlled testing center at midday.

Digital methods also provide a means to measure important metrics such as reaction time (RT) and trial-by-trial performance, which have also shown associations with clinical outcomes [20-22]. These potential benefits, alongside the added ability of electronic health record integration, may further facilitate person-centered practice and move us closer toward the goal of precision medicine [23]. However, little to no normative data currently exists for these task batteries, limiting the interpretability of new findings [24].

A particular novel mobile assessment platform implemented by the Posit Science Corporation has shown recent utility capturing cognitive performance differences common to psychiatric disorders, such as schizophrenia and depression, using a neuroscience-informed approach to task development [25,26]. These tasks were designed to capture the variability associated with aberrant neural mechanisms underlying an individual’s ability to flexibly acquire new information and adapt to changing cognitive and emotional demands, integral processes for normative cognitive functioning and general learning ability [26-29]. Sound sweeps, a task of auditory processing speed, showed improvements during a cognitive training intervention in individuals with recent-onset and chronic schizophrenia [30]. The greatest improvement was observed during the first 20 hours of training, followed by a plateau at subsequent assessment points. Intraindividual variability in the time taken to reach this plateau was also associated with the likelihood that the intervention would generalize to other untrained cognitive domains, suggesting a potential target-mediated treatment response. Another study found that improvements in sound sweeps performance after cognitive training were correlated with gains in working memory and global cognition [31]. Despite the apparent utility of these tasks, they have yet to be adequately evaluated in normative data samples.

**Objectives**

Therefore, we set out to test a battery of 8 web-based cognitive tasks developed by Posit Science in samples drawn from the general community. Sensory perception, social cognition, and executive functions were digitally assessed in-person with state fair attendees and remotely through testing of college students. In addition, the usability and feasibility of this new battery were investigated in a subset of participants.

**Methods**

**Participants**

All study procedures were approved by the institutional review board of the University of Minnesota (UMN). Recruitment and study participation took place either in-person at the Minnesota State Fair (MSF) or remotely for course credit at UMN. The MSF is the second-most highly attended state fair in the United States, with approximately 2 million Midwesterners visiting every year [32]. State fairgoers represent a wide array of demographic backgrounds [33]. MSF participants were asked to participate if they were aged between 18 years and 80 years (inclusive), and UMN students were asked to participate if they were aged between 18 years and 40 years (inclusive). Inclusion criteria for all participants were (1) no visual, auditory, or motor impairments that would prevent completion of the assessments; (2) fluent and literate in English; and (3) no use of illicit substances or alcohol over the prior 8 hours. We received cognitive data from 816 participants and usability survey responses from 219 participants who participated in a substudy. However, cognitive data from 35 participants who took the battery multiple times were omitted from the primary cognitive analyses below, and survey data were omitted for another 24 participants who completed usability questionnaires multiple times. Therefore, 781 participants were included in the primary analyses, and survey data from 195 participants were inspected (Table 1).
Table 1. Participant demographics by sample.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Sample</th>
<th>State fair (n=579)</th>
<th>Total (N=781)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>144 (71.6)</td>
<td>338 (58.6)</td>
<td>482 (62.0)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>57 (28.4)</td>
<td>237 (41.1)</td>
<td>294 (37.8)</td>
</tr>
<tr>
<td>Intersex, n (%)</td>
<td>0 (0.0)</td>
<td>2 (0.3)</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>20.12 (2.28)</td>
<td>44.82 (17.72)</td>
<td>38.4 (18.7)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>14.59 (1.5)</td>
<td>16.57 (2.77)</td>
<td>16.1 (2.65)</td>
</tr>
<tr>
<td>Grade point average, mean (SD)</td>
<td>3.45 (0.35)</td>
<td>N/A</td>
<td>3.45 (0.35)</td>
</tr>
<tr>
<td>Occupation level, mean (SD)</td>
<td>5.16 (1.68)</td>
<td>3.06 (1.84)</td>
<td>3.81 (2.05)</td>
</tr>
</tbody>
</table>

*Three participants preferred not to respond.
*Grade point average only collected in the undergraduate samples.
*N/A: not applicable.
*Hollingshead two-factor index: occupational scale.

Procedures

After receiving informed consent, the study participants provided demographic information and completed a battery of cognitive tasks. College students participated remotely via their own personal devices (eg, tablets or personal computers) and were asked to find a stable internet connection to complete the tasks in a quiet, private environment using headphones, preferably over-the-ear headphones. MSF participants completed the study procedures in an enclosed fair structure using lab iPads (Apple Inc) and over-the-ear headphones. Participants were randomly assigned to complete 3 to 4 of the 8 cognitive assessments. State fair participants completed a subset of the measures because of the time limit set by the Driven to Discover State Fair program. A maximum of 30 minutes was allowed for giving consent and the completion of demographic information, cognitive measures, and questionnaires. Participants were randomly assigned to complete 1 of 2 cognitive batteries that were equivalent in length and comparable in terms of the number of auditory, visual, and social cognition tests.

Online Neurocognitive Assessments

Our work aims to translate measures from basic cognitive neuroscience into short, computerized assessments of discrete cognitive processes that individuals can easily complete with minimal assistance in various settings [25]. These assessments are designed to enable the interpretation of specific deficits that could signal that an individual is experiencing cognitive difficulties and impaired learning ability.

The first step in the development of the assessment suite was to decide on the cognitive domains and processes that are known to play a critical role in an individual’s ability to learn new information, to interact adaptively with cognitive and emotional challenges in the environment, and to adapt to new learning demands. In line with the principles of team science, we integrated theoretical perspectives, technical expertise, and empirical knowledge drawn from a team of cognitive neuroscientists working in human and animal model systems, clinical researchers, and preclinical translational behavioral neuroscientists. Through a consensus-building process, we identified 3 critical neural domains: (1) perceptual processing (sound sweeps and beep seeker), (2) executive functioning (bubble pop, pathfinder, and mind bender), and (3) social-emotional processing (face to face, tap the emotion, and emotional face). Within each domain, we identified constructs, that is, a definable cognitive process that could be measured at the behavioral level and for which there existed clearly hypothesized and measurable neural-circuit mechanisms (eg, for executive functioning, set-shifting). We identified a cognitive neuroscience paradigm that could selectively and parametrically measure each of these constructs at the behavioral level. Guided by item response theory, these assessments use adaptive testing models to adjust the difficulty level according to the user, thereby reducing the duration of the test [34]. Online neurocognitive assessments (ONAs) take an average of 184 (SD 201) seconds to complete. Instructions on sampling the ONAs are presented in Multimedia Appendix 1.

Beep Seeker: Auditory Discrimination and Sensory Memory

Beep seeker is an auditory discrimination task in which participants are presented with a target tone and are asked to identify it in later trials amidst 2 other distractor tones. Accurate identification of the target tone prompts subsequent trials with more similar distractor tones. A linear staircase method was used to identify the participant’s discrimination threshold on a scale of 1 to 15, with higher scores indicating better performance.

Sound Sweeps: Auditory Perception and Processing Speed

Sound sweeps is an auditory perception task in which participants are presented with 2 consecutive tones that may either sweep from a low to high pitch or high to low pitch. The participants were asked to identify the direction of each sweep. The sweep sounds’ speed varied according to trial performance.
and participant performance was measured as $\log_{10}(\text{average RT in seconds})$.

**Bubble Pop: Visual-Spatial Working Memory**

Bubble pop is a working memory task in which participants are asked to follow a set of target bubbles that independently move around the screen alongside other distractor bubbles. The number of target bubbles varied with the performance. Accuracy was measured as the number of bubbles correctly tracked using a 2-up, 1-down staircase method.

**Pathfinder: Visual-Spatial Learning**

Pathfinder is a learning test. A path with 15 nodes is presented. The participant then attempted to recreate the path from memory. If a node is missed, the trial ends, and the path is shown again (5 trials in total). Accuracy was measured as the percentage of nodes correctly recalled out of the total number of nodes.

**Mind Bender: Cognitive Flexibility**

Mind bender is a task that instructs participants to identify images that follow an established rule around other pictures that violate the rule. Performance was measured as $\log_{10}(\text{correct trial RT in milliseconds})$.

**Tap the Emotion: Emotion Detection and Inhibitory Control**

Tap the emotion requires the participant to tap the screen when a happy or sad face appears and inhibits the prepotent response to tap when presented with a neutral face. Performance was measured as the mean accuracy of neutral trials.

**Face to Face: Emotion Identification**

A face is shown with a specific emotion, followed by a series of faces with various emotions. Participants were asked to identify the target emotion first shown among the series of faces. The task varies in difficulty by changing the number of emotions presented and the number of faces to choose from. Performance was measured as $\log_{10}(\text{duration of target stimulus presentation})$.

**Emotional Face: Inhibitory Control of Emotion**

Emotional face provides a measure of executive attention, in which an expressive face is shown and overlaid with a congruent or incongruent word (Stroop effect). The increased RT to incongruent stimulus combinations captures the capacity for conflict resolution. Performance was measured by subtracting the mean RT of the correct congruent trials from the mean RT of the correct incongruent trials.

**Usability Questionnaire**

This lab-designed measure asked participants to indicate how much they agreed with a series of 5 statements using a 5-point Likert scale ranging from *not at all* to *very much*. The specific questions are shown in Multimedia Appendix 2.

**Statistical Analysis**

All main outcomes were screened for normality. Although some measures showed skewness and kurtosis (eg, beep seeker, tap the emotion, and face to face), all had adequate variance. The task distributions are shown in Multimedia Appendix 1. Nonparametric statistics were subsequently used for beep seeker, tap the emotion, and face to face. Outliers greater than 2.5 SD from the mean were winsorized and represented less than 1% of the data. For ease of comparison, outputs from sound sweeps, mind bender, and face to face were transformed so that higher scores indicated better performance.

General tendencies, dispersion metrics, and associations with demographic variables were calculated for each ONA. A total of 2 individuals identified as intersex were excluded from the gender comparison of ONA performance because of insufficient power. Given that 6 of 8 ONAs showed significant associations with age, task performance was also summarized across 7 different age ranges. To investigate concurrent and discriminant validity across ONAs, a Spearman rank-order correlation matrix was summarized; however, a factor analysis was not conducted because of inefficient overlap of measures completed across samples and a subsequent lack of power.

**Results**

In total, 781 individuals completed at least one ONA (college, n=202; MSF, n=579). Table 2 presents the means, SD, and ranges for each task.
Table 2. Normative statistics by online neurocognitive assessment.

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Participant, n (%)</th>
<th>Task metric, mean (SD)</th>
<th>Minimum&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Maximum&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beep seeker</td>
<td>269 (34.4)</td>
<td>5.01 (4.63)</td>
<td>1.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Sound sweeps&lt;sup&gt;c&lt;/sup&gt;</td>
<td>269 (34.4)</td>
<td>0.98 (0.33)</td>
<td>0.00</td>
<td>1.70</td>
</tr>
<tr>
<td>Bubble pop</td>
<td>293 (37.5)</td>
<td>5.07 (1.20)</td>
<td>1.00</td>
<td>7.80</td>
</tr>
<tr>
<td>Path finder</td>
<td>323 (41.4)</td>
<td>52.32 (24.97)</td>
<td>1.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Mind bender&lt;sup&gt;c&lt;/sup&gt;</td>
<td>256 (32.8)</td>
<td>−9.09 (1.03)</td>
<td>−11.60</td>
<td>−6.80</td>
</tr>
<tr>
<td>Tap the emotion</td>
<td>426 (54.5)</td>
<td>78.48 (17.88)</td>
<td>20.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Face to face&lt;sup&gt;c&lt;/sup&gt;</td>
<td>339 (43.4)</td>
<td>−2.03 (0.42)</td>
<td>−3.45</td>
<td>−1.50</td>
</tr>
<tr>
<td>Emotional face</td>
<td>252 (32.3)</td>
<td>53.19 (80.11)</td>
<td>−169.00</td>
<td>342.90</td>
</tr>
</tbody>
</table>

<sup>a</sup>Minimum value refers to the lowest task metric across participants on a given task.
<sup>b</sup>Maximum value refers to the highest task metric across participants on a given task.
<sup>c</sup>Raw task output was inverted so that higher scores indicated better performance.

Over 96.4% (188/195) of participants found the ONAs to be at least a little bit interesting enjoyable. Almost 91.8% (179/195) of individuals found the tasks at least a little bit easy. Only 1 participant endorsed not at all to the statement, “I understood the instructions.” The vast majority of participants found the ONA instructions easy to understand at the level of a little bit or more. Age was found to be negatively associated with the extent to which people agreed that they understood the instructions (ρ=−0.21; P=.004). Still, over 72% (49/68) of participants over the age of 60 years reported that they mostly or very much aligned with the statement, “I understood the instructions.” In addition, when asked how much people agreed with the statement, “I would play these games at home,” 69.2% (135/195) endorsed a little bit or more.

Task relationships with demographic variables such as gender, age, and education are presented in Table 3 and those with occupation level and grade point average (GPA) are presented in Table 4. Male participants outperformed female participants on beep seeker (Wilcoxon rank-sum [W]=6927; P=.01), sound sweeps (two-tailed t test: t<sub>163.65</sub>=−2.12; P=.04), and path finder (two-tailed t test: t<sub>264.93</sub>=−4.11; P<.001). Age was negatively correlated with task performance on sound sweeps (Pearson correlation [r]=−0.33; P<.001), bubble pop (r=−0.50; P<.001), path finder (r=−0.38; P<.001), mind bender (r=−0.41; P<.001), tap emotion (r=−0.24; P<.001), and face to face (r=−0.19; P<.001). Given the consistent association with age, task performance is displayed across 7 age bins, as shown in Tables 5 and 6. Counterintuitively, fewer years of education were associated with better performance on bubble pop (r=−0.13; P=.03), mind bender (r=−0.13; P=.04), and tap the emotion (r=−0.16; P=.01); however, when controlling for age, these relationships were not significant. Higher levels of occupation were significantly associated with an elevation in beep seeker (ρ=0.15; P=.02). Lower levels were associated with better performance on sound sweeps (r=−0.16; P=.03), bubble pop (r=−0.17; P=.01), path finder (r=−0.24; P<.001), mind bender (r=−0.21; P=.001), and tap the emotion (r=−0.20; P<.001), but when age was accounted for, only bubble pop remained associated (F<sub>1,227</sub>=4.12; P=.04). GPA was not significantly correlated with any of the ONAs.
### Table 3. Association of online neurocognitive assessments with demographic variables (gender, age, and education).

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Demographics</th>
<th>Age (years)</th>
<th>Education (years)</th>
<th>Pearson correlation</th>
<th>Spearman rank-order correlation</th>
<th>Wilcoxon ranked sum</th>
<th>Student two-tailed t test (df)</th>
<th>P value</th>
<th>r</th>
<th>P value</th>
<th>P value</th>
<th>r</th>
<th>P value</th>
<th>W</th>
<th>P value</th>
<th>r</th>
<th>P value</th>
<th>W</th>
<th>P value</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beep seeker</td>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
<td>---</td>
<td>.10</td>
<td>.11</td>
<td>---</td>
<td>.10</td>
<td>6927</td>
<td>.01</td>
<td>---</td>
<td>.10</td>
<td>.11</td>
<td>---</td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Sound sweeps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
<td>---</td>
<td>.08</td>
<td>.29</td>
<td>---</td>
<td>.08</td>
<td>.03</td>
<td>.04</td>
<td>---</td>
<td>.26</td>
<td>.13</td>
<td>.04</td>
<td>.04</td>
<td>.13</td>
</tr>
<tr>
<td>Bubble pop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
<td>---</td>
<td>.50</td>
<td>.01</td>
<td>---</td>
<td>.41</td>
<td>.01</td>
<td>.01</td>
<td>---</td>
<td>.41</td>
<td>.01</td>
<td>.01</td>
<td>(185.61)</td>
<td>.28</td>
</tr>
<tr>
<td>Path finder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>---</td>
<td>&lt;.001</td>
<td>.03</td>
<td>---</td>
<td>&lt;.001</td>
<td>.03</td>
<td>.03</td>
<td>---</td>
<td>&lt;.001</td>
<td>.03</td>
<td>.03</td>
<td>(264.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mind bender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
<td>---</td>
<td>.041</td>
<td>&lt;.001</td>
<td>---</td>
<td>.13</td>
<td>.13</td>
<td>.13</td>
<td>---</td>
<td>.13</td>
<td>.13</td>
<td>.13</td>
<td>(145.12)</td>
<td>.13</td>
</tr>
<tr>
<td>Face to face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
<td>---</td>
<td>.01</td>
<td>.01</td>
<td>---</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>---</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>(12964)</td>
<td>.01</td>
</tr>
<tr>
<td>Emotional face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
<td>---</td>
<td>.15</td>
<td>.15</td>
<td>---</td>
<td>.15</td>
<td>.15</td>
<td>.15</td>
<td>---</td>
<td>.15</td>
<td>.15</td>
<td>.15</td>
<td>(223.3)</td>
<td>.15</td>
</tr>
</tbody>
</table>

*Nonparametric test provided given violation of normality.

*bRaw task output was inverted so a larger output indicated better performance.

### Table 4. Association of online neurocognitive assessments with demographic variables (occupation level and grade point average).

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Demographics</th>
<th>Occupation level</th>
<th>Grade point average</th>
<th>Pearson correlation</th>
<th>Spearman rank-order correlation</th>
<th>Pearson correlation</th>
<th>Spearman rank-order correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>P value</td>
<td>ρ</td>
<td>P value</td>
</tr>
<tr>
<td>Beep seeker</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
<td>.15</td>
<td>.02</td>
</tr>
<tr>
<td>Sound sweeps</td>
<td></td>
<td></td>
<td></td>
<td>-.16</td>
<td>.03</td>
<td>.04</td>
<td>.04</td>
</tr>
<tr>
<td>Bubble pop</td>
<td></td>
<td></td>
<td></td>
<td>-.17</td>
<td>.01</td>
<td>.04</td>
<td>.04</td>
</tr>
<tr>
<td>Path finder</td>
<td></td>
<td></td>
<td></td>
<td>-.24</td>
<td>&lt;.001</td>
<td>.13</td>
<td>.13</td>
</tr>
<tr>
<td>Mind bender</td>
<td></td>
<td></td>
<td></td>
<td>-.21</td>
<td>.001</td>
<td>.08</td>
<td>.08</td>
</tr>
<tr>
<td>Tap the emotion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-.20</td>
<td>-.20</td>
</tr>
<tr>
<td>Face to face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-.09</td>
<td>-.09</td>
</tr>
<tr>
<td>Emotional face</td>
<td></td>
<td></td>
<td></td>
<td>-.04</td>
<td>.56</td>
<td>.04</td>
<td>.04</td>
</tr>
</tbody>
</table>

*Nonparametric test provided given violation of normality.

*bRaw task output was inverted so a larger output indicated better performance.
Table 5. Normative data by age bin for ages 17-50 years.

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Age bin (years)</th>
<th>17-20</th>
<th>21-30</th>
<th>31-40</th>
<th>41-50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participant, n</td>
<td>Mean (SD)</td>
<td>Participant, n</td>
<td>Mean (SD)</td>
<td>Participant, n</td>
</tr>
<tr>
<td>Beep seeker</td>
<td>76</td>
<td>3.76 (4.06)</td>
<td>63</td>
<td>5.11 (4.57)</td>
<td>22</td>
</tr>
<tr>
<td>Sound sweeps</td>
<td>102</td>
<td>1.08 (0.29)</td>
<td>62</td>
<td>1.04 (0.32)</td>
<td>19</td>
</tr>
<tr>
<td>Bubble pop</td>
<td>94</td>
<td>5.59 (0.95)</td>
<td>68</td>
<td>5.41 (1.13)</td>
<td>23</td>
</tr>
<tr>
<td>Path finder</td>
<td>91</td>
<td>61.86 (21.22)</td>
<td>70</td>
<td>59.79 (25.02)</td>
<td>25</td>
</tr>
<tr>
<td>Mind bender</td>
<td>97</td>
<td>-8.7 (0.95)</td>
<td>56</td>
<td>-8.9 (0.94)</td>
<td>20</td>
</tr>
<tr>
<td>Tap the emotion</td>
<td>136</td>
<td>86.29 (10.91)</td>
<td>108</td>
<td>74.76 (20.27)</td>
<td>32</td>
</tr>
<tr>
<td>Face to face</td>
<td>154</td>
<td>-1.96 (0.41)</td>
<td>80</td>
<td>-1.95 (0.38)</td>
<td>22</td>
</tr>
<tr>
<td>Emotional face</td>
<td>62</td>
<td>56.42 (76.89)</td>
<td>63</td>
<td>53.82 (73.4)</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 6. Normative data by age bin for ages 51-80 years.

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Age bin (years)</th>
<th>51-60</th>
<th>61-70</th>
<th>71-80</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participant, n</td>
<td>Mean (SD)</td>
<td>Participant, n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Beep seeker</td>
<td>35</td>
<td>6.29 (4.93)</td>
<td>34</td>
<td>3.97 (3.66)</td>
</tr>
<tr>
<td>Sound sweeps</td>
<td>28</td>
<td>0.89 (0.28)</td>
<td>29</td>
<td>0.79 (0.38)</td>
</tr>
<tr>
<td>Bubble pop</td>
<td>32</td>
<td>4.57 (1.08)</td>
<td>33</td>
<td>3.93 (0.99)</td>
</tr>
<tr>
<td>Path finder</td>
<td>49</td>
<td>45.96 (25.25)</td>
<td>45</td>
<td>34.98 (21.28)</td>
</tr>
<tr>
<td>Mind bender</td>
<td>28</td>
<td>-10.05 (1.07)</td>
<td>28</td>
<td>-9.62 (0.74)</td>
</tr>
<tr>
<td>Tap the emotion</td>
<td>51</td>
<td>78.80 (14.93)</td>
<td>48</td>
<td>75.6 (18.52)</td>
</tr>
<tr>
<td>Face to face</td>
<td>30</td>
<td>-2.11 (0.39)</td>
<td>24</td>
<td>-2.33 (0.56)</td>
</tr>
<tr>
<td>Emotional face</td>
<td>35</td>
<td>55.09 (73.18)</td>
<td>30</td>
<td>52.26 (107.65)</td>
</tr>
</tbody>
</table>

Most visual tasks were significantly associated with one another, with Spearman rho coefficients ranging from 0.19 to 0.42, indicating some expected shared variance and evidence for the measurement of unique constructs (Table 7). Beep seeker and bubble pop, which measure similar memory processes across auditory and visual domains, were also correlated with one another; however, the Spearman rho was only 0.28, suggesting that they largely capture distinct constructs. In addition, although significant, sound sweeps was found to be only minimally associated (p=0.16-0.36) with other theoretically distinct constructs (eg, visual-spatial learning and emotion detection).
Table 7. Online neurocognitive assessments’ correlation matrix.

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Beep seeker</th>
<th>Sound sweeps</th>
<th>Bubble pop</th>
<th>Path finder</th>
<th>Mind bender</th>
<th>Tap the emotion</th>
<th>Face to face</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sound sweeps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ^a</td>
<td>N/A^b</td>
<td>—^c</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bubble pop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.28</td>
<td>0.18</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>.002</td>
<td>.05</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Path finder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.1</td>
<td>0.36</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>.22</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mind bender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.24</td>
<td>0.31</td>
<td>0.19</td>
<td>0.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>.05</td>
<td>&lt;.001</td>
<td>.05</td>
<td>.005</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Tap the emotion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.02</td>
<td>0.16</td>
<td>0.22</td>
<td>0.25</td>
<td>0.42</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>.83</td>
<td>.04</td>
<td>.001</td>
<td>.006</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Face to face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>0.09</td>
<td>0.20</td>
<td>0.14</td>
<td>0.23</td>
<td>0.23</td>
<td>0.19</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>.43</td>
<td>.006</td>
<td>.15</td>
<td>.003</td>
<td>.001</td>
<td>.005</td>
<td>—</td>
</tr>
<tr>
<td>Emotional face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>−0.21</td>
<td>N/A</td>
<td>−0.09</td>
<td>0.11</td>
<td>N/A</td>
<td>0.07</td>
<td>−0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.005</td>
<td>N/A</td>
<td>.35</td>
<td>.38</td>
<td>N/A</td>
<td>.32</td>
<td>.55</td>
</tr>
</tbody>
</table>

^aρ: Spearman’s rank correlation coefficient.

^bN/A: not applicable; the tasks were not included in the same battery.

^cRedundant information.

Discussion

Principal Findings and Significance

In this study, we tested a new web-based neurocognitive assessment battery for individuals from the general community. Normative metrics were collected across 8 tasks measuring auditory discrimination, auditory perception, visual-spatial working memory, visual-spatial learning, cognitive flexibility, emotion detection, emotion identification, and inhibitory control of emotion.

Participants found the assessments to be widely acceptable across a range of ages. Age was negatively associated with the extent to which participants were able to understand task instructions; however, the broad majority of individuals in older age groups found the tasks understandable. Still, future iterations of these tasks should consider adaptations to better reach these individuals, such as improving task instructions, increasing practice trials, embedding video tutorials, or lowering the starting level of difficulty to reduce initial frustration. Despite finding the tasks widely interesting and enjoyable, fewer individuals indicated an interest in playing games at home. This difference may suggest that fewer participants would choose to engage with these tasks as a leisure activity but may be open to completing them if recommended by a member of their health care team. It is important to note that contrary to the survey wording, these tasks are not considered to be games and should not be interpreted as such. In contrast to traditional neuropsychological assessments, these measures are brief, allowing clinicians to collect a wealth of cognitive information in a relatively short period. These findings highlight the acceptability and efficiency of the battery.

Participant age was associated with 6 of the 8 tasks, with younger participants performing better than older participants. This trend has been widely observed in the cognitive literature [35-37]. Therefore, normative task data were stratified by age. Hearing sensitivity and sensitivity to mistuned, oddball, or discontinuous tones have been shown to deteriorate with age [38-40]. The slowing of processing speed with age has also been well documented [41,42]. Visuospatial working memory performance also decreases with age, potentially because of differences in chunking strategies and proactive interference [43-45]. Better performance observed with path finder, a task of visuospatial learning, may be due in part to more efficient within-task adaptability by younger individuals, a result identified previously with visuospatial tasks [43]. Other similar age-related associations have been documented in learning...
paradigms [46]. The findings of this study of decreased cognitive flexibility with age are also largely supported by other studies, such as those examining task-switching capacity [47,48]. Finally, in the literature, older age has been found to be related to poorer emotion recognition, processing facial emotion, and inhibitory control [49-51]. These results likely explain why performance on tap the emotion and face to face, tasks of emotion processing and inhibitory control, was negatively associated with age; however, it is unclear why emotional face did not show an association. Given these findings, which are supported by the greater cognitive literature, normative task data were stratified by age. Therefore, normative task data were stratified by age.

Better performance on a visual learning task was observed in men, corroborating previous gender findings with learning tasks that involve spatial navigation and manipulation [52,53]. These results appear to follow previous findings, suggesting male advantage in detecting interaural time and intensity differences, complex masking tasks, and lateralization of auditory discrimination processing, although these differences are small [54,55]. With samples larger than those in this study, age- and gender-specific norms could be constructed to better characterize the individual performance.

Although previous research has demonstrated associations between performance on cognition and education tests, our task battery did not show relationships with GPA or years of education after controlling for age [56,57]. These findings may indicate that the ONAs successfully captured neural system functioning as opposed to more notion-based intelligence. In addition, only bubble pop performance was related to the occupation level after controlling for age, suggesting a potential benefit of work status.

The majority of predominantly visual ONAs were only minimally associated with one another, as expected, suggesting that they are likely to tap into unique domains of performance. Beep seeker and bubble pop, which measure sensory memory and working memory across auditory and visuospatial domains, respectively, were related. Previous research has supported this association and provided evidence for similar neural mechanisms underlying both memory systems [58,59]. In addition, 2 of the 3 tasks of emotion processing were only minimally correlated with one another. This finding is expected given the varying demands on processes of inhibition between the tasks and differences in the facial targets (eg, responding to faces with any emotion vs identifying faces with matching emotions). It is surprising that tap the emotion and emotional face were not associated, given that both tasks involved processing of facial emotions while inhibiting a prepotent response, although it is unclear whether this relationship would exist with a larger sample who performed both tasks.

Despite the recent development of various digital cognitive assessment tools, few studies have released normative data sets, thus limiting the information that can be gained from these tasks. Collecting normative data from the general community is an important and necessary first step before interpreting cognitive performance in clinical populations. The current global health crisis has arrested the ability to administer traditional in-person cognitive assessments in clinical and research settings. The development of valid and reliable assessment platforms, which can be delivered remotely, has become crucial.

Limitations and Future Work

Despite the strengths of our results, a few limitations exist that should be considered. Although 74.1% (579/781) of the sample came from the general community, a subset of participants was recruited through their attendance at a large public college institution. Therefore, young adults’ performance in this sample may differ somewhat from that of the general population. Due to the limited overlap of measures that each participant completed, we were unable to evaluate whether subsets of the tasks were explained by common underlying factors to investigate construct validity. Similarly, the correlations between tasks should be interpreted with caution, given the variability in the number of individuals who were administered each task. Data on participant race and ethnicity were also not collected as part of this study. In addition, 2 individuals identified as intersex prevented our ability to reliably predict how a greater population of intersex individuals may perform on the presented tasks. Future work should aim to evaluate race and gender minorities more specifically to better understand the performance and feasibility of these populations.

Experiential cognitive assessment in patients’ homes may help gain a better understanding of their true cognitive states, but it also raises the possibility that individuals will lack the attention or motivation to properly engage in testing [9]. Failure to prevent some patients from using substances or eliciting outside help during testing may also be a necessary aspect of remote testing [24,60]. In these situations, performance on a given task may not truly represent the intended cognitive domain, as it is likely to be in a distraction-limited environment. More information is also needed to understand how cognition in the general community fluctuates from shorter to more extended periods when assessed remotely.

The accessibility of these and other digital assessments provides an opportunity to integrate objective behavioral assessments directly into medical records to guide care. Given that the field of health informatics is still budding, future work should evaluate the extent to which these tasks capture unique variance and predict outcomes amidst other data.

Conclusions

This study presented the performance of individuals from the general community using a novel cognitive assessment tool that can be employed remotely. Participants found the tasks to be interactive and easy to use. The development and validation of web-based tasks such as these widely expand the accessibility of cognitive assessment to new populations such as rural groups and others with limited physical mobility and may also increase the ability of health practitioners to conduct repeated testing. Quick, easy-to-use digital assessment platforms with remote capabilities such as this may help bring the field closer to achieving more impactful patient-centered care.
Authors' Contributions

RC assisted with project development, conducted the analysis, and wrote the first draft of the manuscript. MF and BB assisted with project development, supervised the analysis, and revised and optimized further versions of the manuscript. SV led project development and revised versions of the manuscript. NG, AC, KF, and NA participated in data collection and reviewed the manuscript. All the authors contributed and have approved the final manuscript.

Conflicts of Interest

BB is a senior scientist at Posit Science, a company that produces cognitive training and assessment software. The assessments described in this study were provided for research purposes free of charge by Posit Science. SV has been a site PI on an NIH SBIR grant to PositScience Inc.

Multimedia Appendix 1

Supplementary material including online neurocognitive assessment task links and task distributions.

[DOCX File, 275 KB - jmir_v23i5e25082_app1.docx]

Multimedia Appendix 2

Participant usability feedback for online neurocognitive assessments.

[PNG File, 16 KB - jmir_v23i5e25082_app2.png]

References


Sadiq Said; Tadzio Raoul Roche; Julia Braun, PhD; Micheal Thomas Ganter, MD; Patrick Meybohm, MD; Johannes Herrmann, MD; Kai Zacharowski, MD; Florian Jürgen Raimann, MD; Florian Piekar斯基, MD; Eva Rivas, MD; Manuel López-Baamonde, MD; Donat R Spahn, MD; Christoph Beat Nöthiger, MD; David Werner Tscholl, MD

1Institute of Anesthesiology, University Hospital Zurich, University of Zurich, Zurich, Switzerland
2Department of Epidemiology, Epidemiology, Biostatistics and Prevention Institute, University of Zurich, Zurich, Switzerland
3Institute of Anesthesiology and Pain Therapy, Cantonal Hospital Winterthur, Winterthur, Switzerland
4Department of Anesthesiology, Intensive Care, Emergency, and Pain Medicine, University Hospital Wuerzburg, University of Wuerzburg, Wuerzburg, Germany
5Department of Anesthesiology, Intensive Care Medicine, and Pain Therapy, University Hospital Frankfurt, Goethe University Frankfurt, Frankfurt, Germany
6Department of Anesthesiology, Intensive Care Medicine, and Pain Therapy, Hospital Clinic of Barcelona, University of Barcelona, Barcelona, Spain

Corresponding Author:
Tadzio Raoul Roche
Institute of Anesthesiology
University Hospital Zurich
University of Zurich
Raemistrasse 100
Zurich, 8091
Switzerland
Phone: 41 432530255
Email: Tadzioraoul.roche@usz.ch

Abstract

Background: Viscoelastic test–guided coagulation management has become increasingly important in assessing hemostasis. We developed Visual Clot, an animated, 3D blood clot that illustrates raw rotational thromboelastometry (ROTEM) parameters in a user-centered and situation awareness–oriented method.

Objective: This study aimed to evaluate the applicability of Visual Clot by examining its effects on users that are novices in viscoelastic-guided resuscitation.

Methods: We conducted an investigator-initiated, international, multicenter study between September 16, 2020, and October 6, 2020, in 5 tertiary care hospitals in central Europe. We randomly recruited medical students and inexperienced resident physicians without significant prior exposure to viscoelastic testing. The 7 participants per center managed 9 different ROTEM outputs twice, once as standard ROTEM tracings and once as the corresponding Visual Clot. We randomly presented the 18 viscoelastic cases and asked the participants for their therapeutic decisions. We assessed the performance, diagnostic confidence, and perceived workload in managing the tasks using mixed statistical models and adjusted for possible confounding factors.

Results: Analyzing a total of 630 results, we found that the participants solved more cases correctly (odds ratio [OR] 33.66, 95% CI 21.13-53.64; P <.001), exhibited more diagnostic confidence (OR 206.2, 95% CI 93.5-454.75; P <.001), and perceived less workload (coefficient –41.63; 95% CI –43.91 to –39.36; P <.001) using Visual Clot compared to using standard ROTEM tracings.

Conclusions: This study emphasizes the practical benefit of presenting viscoelastic test results in a user-centered way. Visual Clot may allow inexperienced users to be involved in the decision-making process to treat bleeding-associated coagulopathy. The increased diagnostic confidence, diagnostic certainty, reduced workload, and positive user feedback associated with this visualization may promote the further adoption of viscoelastic methods in diverse health care settings.
Introduction

Since Hartert invented viscoelastic testing in 1948 [1] and its later clinical introduction in the 1980s [2,3], viscoelastic coagulation monitoring has become increasingly important in assessing acute bleeding in patients. To this end, several leading guidelines have proposed the use of viscoelastic-guided transfusion algorithms [4,5]. Compared to standard laboratory coagulation assays, rotational thromboelastometry (ROTEM) is faster [6,7], reduces inappropriate blood transfusions [8], and is more cost-efficient overall [9]. Further, previous studies showed that goal-directed viscoelastic hemostatic resuscitation improved patient outcomes in various different surgical specialties [9-13]. However, despite its evident importance, widespread acceptance, and increasing use, correctly interpreting ROTEM outputs remains a significant challenge for inexperienced physicians.

Hence, our research department aimed to simplify viscoelastic test outputs by developing Visual Clot technology. This animated, 3D blood clot illustrates the raw ROTEM parameters in a user-centered and situation awareness–oriented method. Visual Clot displays different coagulation components as either present or absent based on empirical ROTEM cutoff values, without making the final decision for the user. Figure 1 shows the functionality of the Visual Clot technology. In a previous, prospective, dual-center study, Visual Clot helped anesthesia and intensive care physicians in Germany and Switzerland to improve their therapeutic decisions in coagulation management [14]. In a computer-based environment, the physicians were faster, exhibited more confidence, and experienced less workload in managing the hypothetical ROTEM outputs [14]. After their initial experiences, the same physicians considered Visual Clot as intuitive, easy to learn, and useful for the decision-making process [15].

Figure 1. Example of the animated blood clot, Visual Clot. Blood drops are shown in cases of deficient hemostatic components.

In contrast to the previous research [14,15], this study aimed to evaluate the applicability of Visual Clot by examining its effects on users that are novices in viscoelastic-guided resuscitation. Without giving any instructions on analyzing or interpreting
viscoelastic results, we tested the performance of using Visual Clot compared to that of using standard ROTEM readings. We hypothesized that these inexperienced users would solve more simulated bleeding scenarios correctly, with more diagnostic confidence and less perceived workload using this avatar technology. The results of this study may support the concept of Visual Clot technology and demonstrate its potential for involving inexperienced physicians in coagulation diagnostics and management. Moreover, this study promotes the further development of user-centered, situation awareness–oriented visualization technologies.

Methods

This was an investigator-initiated, computer-based, within-subject, international multicenter study comparing standard ROTEM results with a corresponding animated viscoelastic visualization in simulated bleeding situations. We conducted this study between September 2020 and October 2020 in 5, large, tertiary care hospitals. The Cantonal Hospital Winterthur and University Hospital Zurich in Switzerland, the University Hospital Frankfurt and University Hospital Wuerzburg in Germany, and Hospital Clinic de Barcelona in Spain participated as different centers. The leading ethics committee in Zurich waived this study as it was not within the scope of the human research act (no. BASEC-Nr. Req-2020-00906). The other centers in Germany and Spain also waived ethical approval. All participants agreed in writing to the further use of obtained data for research purposes.

Study Procedure

For participants, we included medical students in their last or penultimate year of study and inexperienced resident physicians without significant prior exposure to viscoelastic coagulation testing. Further inclusion criteria were that they had never seen Visual Clot before and had no or minimal self-declared ROTEM skills. All participants worked in the respective hospitals. Participant selection was according to availability in clinical practice and inexperience in viscoelastic resuscitation. This subject population was completely different from that of the previous Visual Clot study [14], in which we investigated the technology’s effect on experienced anesthesia and intensive care physicians.

We prepared 9 different bleeding scenarios that indicated specific coagulation disorders or a normal hemostatic state. In Multimedia Appendix 1, we provide a detailed list of all scenarios including their recommended therapeutic options. We showed each scenario twice, either as standard ROTEM readings or as the corresponding Visual Clot. Figure 2 shows an example of a standard ROTEM presentation with a corresponding Visual Clot, while Multimedia Appendix 2 shows the Visual Clot instructional video. We programmed Visual Clot according to the Zurich coagulation algorithm (Multimedia Appendix 3), which was validated in clinical practice [11]. When showing the bleeding scenarios as standard ROTEM readings, we provided the participants with the same coagulation algorithm’s normal values [11]. At the beginning of the study, we first asked the participants to fill out a demographic survey on personal data, such as age, gender, and educational level. We then randomly presented the 9 different coagulation scenarios twice without any instructions on how to interpret them. We used online software [16] to randomize the sequence of these 18 scenarios, providing each participant with a unique set. We showed all ROTEM readings or the respective Visual Clot on an Apple MacBook (Apple Inc). Using exclusively the respective viscoelastic results presentation, we asked the participants to choose their targeted therapeutic recommendations from a total of 6 given answer options. It was possible that multiple therapeutic interventions were necessary for sufficient treatment. We provided the answers as checkboxes in multiple choice form using the app iSurvey (Harvest Your Data) displayed on an iPad (Apple Inc) [17]. We encouraged all participants to submit their therapeutic recommendations as quickly and accurately as possible. After each scenario, the participants rated their diagnostic confidence and perceived workload in fulfilling the given task. At the end of the study session, we asked the participants to rate 4 statements on a 5-point Likert scale (from strongly disagree to strongly agree). These statements aimed to obtain a deeper understanding of the participants’ opinions about Visual Clot technology.
Outcomes

The primary outcome of this study was performance, a binary outcome defined as correctly or incorrectly solved scenarios. In scenarios with multiple required therapeutic elements, we considered them to be correctly managed if the participant selected all the correct therapeutic options and no incorrect ones. As secondary outcomes of this study, we assessed the diagnostic confidence binary as unconfident or confident, and the perceived workload using the raw NASA (National Aeronautics and Space Administration) Task Load Index questionnaire. This subjective workload assessment tool has been validated in many different areas, including health care [18-23]. The raw questionnaire defines the total perceived workload as the arithmetic mean of 6 different, workload-associated subscores [23-25]. This study did not investigate the physical demand subscore, as our tasks were not physically challenging.

Statistical Analysis

As a first unadjusted analysis, we applied the McNemar test to compare the numbers of correctly and incorrectly solved cases with ROTEM and Visual Clot. We calculated mixed logistic regression models with a random intercept for each participant for the binary outcome variables, performance as correct or incorrect, and confidence as unconfident or confident. Further, we calculated a linear mixed model with a random intercept per participant for the continuous outcome regarding perceived workload as measured by the overall NASA Task Load Index scores. Apart from the variable denoting the respective viscoelastic modality (ROTEM vs Visual Clot), we adjusted all models for the center, gender, and job experience as confounders. We did not include the respective scenario as a confounding factor because the order was completely randomized for each participant and would not have consequently influenced the overall results.

As we expected similar or greater performance differences as in the previously published Visual Clot study with experienced ROTEM users, we conducted an a priori sample size calculation based on these previous results [14]. We had reported a median of 44% (317/720) correct decisions for ROTEM and 100% (720/720) correct decisions using the Visual Clot. Based on the McNemar test and assuming the proportions of correct solutions were found in the pilot study, we calculated a sample size of 15 participants to achieve a significance level of 5% and a power of 90%. As the data collection was very cost- and time efficient, we decided to include 7 participants in each center to adjust the analyses for the different centers.

We examined all data using R Version 3.6.2 (R Foundation for Statistical Computing) and created graphs using GraphPad Prism Version 9.0.0 (GraphPad Software Inc). Statistical significance was considered at a P value <.05.

Results

Between September 16, 2020, and October 6, 2020, each of the 5 study centers included 7 participants, amounting to 35 participants in total. We exposed each participant to 18 coagulation management scenarios, providing ROTEM results in 9 cases and Visual Clot in the remaining corresponding cases. No data were excluded in the final analysis. We investigated a total of 630 results, 315 per viscoelastic output modality. Regarding the participants, 49% (17 of 35) were female and none had previous contact with Visual Clot technology. Table 1 displays further study and participant characteristics. In
Table 1. Study and participant characteristics (N=35).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study centers, n</td>
<td>5</td>
</tr>
<tr>
<td>Age (years), median (IQR, range)</td>
<td>28 (25-32, 24-36)</td>
</tr>
<tr>
<td>Self-rated theoretical ROTEM(^a) knowledge(^b), median (IQR, range)</td>
<td>0 (0-10, 0-20)</td>
</tr>
<tr>
<td>Number of ROTEMs interpreted per year(^c), median (IQR, range)</td>
<td>0 (0-0, 0-6)</td>
</tr>
</tbody>
</table>

**Experience, n (%)**
- Penultimate year of medical studies: 3 (9%)
- Last year of medical studies: 10 (29%)
- First year resident physician: 19 (54%)
- Second year resident physician: 2 (6%)
- Third year resident physician: 1 (3%)

\(^a\)ROTEM: rotational thromboelastometry.
\(^b\)The self-rated ROTEM knowledge scale ranges from 0 (very low) to 100 (very high).
\(^c\)The number of ROTEM interpreted per year ranges from 0 (very low) to 100 (very high).

Regarding our primary outcome, binary performance, the mixed logistic regression provided very strong evidence for a difference between the 2 viscoelastic modalities. The odds of correctly solving the case were about 33 times as high when using Visual Clot compared to when using conventional ROTEM tracings (odds ratio [OR] 33.66, 95% CI 21.13-53.64; \(P<.001\)). In Figure 3, we illustrate the unadjusted comparison between the viscoelastic modalities using the McNemar test. There was no significant difference in performance between the genders (OR 0.63, 95% CI 0.38-1.03; \(P=.06\)) or the different study centers (all \(P\) values >.05; Cantonal Hospital Winterthur \(P=.41\); University Hospital Frankfurt \(P=.65\); University Hospital Würzburg \(P=.60\); Hospital Clinic de Barcelona \(P=.69\)). The job experience, represented by the educational level, did not differ significantly in terms of performance either (all \(P\) values >.05; last year of studies \(P=.59\); first year of residency \(P=.64\); second year of residency \(P=.96\); third year of residency \(P=.75\)).

**Figure 3.** Donut charts displaying the binary performance defined as the number of correctly and incorrectly solved cases using standard ROTEM results (left donut) or Visual Clot (right donut). The unadjusted analysis using the McNemar test showed very strong evidence for a difference between the 2 viscoelastic modalities (\(P<.001\)). N=315 per viscoelastic modality. ROTEM: rotational thromboelastometry.

For the analysis of the participants’ diagnostic confidence ratings, our results showed very strong evidence in favor of Visual Clot. The odds of being diagnostically confident were about 200 times higher than when using ROTEM printouts (OR 206.2, 95% CI 93.5-454.75; \(P<.001\)). Regarding this outcome, no significant differences were not found for the ratings of genders (\(P=.96\)), centers (Cantonal Hospital Winterthur \(P=.10\); University Hospital Frankfurt \(P=.42\); University Hospital Würzburg \(P=.65\)).
Würzburg $P=.12$; Hospital Clinic de Barcelona $P=.08$), or job experiences (last year of studies $P=.73$; first year of residency $P=.97$; second year of residency $P=.32$; third year of residency $P=.18$).

Finally, mixed linear regression yielded very strong evidence for a difference between the 2 viscoelastic modalities regarding perceived workload ratings. The overall raw NASA Task Load Index scores were on average about 40 points lower if Visual Clot was used, with a coefficient of $-41.63$ (95% CI $-43.91$ to $-39.36$; $P<.001$). In Figure 4, we provide the analysis of the overall perceived workload and its subscores as boxplots.

**Figure 4.** Boxplots representing the analysis of the participants’ perceived workload after using the respective viscoelastic modality. The overall workload and its subscores were evaluated using the modified, raw NASA Task Load Index questionnaire. Low workload scores correspond to low perceived workload. The box represents the first and third quartiles, with the line indicating the median. N=315 per viscoelastic modality. The whiskers represent the 5th and 95th percentile. NASA: National Aeronautics and Space Administration; ROTEM: rotational thromboelastometry; TLX: Task Load Index.

**Perceived workload**

![Boxplots of perceived workload](image)

**Figure 5** illustrates the 4 statements regarding the participants’ opinions about Visual Clot and the results of their assessment. All following results are presented as agree (strongly agree or agree), neutral, or disagree (strongly disagree or disagree). Out of 35 participants, 34 (97%) agreed that the interpretation of Visual Clot was simple and 33 (94%) agreed that Visual Clot helped them feel better prepared to interpret viscoelastic test results. Moreover, all participants (35/34, 100%) agreed that they would use Visual Clot technology in a real bleeding situation, and 28 of 35 (80%) would want their treating physician to use Visual Clot if they were experiencing acute bleeding.
Discussion

This study compared 315 within-subject therapeutic decisions of 35 participants who were inexperienced in viscoelastic-guided hemostatic resuscitation and who did not receive any instructions in interpreting the result printouts. Using the animated blood clot, Visual Clot, the participants interpreted more viscoelastic test results correctly than when using the standard ROTEM tracings. Moreover, they felt more confident in their therapeutic decision and perceived less workload using Visual Clot technology. None of the participants had any previous contact with the avatar-based presentation before attending the study. We examined the results using mixed models and adjusted for different confounders.

Analysis of the participants’ performance revealed that the participants selected the correct therapeutic options in over 90% (282 of 315) of the Visual Clot cases, while they made the same choices in only about 22% (69 of 315) using the corresponding ROTEM. This resulted in a relative risk ratio of about 4 and 33-times higher odds of correctly interpreting the test results when using Visual Clot technology. This positive effect persisted both across the different study centers and across the participants’ educational levels. These results are even more pronounced than those in the primary Visual Clot study, where we investigated viscoelastic-experienced physicians [14]. There, the odds of a correct therapeutic decision using the avatar technology were around 22 times increased. Visual Clot appears to have significant positive effects even without any instructions for interpretation and even for users with minimal viscoelastic-guided resuscitation knowledge.

Indeed, perceived usability is a prerequisite for user acceptance of innovative technologies [26]. Both users’ intuition (ie, unconscious reasoning) and the technology’s characteristics, such as shape, color, and presentation of its features, directly influence how people interact with unfamiliar devices [27]. Out of 35 participants, 33 agreed that interpreting Visual Clot was simple. In a previous study investigating physicians’ opinions on Visual Clot, the participants found the avatar useful, easy to learn, and intuitive [15]. Likewise, they mentioned that it allowed a faster overview of complex coagulation situations [15]. Visual Clot dichotomizes a disease state or the presence of substrates necessary for optimal clotting based on pathological, self-determinable ROTEM thresholds of an integrated, adequate coagulation algorithm. Indicating essential factors as present or absent and demonstrating them in a playful, user-centered manner reduces information complexity, leading to increased cognitive reception [28]. This binary illustration facilitates decision-making, may help to enforce local coagulation guidelines, and can reduce uncertainty in ambiguous
situations through its clear presentation. On the other hand, the standard ROTEM printouts require that the physician understands the numerical results and the data-driven tracings in the context of the coagulation algorithm’s normal values to form a mental model of the current bleeding situation. This seems to cause more insecurity and incorrect therapeutic decisions that may affect the treatment of patients.

Our analysis showed a significant reduction of participants’ perceived workload scores when using Visual Clot than when using traditional ROTEM results. Furthermore, our analyses showed 200 times higher odds of being confident when using Visual Clot. Again, these results are more pronounced in these novice users than in the experienced anesthesiologists and intensive care specialists of the previous Visual Clot study [14]. In large hospitals, inexperienced resident physicians may be confronted with acute bleeding situations and coagulopathy even before they possess sufficient medical training in this field. This may cause a high-pressure working environment, which is known to degrade performance [29] and lead to fatigue from perceived work overload [30]. Staff well-being directly influences the prevalence of medical errors [31], and confidence positively affects performance [32]. We should strive to minimize workload and promote the staff’s diagnostic confidence to ensure better patient outcomes.

In this study, all of the participants agreed that they would use Visual Clot in a real bleeding situation. Further, 80% (28 of 35) agreed that they would want their treating physician to use this technology if they were experiencing acute bleeding themselves. It seems that the participants trust the technology and accept its application. However, we designed Visual Clot to complement the quantitative ROTEM data as a graphical representation, rather than to replace them.

This study had several limitations. Using a computer-based simulation design, we generated ROTEM printouts and corresponding Visual Clot animations that were clearly attributable to a coagulation disorder or normal hemostatic state. Viscoelastic results in real clinical bleeding may be less distinctive. Future studies are needed to confirm the results of this study in real bleeding-associated coagulopathic situations. However, simulation studies are considered an optimal environment to train and assess new methods [33]. Further, we performed this study in tertiary care hospitals in central Europe, and the results may differ elsewhere in the world. However, we consider this unlikely as all participants were novices to viscoelastic-guided management and therefore did not yet benefit from those large facilities’ medical training.

This study also possesses several strengths. The analyses were adequately powered due to the a priori sample size calculation. Furthermore, the within-subject comparisons may largely rule out alternative explanations for our findings. The multicenter design and balanced participant selection across the 5 study centers minimized selection bias.

This study emphasizes the relevance of designing viscoelastic test results in a user-centered, situation awareness–oriented method. The avatar-based blood clot presentation enabled users with no or minimal knowledge in viscoelastic-guided coagulation management and without any prior training to solve almost all coagulation scenarios correctly. It further improved the participants’ diagnostic confidence and reduced their perceived workload. Straightforward and confident interpretation may benefit new and experienced users in a wide range of treatment settings and promote the adoption of viscoelastic methods. The most significant benefits will likely be gained by inexperienced users and users who need to make quick decisions in stressful situations, such as on the battlefield, in spaceflight, or in the emergency room. The potential benefits of this technology and the emerging use of viscoelastic testing with its evidence-based importance justifies further investigation of Visual Clot in real clinical bleeding, with the ultimate aim of improving patient outcomes.
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Abstract

Background: Hematological medicine is a practical discipline that is difficult to study. Problem-based learning (PBL) is an innovative student-centered teaching method wherein students define their own learning objectives from clinically based problems. Considering that WeChat is the most popular communication app in China, we selected it as a new platform for online PBL to reduce the limitations of traditional PBL in hematology teaching.

Objective: This study aims to explore a new pedagogical method called WeChat-PBL, which is based on real micro clinical cases for postgraduates majoring in hematology and to demonstrate its feasibility and acceptability.

Methods: A total of 48 hematological postgraduates and 7 tutors participated in this study. We divided the participants into 7 groups where students can learn theoretical knowledge. After each course, the members of each group were required to complete in-class quizzes. Moreover, the students and tutors were required to fill out periodic (after each class) and overall (after each semester) evaluations.

Results: A total of 8 micro clinical cases were presented in WeChat-PBL. The average quiz score for acute myelogenous leukemia, chronic myeloid leukemia, multiple myeloma, acute promyelocytic leukemia, and lymphoma were 89.0%, 86.0%, 83.4%, 88.8%, and 77.5%, respectively. Periodic evaluations showed that both students and tutors were satisfied with the process of WeChat-PBL. The overall evaluation results showed that WeChat-PBL was able to positively impact the learning experiences of hematological postgraduates.

Conclusions: Our results indicate the feasibility and acceptability of the WeChat-PBL teaching method for postgraduates majoring in hematology.

Key Words: problem-based learning; PBL; WeChat; hematology; postgraduate; education

Introduction

Postgraduate education is an important way to expand the knowledge and skills of students [1]. Today, with the continuous advancement of teaching reforms in China, the number of medical students enrolled in postgraduate degrees is increasing, especially in hematology. Hematology is a branch of medicine that explores the diagnosis, treatment, and prevention of diseases related to blood. The clinical manifestations of patients with hematological diseases are often serious and progress rapidly [2]. Both the diagnosis and treatment of hematological diseases are complex. For example, the diagnosis of leukemia, a serious disease in the hematological system, requires a number of laboratory examinations, including blood, bone marrow, immunity, molecular, and genetic analyses, which makes it difficult for students to master knowledge on blood diseases.
All of these characteristics make hematology a difficult subject to learn, and students need to change their role from passive to active. The choice of appropriate teaching methods is also important. Problem-based learning (PBL) may be one of the best methods for teaching hematology postgraduates.

The traditional pedagogy, which is teacher centered, class oriented, and examination driven, places students in a passive state of “reception” [3]. PBL is a student-centered instructional method wherein students define their own learning objectives from clinically based problems [4,5]. As an established approach, PBL has been reported to be suitable for use in graduate entry medical schools [6]. Recently, PBL has become the subject of considerable interest in postgraduate education [7]. PBL can not only cultivate postgraduates’ leadership, teamwork, communication, and problem-solving abilities, which are useful for lifelong learning, but also facilitate postgraduates to become responsible for their own learning. Mindaugas and colleagues [8] found that PBL may be an effective approach for postgraduates because the PBL learning process is more demanding and self-directed, which facilitates independent and creative thinking. However, we must also admit that traditional PBL has its limitations. Generally, PBL students must get together in the classroom to discuss and share opinions. Considering the geographic and time dispersion of students, traditional PBL among hemotological postgraduates is difficult to conduct. Therefore, the traditional PBL should be modified to address the physical and temporal restrictions in this cohort.

With the development of the internet in China, traditional PBL can be feasibly transferred to an online PBL setting in a virtual environment. The new mode of PBL would be constructed using modern digital technology. Thus, the time and physical restrictions of traditional PBL education would be eliminated. A previous study validated digital PBL, stating that it is as effective as traditional PBL and more effective than traditional learning in improving knowledge [9]. WeChat is one of the fastest growing mobile apps developed by Tencent, with over 697 million currently active user accounts [10], and it is the most popular platform among university students in China [11]. It has connected more than half a billion Chinese people at present. Similar to WhatsApp, WeChat permits users to send messages to an individual or a specific group in various formats, including texts, videos, voice recordings, and images [12]. WhatsApp has been introduced into medical education in colleges and universities in Western countries with great success [13,14]. In China, WeChat has also become increasingly popular as an interactive communication tool in medical education [15]. Thus, WeChat may be an appropriate tool for online PBL, which can eliminate the physical limitations of traditional PBL.

This study aims to explore a new pedagogical method called WeChat-PBL, which is based on real micro clinical cases for postgraduates majoring in hematology, and to demonstrate its feasibility and acceptability.

**Methods**

**Participants**

A total of 48 hematological postgraduates studying in Zhongnan Hospital, Wuhan University, were enrolled in our study. Clinical doctors (n=7) with 1 or more years of experience in traditional PBL teaching were assigned as tutors in the WeChat-PBL groups. Our new mode of PBL was constructed on the basis of the WeChat app. WeChat is a popular app that is available on Android, iPhone, and Windows. It is supported by Wi-Fi, 4G, and 5G data networks. Using WeChat, students can communicate with each other anywhere and at any time [16]. All students who participated in this project had their own mobile phones with the WeChat app installed. All were familiar with the practical aspects of WeChat in the PBL context. We randomly divided the participants into 7 groups. Each group comprised 6 or 7 students and 1 tutor. WeChat-PBL was used from August to October 2020. Informed consent was provided to the participants and signed prior to beginning the study. The study was approved by the Medical Council of Wuhan University.

**The WeChat-PBL Pedagogy Method**

Micro clinical cases including clinical characteristics and relevant questions were uploaded to the WeChat-PBL group 3 days before class. The WeChat group included a tutor and 6 or 7 postgraduate students. Then, the 7 members were divided into 2 groups to create their own Microsoft PowerPoint (Microsoft Corp) according to the micro medical cases the teacher presented by reading books, reviewing the literature, or asking others. In the PBL class, the representative of each group uploaded their PowerPoint and showed it to the others using the video conferencing function in WeChat. Members in the WeChat-PBL group could then pose questions about the selected case and discuss various issues by sending text, images, voice recordings, videos, or documents. As a person who facilitates and motivates learning in the group, the tutor summarized and explained the questions. Owing to the functions of WeChat, all the messages could be easily and instantly read, making WeChat-PBL highly efficient.

**The WeChat-PBL Student Examination System**

PBL is a learner-centered instructional method by which students learn content and thinking strategies [17]. Self-regulated learning skills play an important role in learning efficiency [18]. Some students are highly self-disciplined, whereas others are not. To help students with poor self-discipline, examination is necessary. All participants were required to complete a quiz after each class, graded by the tutor, and the average score was calculated based on the quiz result. The tutor visually displayed the students’ progress through the WeChat-PBL group and monitored students who performed poorly. This assessment was conducted immediately after each class.

**Evaluating WeChat-PBL**

Curriculum evaluation is important to ensure the quality of education [19], and this also applies to WeChat-PBL. The key to evaluating WeChat-PBL is to assess whether postgraduates are effectively gaining knowledge, improving skills, and...
developing scientific research abilities. The evaluations were divided into 2 sections: periodic evaluation of the WeChat-PBL process and an overall evaluation of the whole WeChat-PBL project. The students and tutors were required to complete the periodic evaluation after each PBL class (eg, evaluation of students’ participation in creating PowerPoints and performance in the WeChat-PBL group). The overall evaluation of WeChat-PBL was conducted in the form of a group discussion after each semester. The questions were designed in accordance with previous studies [20,21] and with the specific features of this study. The questions displayed in the Results section were discussed by all tutors who participated in this research to ensure its quality. The basic flowchart of the WeChat-PBL mode is shown in Figure 1.

![Figure 1. Basic flowchart of the WeChat-PBL teaching mode.](image)

### Analysis

Microsoft Excel 2013 (Microsoft Corp) was used to perform the data analysis. The average score for each micro clinical case (ie, disease) was calculated by adding up all the quiz scores and divided by the total number of participants involved in the case. Percentages were used to describe the overall evaluation results and was calculated by the number of participants who agreed with each item divided by the total number of participants (N=48). The content of the periodic evaluations within the WeChat-PBL groups was analyzed qualitatively.

### Results

#### PBL Cases

In our study, 8 real clinical cases were presented in WeChat-PBL. A total of 5 different kinds of hematological diseases—acute myelogenous leukemia, chronic myeloid leukemia, multiple myeloma, acute promyelocytic leukemia, and lymphoma—were studied. Every WeChat-PBL group comprised 3 classes. It took 6-10 days to finish 1 PBL case.

#### Student Examination

The average quiz score for the 5 kinds of hematological diseases were as follows: acute myelogenous leukemia, 89.0%; chronic myeloid leukemia, 86.0%; multiple myeloma, 83.4%; acute promyelocytic leukemia, 88.8%; and lymphoma, 77.5%. The majority of students (41/48, 85.4%) communicated actively within the groups, whereas 7 communicated less actively in the beginning. The tutor spoke with them privately, inquired about the reason behind the reduced participation, and encouraged them to actively take part in the discussions. Finally, all students became active in the group discussions.

#### Evaluation of WeChat-PBL

Periodic evaluation results showed that every students played an active part in making their PowerPoint. The tutors were satisfied with the performance of the students and reported that students exhibited obvious improvement in both theoretical study and scientific research abilities.

The overall evaluation was conducted in the form of a group discussion. The results of this discussion are presented in Table 1. Most students had a better understanding of PBL (41/48, 85.4%). Almost all students were satisfied with their performance in WeChat-PBL, including completing the tasks assigned to them on time (44/48, 91.7%), applying prior knowledge to solve problems (48/48, 100.0%), and communicating ideas with group members effectively (42/48, 87.5%). The majority (44/48, 91.7%) believed that their clinical skills and scientific research abilities were improved through the use of WeChat-PBL. In addition, most of the students reported that group members and the tutor offered timely feedback (45/48, 93.8%) and held the view that the WeChat-PBL teaching mode was reasonable (42/48, 87.5%) and better than traditional PBL (39/48, 81.2%). The majority of students thought that WeChat was an effective app for online PBL for postgraduates majoring in hematology (39/48, 81.2%). In terms of the quality of the micro clinical cases presented in WeChat-PBL, the majority of students thought that it was valuable and interesting (43/48, 89.6%). Not surprisingly, almost all students felt that the role of the tutor was very important in
the PBL group setting (46/48, 95.8%). However, only 30 out of 48 participants (62.5%) felt free to pose questions in the WeChat-PBL group.

**Table 1.** Results of the overall evaluation of the WeChat-PBL teaching mode.

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
<th>Respondents, n (%)</th>
<th>Agree</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Did you have a better understanding of PBL?</td>
<td>41 (85.4)</td>
<td>7 (14.6)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Did you enjoy the discussions in WeChat-PBL?</td>
<td>41 (85.4)</td>
<td>7 (14.6)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Did you complete the tasks assigned to you on time?</td>
<td>44 (91.7)</td>
<td>4 (8.3)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Did you apply prior knowledge to solve problems?</td>
<td>48 (100.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Did you feel free to pose questions?</td>
<td>30 (62.5)</td>
<td>18 (37.5)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Did you actively take part in the discussions?</td>
<td>34 (70.8)</td>
<td>14 (29.2)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Were you able to communicate ideas with your group members effectively?</td>
<td>42 (87.5)</td>
<td>6 (12.5)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Do you think that the micro clinical cases presented in WeChat-PBL are valuable and interesting?</td>
<td>43 (89.6)</td>
<td>5 (10.4)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Did your clinical skills and scientific research abilities improve through WeChat-PBL?</td>
<td>44 (91.7)</td>
<td>4 (8.3)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Did your group members and tutor offer timely feedback?</td>
<td>45 (93.8)</td>
<td>3 (6.2)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Do you think the teaching mode of WeChat-PBL is reasonable?</td>
<td>42 (87.5)</td>
<td>6 (12.5)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Do you think the teaching mode of WeChat-PBL is better than that of traditional PBL?</td>
<td>39 (81.2)</td>
<td>9 (18.8)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Did your tutor consistently show enthusiasm with PBL?</td>
<td>48 (100.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Did you think that the tutor played an important role in student learning in the PBL group?</td>
<td>46 (95.8)</td>
<td>2 (4.2)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Do you think that WeChat is an effective app for online PBL for postgraduates majoring in hematology?</td>
<td>39 (81.2)</td>
<td>9 (18.8)</td>
<td></td>
</tr>
</tbody>
</table>

aPBL: problem-based learning.

**Discussion**

**Principal Findings**

The new PBL mode based on WeChat was designed to promote the abilities of hematological postgraduates, including clinical reasoning, team skills, and metacognition. This mode of online PBL successfully eliminated the physical and temporal limitations of traditional PBL in postgraduate teaching. In our study, the average quiz score for acute myelogenous leukemia, chronic myeloid leukemia, multiple myeloma, and acute promyelocytic leukemia was very high. The majority of students reported that their clinical skills and scientific research abilities improved through WeChat-PBL and thought that WeChat was an effective app for online PBL for postgraduates majoring in hematology, indicating the acceptance and effectiveness of the WeChat-PBL teaching mode.

In this study, almost all students felt that the role of the tutor was very important in the PBL group. A previous study has also validated that the tutor plays an important role in student learning in the PBL group [22]. Dissatisfaction with PBL has arisen owing to the teaching capabilities and enthusiasm of the facilitators [23,24]. Barrows and colleagues [25] expressed the view that the tutor should facilitate and motivate learning rather than serve as a source of knowledge. However, other studies support the idea that the best tutors are those with both the ability to promote learning and present clinical content [26]. Dolmans et al [27] have reported that the tutor’s acts not only have an impact on the productiveness but also the effectiveness of the PBL group’s work. To help tutors become more effective in PBL tutorials, continuous training that can facilitate tutors’ reflections of their own development as teachers [28,29] and assist them in shifting from a traditional lecturing role to a multifaceted role as a mentor, coach, model, and guide [30] is needed.

The majority of data on tutor training has mainly focused on general moderation techniques for tutors [31]. In 2005, Azer [32] presented a group of challenges faced by PBL tutors and 12 tips for successful group facilitation. Tutors can read books, educational reviews, and research articles and regularly record teaching experiences by using reflective journals to achieve the essence of these tips in teaching. Moreover, PBL has 7 sequential steps, including case presentation, problem definition, brainstorming, generating hypotheses, defining learning goals, self-study, and synthesis [21]. Tutors should cultivate themselves according to these steps.

Eight micro clinical cases were presented in WeChat-PBL, and 89.6% of students found these cases to be valuable and interesting. Because the cases are brief and interesting,
WeChat-PBL is time-efficient, effective, and interesting to the learner and teacher. Our study involved real-life cases and the actual experiences of health professionals, which is helpful to enhance the relevance of the subject matter. Professional knowledge is integrated with clinical presentations. Student learning, therefore, is associated with real-life situations.

PBL is a learner-centered instructional pedagogy, in which students play a central role in their learning [17]. Thus, several competencies including knowledge acquisition, practical skills, and professional attitudes are important for them to become active, cooperative, and self-directed [33]. Assessment of competence is vital for students to identify and respond to their own learning needs, providing insights into their actual performance. Examination drives learning, and it affects not only what students learn but also how they learn [34]. In our study, we assessed the students by evaluating their performance in the WeChat-PBL group, completion of the work, and a quiz after each class. We observed an obvious correlation between the examination scores of students who participated more actively than others. These data highlight the importance of effective assessment systems for monitoring student progress in the PBL curricula.

Of note, our WeChat-PBL teaching mode has several obvious advantages compared with the traditional PBL. First, WeChat is the most popular app in China [35]. It is a very convenient way for students to communicate. By uniting traditional classroom education with the WeChat app, students can learn actively at any time, both before and after class. Second, the frequent notifications in the WeChat group establish periodic contact between students, which encouraged student feedback on the course and facilitated student-student and student-teacher interactions. Third, more teamwork can be encouraged through WeChat-PBL than traditional PBL given that students can communicate easily with the help of the WeChat app. Fourth, the micro clinical cases were uploaded to the WeChat-PBL group before class. Students were able to prepare for the session in advance, thus cultivating the learner in an efficient, goal-directed manner.

Conclusion

A great number of changes have taken place in the instructional methods used to teach medical students. Hematological medicine is a practical discipline that is difficult to master. In our study, we demonstrated the feasibility and acceptability of the WeChat-PBL teaching mode for postgraduates majoring in hematology. The new PBL mode is time-saving and convenient. Additionally, it provides a suitable platform for sharing the latest information and educational resources. It emphasizes interoperable, interactive, effective, and participatory teaching styles. Despite the limited sample size in our study, our results indicate that WeChat-PBL is applicable to postgraduates majoring in hematology. In the future, further comprehensive, large-scale, and high-quality studies should be conducted to confirm our findings and thus promote the applications of this new teaching mode for hematological postgraduates.
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Abstract
Ongoing training in the area of basic life support aims to encourage and sustain the willingness to act in out-of-hospital cardiac arrest situations among first aiders. The contribution of witnesses and first aiders has diminished rapidly, as suspicion associated with the COVID-19 pandemic has risen. In this paper, we present teaching methods from the medical education field to create a new teaching-learning process for sustaining the prehospital involvement of first aiders and encourage new first aiders. The most important benefit—improving outcomes—can be achieved by introducing a variety of teaching-learning methods and formative assessments that provide participants with immediate feedback to help them move forward in the basic life support course. The new reality of web-based learning that has been introduced by the pandemic requires an innovative approach to traditional training that involves techniques and methods that have been proven to be useful in other fields.
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Introduction
Due to public health concerns in the wake of 2020, which were caused by the novel COVID-19, face-to-face contact in medical training was promptly substituted with remote teaching. The teaching-learning process was moved to the houses of participants through a variety of learning management systems and videoconferencing services [1]. Similarly, all hands-on resuscitation training in the form of in-person, hands-on sessions was stopped [2]. Nevertheless, the European Resuscitation Council (ERC) as well as the International Liaison Committee on Resuscitation (ILCOR), in their educational update in April 2020 on teaching during a pandemic, highlighted the importance of sustaining sudden cardiac arrest training in some form, despite the modified conditions for knowledge transfer. The ILCOR and national societies underlined the significance of continuing education to improve resuscitation knowledge, certain skills, and, most importantly, patient-centered care to sustain and encourage the willingness to act during out-of-hospital cardiac arrest (OHCA) situations [3,4]. Complementary basic life support (BLS) teaching methods involving computer-based and video-based e-learning or the gamification approach have been proven to be useful in the area of BLS [5,6]. However, the cost-effectiveness and standardization of the training delivered via these educational methods should also be considered [7,8].

The long-term retention of BLS competencies is essential and outweighs skills performance during teaching sessions, according to published evidence [9,10]. Such pieces of evidence have opened a new door in the era of BLS training. Additionally, as BLS training is conducted in each health care professional undergraduate medical curriculum, there have been additional demands for finalizing modules that were planned for educational months, which changed due to the COVID-19 pandemic. The Polish Ministry of Health, together with the Ministry of Education, suspended face-to-face education from March 12, 2020, onward [11]. Therefore, the opportunity for...
launching a web-based BLS course arose (e-BLS) in response to new conditions.

To expand people’s knowledge about distant and web-based possibilities for learning in the area of BLS, we present a proposal for a newly designed e-learning course about BLS competencies. This course was developed to (1) enable participants to understand and cultivate the necessary competencies in each of the OHCA domains and (2) promote the implementation of the steps required for helping people in need of BLS. The course design entails a novel teaching methodology that has been extensively researched in the medical education field.

Methods

The Goal Of Training and Its Objectives

A multimodal, participant-centered, interactive, web-based course for addressing the unique challenges of sudden cardiac arrest that a layperson may face daily was developed. The overarching goals of the course are to (1) enable participants to understand and cultivate the necessary competencies in each of the OHCA domains and (2) promote the implementation of the steps required for helping people in need of BLS. Specific objectives were determined by analyzing the ERC guidelines update for the COVID-19 pandemic. This was done to set up BLS course learning objectives and the needs assessment of the participants (Table 1).
<table>
<thead>
<tr>
<th>Session topic (number of sessions; time of each session)</th>
<th>Objectives</th>
<th>Instructional design and implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety (2; 45 minutes)</td>
<td>• Personal safety and the safety of people in need of BLS in cardiac arrest situations during the COVID-19 pandemic (hand hygiene, the donning and doffing of gloves and masks, types of masks, methods for approaching a person in need of BLS, and scene safety)</td>
<td>• Video-based training [12]: Students review the instructional videos on the e-learning platform, produce instructional videos to present their skills, and receive feedback from the faculty on their performance.</td>
</tr>
<tr>
<td>BLS (3; 45 minutes)</td>
<td>• Standard algorithms and modifications resulting from pandemic (methods that do not involve the look, listen, and feel technique and continuous, chest compression–only CPR® without mouth-to-mouth ventilation)</td>
<td>• Video-based training and decision trees [13]: After familiarizing themselves with the assigned materials and conducting video discussions, students are presented with selected sudden cardiac arrest recognition and management scenarios related to BLS. Students have 5 attempts to solve each of the two decision trees and receive immediate feedback.</td>
</tr>
<tr>
<td>AED (3; 45 minutes)</td>
<td>• Description of the equipment, equipment use, and where and how to find equipment during an out-of-hospital cardiac arrest</td>
<td>• Video-based training and decision trees: After familiarizing themselves with the assigned materials and conducting video discussions, students are presented with selected sudden cardiac arrest recognition and management scenarios related to BLS. Students have 5 attempts to solve decision trees and receive immediate feedback.</td>
</tr>
<tr>
<td>• Using an AED as a nonaerosol-producing step</td>
<td>• Simple game scenario [6]: Participants implement the BLS/AED algorithm in a simple virtual environment, and the player or student has to save a person by applying CPR actions.</td>
<td></td>
</tr>
<tr>
<td>• Using an AED as a nonaerosol-producing step</td>
<td>• Find your AED: Participants find the closest device to their place of residence by using the Staying Alive app [14].</td>
<td></td>
</tr>
<tr>
<td>pBLS® and FBAO® (3; 45 minutes)</td>
<td>• Standard algorithms and modifications resulting from the pandemic</td>
<td>• Video-based learning and decision trees: After familiarizing themselves with the assigned materials and conducting video discussion, students are presented with selected pediatric sudden cardiac arrest recognition and management scenarios related to pBLS. Students have 5 attempts to solve 1 decision tree and receive immediate feedback.</td>
</tr>
<tr>
<td>Special circumstances leading to sudden cardiac arrest, such as anaphylaxis, heart attacks, strokes, diabetes, drowning, hypothermia, burns, and seizures (3; 45 minutes)</td>
<td>• Definitions, standard algorithms, and modifications resulting from the pandemic</td>
<td>• Instructor-led, live practice session on Zoom about FBAO algorithms for infants and chest compressions for infants: Participants use available toys resembling a newborn.</td>
</tr>
<tr>
<td>Review (4; 45 minutes)</td>
<td>• Review of all of the topics</td>
<td>• Peer assessments [15] and teacher assessments of the presentations of assigned topics are prepared in a group of 3 people and recorded by participants.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The Script Concordance Test [16,17]: This includes 8 BLS scenarios accompanied by questions concerning possible next steps (Multimedia Appendix 1). Each of the questions is supplemented by a new piece of information concerning the sudden cardiac arrest health issue being considered. Students use a 3-point Likert scale to determine whether and to what extent the new piece of information influences further evaluations.</td>
</tr>
</tbody>
</table>

*CPR: cardiopulmonary resuscitation.
*AED: automated external defibrillator.
*pBLS: pediatric basic life support.
*fBBO: foreign body airway obstruction.

**Participants: Target Group**

The course aims to provide an introduction to BLS and strengthen the elements of the chain of survival. No professional BLS experience is required. However, the course can also be treated as a refresher course for maintaining participants’ motivation to assist in OHCA situations and providing an update on BLS training to health professionals. Therefore, the target
population includes students of medical faculties (medicine, dentistry, nursing, midwifery, biomedicine, paramedics, public health, and dieticians), first aiders with initial first aid knowledge, lay rescuers who are enrolled in a first aid course, and health care providers who want to refresh their knowledge.

The e-learning modules have been embedded in the curriculum of students in all medical faculties of the local medical university, as first aid is obligatory in all curricula. The decision trees and the Script Concordance Test (SCT) have been prepared in Polish and English language for Polish and foreign students. The course is planned for 20 teaching hours and takes place in an academic environment.

To target other professional groups and voluntary first aiders, a massive, open, web-based course will be established to enable their participation and access to the proposed activities.

**Evaluation**

The course will be assessed on the basis of participants’ achievements on the final, summative, multiple-choice question test; the SCT; and decision trees as well as data from an anonymous survey based on the Utrecht Seminar Evaluation questionnaire by Spruijt et al [18]. The authors made the tool available upon our request.

**Learning Management Systems and Videoconferencing Services**

Based on the advice of experienced researchers, two platforms that are well known to participants were chosen to host the course—Zoom (Zoom Video Communications Inc; Figure 1) and Moodle (Figures 2 and 3)—to alleviate uncertainty and distrust among the students [19]. Zoom enabled live meetings with participants for discussing a given topic, whereas Moodle, a web-based guiding platform, was used to store all of the information on the course meetings and requirements and the organization, all of the materials and resources assigned to topics, and the links to the formative tasks described in this paper. To adjust to web-based classes, participants received detailed instructions on the use of both platforms. The decision trees’ software constituted another university software; however, links to each task appeared on Moodle and were assigned to a given subject (BLS, BLS/automated external defibrillator [AED], or pediatric BLS), and detailed instructions on how to access the task as well as the rules of engagement were provided.

**Figure 1.** An anonymized screen shot from an individual Zoom meeting.
The educational game for engaging with BLS/AED drills was also located on a different server. A freely available resource was used [20]. Elements of the game were scored, and participants posted their obtained results on the Moodle forum.

Another type of software that was used during the course was a newly developed testing system—the Testing Centre for Medical Exams (Centrum Medycznych Egzaminów Testowych [CMET]) [21]. The final summative assignment was held on CMET. The CMET used the following 3-level system for constructing the summative assessment (multiple-choice questions): (1) teachers input the questions into the system; (2) specialists in the area reviewed the questions; and (3) the course coordinator accepted, edited, or sent back the questions (with comments) to their primary creator. This was done to ensure the quality of the provided tasks and generate a more complex task (Figures 4 and 5).

Before the final assignment, the participants receive access to a practice test to confirm their login details and familiarize
themselves with the system’s construction. During the test, each student is individually timed during their attempt and receives immediate feedback on the questions alongside their results after they finalize their attempt.

Figure 4. A screenshot of a login page to the CMET website. CMET: Centrum Medycznych Egzaminów Testowych.

Figure 5. A screenshot of a coordinator account page for a single question on the CMET website. CMET: Centrum Medycznych Egzaminów Testowych.

Discussion

Content and Facilitation

The implemented assessment points support learning and correspond with the implemented content. Our assessments points focus on formative assessment; they are not used as a tool for passing judgment and making pass-fail decisions but as a tool for assisting with and supporting learning [22]. Formative assessments are also known as assessments for learning or learning-oriented assessments. Such assessments aim to provide feedback on understanding and help participants move forward in the course (Table 1).
Novel Assessment Formats That Promote Knowledge Acquisition

Learning is promoted through the formative tasks in the outlined BLS web-based course. Participants need to be consciously analyzing and applying gathered “intel” on a given subject in order to benefit from the experience. All of the proposed types of formative assessments in our course aim to produce feedback on performance to advance the learning of participants [23].

The American Heart Association (AHA) has implemented a video-based approach (a teaching approach centered on using videos) that allows AHA course participants to practice BLS techniques while watching videos (ie, practice-while-watching method) during AHA courses. The AHA also provides the option of an e-learning module, in which participants familiarize themselves with the content of videos and textual content before participating in hands-on sessions [24]. Additionally, the ERC has focused on implementing the Peyton approach (ie, a 4-step method) during their hands-on sessions [25]. Therefore, the focus of BLS courses was placed on face-to-face training, and web-based materials were only used to prepare for face-to-face meetings.

The SCT

The SCT as an assessment method for evaluating clinical reasoning that has several advantages in BLS training. Students tackle a genuine case to demonstrate their ability to incorporate new data into the information on the provided scenario [16,17]. They can compare their reasoning and conduct related discussions, thereby allowing them to learn from each other. This is especially important in emergency situations and OHCA situations, in which quick and timely decisions are required. Additionally, the SCT goes beyond pure fact checking; it requires logical thinking and knowledge application based on procedural knowledge (Multimedia Appendix 1).

Decision Trees

Decision trees are based on the assumption that machine learning algorithms are helpful in the medicine field, as errors can have a dire consequence. Decision trees have been used in the decision-making process in clinical settings [13,26]. Nevertheless, the existing system allows first aiders to tackle the complexities and uncertainties of OHCA. Existing decision trees allow for the implementation of knowledge at the more critical level of the Millers pyramid in BLS competency training (Multimedia Appendix 2; Figure 6).

Gamification

The BLS/AED game was designed to complement BLS teaching and refresh skills in a unique, enjoyable way [6]. The game presents an OHCA scenario by using simple graphics and takes players to a virtual environment where they make choices based on the steps of the BLS/AED algorithm (Multimedia Appendix 2). The game is educational and is a unique medium for knowledge transmission; such games have been proven to promote active learning, help with solving clinical problems, and help learners gain experience in a risk-free environment [6]. At the end of the game, the participants of our course will receive feedback on their performance, and they will have an opportunity to undergo another attempt (Multimedia Appendix 3).

Conclusions

There is a large variety of web-based first responder and BLS courses. Although the new reality resulting from a pandemic and teaching and learning during a pandemic can have difficulties, they also create new possibilities. Enabling continuous BLS training with appropriate tools, including a
variety of didactic methods and assessment formats, can facilitate an uninterrupted process of learning for battling the fear of out-of-hospital resuscitation during the COVID-19 pandemic. However, the modifications in distant BLS learning are at an early stage, and there is a need for robust research that determines (1) their association with participant outcomes; (2) their impact on OHCA; and (3) whether such methodologically diverse learning is cost-effective. Addressing these issues will provide further insight into the role and effectiveness of new technologies and their potential impact on acquiring and sustaining BLS competencies.

Possible Implications for Practice
First, during the pandemic, the OHCA and BLS curricula require more care for nurturing and supporting competencies in the area of public health. Second, an integrated web-based program requires the combination of modern technology and formative assessments that are dedicated to developing critical thinking and decision-making skills that encourage people to take action in OHCA situations. Third, appropriate modern resources are an integral part of creating modern curricula for BLS that encourage people to take action in OHCA situations.

Limitations
One of the limitations of our research may be that a lot of time is required to complete all of the formative activities. An increase in the amount of time devoted to a given training course puts an additional burden on course participants. However, well-thought-out activities that mirror real-life situations should encourage participants to spend more time in tackling such activities.
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Abstract

Background: As a type of donation-based crowdfunding, medical crowdfunding has gradually become an important way for patients who have difficulty paying medical bills to seek help from the public. However, many people still have limited confidence in donating money to medical crowdfunding projects.

Objective: Given that the features of a medical crowdfunding website may be important to gain users’ trust, this study draws upon two-factor and trust theories to explore how different design features of medical crowdfunding websites affect potential donors’ cognition-based trust and affect-based trust, and how these types of trust affect the intention to donate.

Methods: A 2 (informativeness: high vs low) × 2 (visual cues: cool color vs warm color) × 2 (social cues: with vs without) between-subject laboratory experiment was performed to validate our research model. A total of 320 undergraduate students recruited from a university in China participated in the controlled laboratory experiment.

Results: Cognition-based trust (β=.528, P<.001) and affect-based trust (β=.344, P<.001) exerted significant effects on the intention to donate of potential donors of medical crowdfunding. Informativeness as a hygiene factor positively influenced potential donors’ cognition-based trust (F₁,311=49.764, P<.001) and affect-based trust (F₁,311=16.093, P<.001), whereas social cues as a motivating factor significantly influenced potential donors’ cognition-based trust (F₁,311=38.160, P<.001) and affect-based trust (F₁,311=23.265, P<.001). However, the color of the webpages affected the two dimensions of trust differently. Specifically, medical crowdfunding webpages with warm colors were more likely to induce affect-based trust than those with cool colors (F₁,311=17.120, P<.001), whereas no significant difference was found between the effects of cool and warm colors on cognition-based trust (F₁,311=1.707, P=.19).

Conclusions: This study deepens our understanding of the relationships among the design features of medical crowdfunding websites, trust, and intention to donate, and provides guidelines for managers of medical crowdfunding platforms to enhance potential donors’ trust-building by improving the website design features.

(J Med Internet Res 2021;23(5):e25554) doi:10.2196/25554
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Introduction

Background

Medical expenses are forcing a staggering number of people into poverty worldwide [1]. According to data from the US Census Bureau, 11.2 million Americans are living below the poverty line because of health care costs [2]. Although public health insurance provides coverage for almost all of China’s 1.4 billion people, many patients and their families still have difficulty paying medical bills that outpace government insurance provision [3]. Some of them have had to take out loans to pay for their medical expenses, adding to their financial woes and imposing a growing burden of consumer debt on China [4]. As a result, medical crowdfunding, a convenient and effective way to raise funds to alleviate the burden of medical expenses, has skyrocketed in the last few years [5]. For example, GoFundMe, a world-leading crowdfunding platform, reports that more than one-third of the fundraising campaigns it hosts are for health care expenses and that these campaigns raise more than US $650 million annually [6].

In the context of charitable giving, the information asymmetry that exists between charitable project promoters and potential donors is a barrier to successfully soliciting individual donations. Potential donors are often deprived of complete (and updated) information about how their donations will be used [7]. They need charitable project promoters to disclose information about their past performance and governance, as well as information about beneficiaries [8]. To adequately address the information asymmetry problem, and thus increase donations, promoters need to share customized information with targeted donors through appropriate information channels. Medical crowdfunding platforms help patients to make personalized charitable appeals, and to show their illnesses and financial difficulties on their own webpages, which can partially reduce the level of information asymmetry between the crowdfunding and the donors. As such, medical crowdfunding is becoming increasingly popular as it harnesses the power of the crowd to raise funds and reduce the risk of “medical bankruptcy” [5].

Despite the popularity of medical crowdfunding, the failure rate of crowdfunded projects is reported to be high. Many promising projects have failed to meet their fundraising goals for different reasons. The lack of experience in the use of information technology (eg, computers and the internet), insufficient health care literacy, and poor writing skills can all contribute to the failure of a medical crowdfunding project [9]. Fraudulent campaigns, loss of privacy, and small personal social networks may be additional barriers to receive donations from others [9,10]. Hence, many studies have focused on identifying the factors that influence the success of charitable crowdfunding, such as donors’ intrinsic and extrinsic motivation [11,12], project content [13], project goal [14], fundraisers’ characteristics [13-15], and social influence [16].

Recently, several studies have recognized trust as a critical determinant of funding intention in different crowdfunding contexts [17-20]. In the context of medical crowdfunding, many people have limited confidence in contributing to crowdfunding projects because they are afraid of fraud or do not know whose needs are more urgent. These trust issues result in many medical crowdfunding projects being not fully funded. Therefore, focusing on how to increase people’s trust in medical crowdfunding platforms and projects is important. Medical crowdfunding is similar to crowdfunding based on rewards or equity; however, it also has unique characteristics. Medical crowdfunding can essentially be considered as an act of philanthropy, and its success requires not only rationally convincing potential donors but also emotionally motivating them. However, the existing literature on other types of crowdfunding have primarily focused on the effect of a single rational dimension of trust, cognition-based trust [20,21], while largely neglecting the effect of the emotional dimension of trust, affect-based trust. Previous research has noted that emotional appeals are strongly associated with prosocial behavior [22]. Therefore, the first aim of this study was to investigate the role of affect-based trust in a medical crowdfunding context and to examine how such trust affects the intention to donate simultaneously with cognition-based trust.

Despite the increasing number of studies on the relationship between trust and crowdfunding investments, less attention has been paid to the factors that build trust in the context of medical crowdfunding. Therefore, the second focus of this study was on the antecedents of cognition-based and affect-based trust in medical crowdfunding, which can help us to better understand the development of trust. Among the limited research on the antecedents of trust in the field of crowdfunding and charitable giving, most studies have focused on the project type, project content, and fundraisers’ expertise and reputation [18-20], whereas few studies have considered how website design features affect potential donors’ trust in crowdfunding platforms and projects. Medical crowdfunding websites play an especially important role in publicizing projects and persuading people to donate. On medical crowdfunding websites, fundraisers can write their own charitable appeals to describe their personal experiences of illness and financial difficulties to attract potential donors. As such, medical crowdfunding platforms need to devote considerable efforts to their website design to increase trust and facilitate online donations. Thus, research on design features of medical crowdfunding websites is needed to understand the role of the medical crowdfunding website in influencing people’s trust and intention to donate.

To bridge the aforementioned research gaps, in this study, we adopted two-factor and trust theories to identify hygiene and motivation factors in the website design of a medical crowdfunding website, and examined how they affect people’s cognition-based trust and affect-based trust, and their ultimate intention to donate.

Trust

Trust in Medical Crowdfunding

The rapid growth of crowdfunding platforms has attracted the attention of scholars, and numerous studies have been performed on the factors that influence crowdfunding success. In these studies, trust has emerged as a key determinant of funding intention in different crowdfunding contexts [17-20]. Trust can be defined as a willingness to accept vulnerability based on beliefs about the trustee’s ability and character, and the
emotional bond between the trustor and the trustee [23]. This definition indicates that trust includes not only the intellectual/cognitive dimension (i.e., cognition-based trust) but also the emotional/affective dimension (i.e., affect-based trust [24]). Table 1 presents a sampling of quantitative research on the role of trust in crowdfunding, revealing the relatively minimal research that has focused on the context of donation-based crowdfunding. Moreover, these studies have provided only partial insight into the two dimensions of trust in crowdfunding. Most of them have conceptualized trust as a one-dimensional construct and revealed that trust in the crowdfunding platform or project creators has a positive effect on individuals’ investment decisions [25]. Some other scholars have primarily addressed donors’ cognition-based trust, arguing that the credibility and the trustworthiness of the fundraiser and platform are vital factors that influence investors to fund the project [26]. However, little attention has been devoted to the cognitive and affective dimensions of trust simultaneously in the context of crowdfunding.

Table 1. Representative previous research on the role of trust in crowdfunding.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Context</th>
<th>Dependent variable</th>
<th>Trust-related variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al [27]</td>
<td>Donation-based crowdfunding</td>
<td>Actual donation</td>
<td>Platform trust</td>
</tr>
<tr>
<td>Behl et al [28]</td>
<td>Donation-based crowdfunding</td>
<td>Operational performance</td>
<td>Cognitive trust, swift trust</td>
</tr>
<tr>
<td>Kim et al [29]</td>
<td>Incentive crowdfunding</td>
<td>Willingness to crowdfunding</td>
<td>Trust in platform, trust in fundraiser</td>
</tr>
<tr>
<td>Kim et al [12]</td>
<td>Incentive crowdfunding</td>
<td>Crowdfunding participation</td>
<td>Trust in platform, trust in fundraiser</td>
</tr>
<tr>
<td>Chen et al [25]</td>
<td>Donation-based crowdfunding</td>
<td>Intention to donate</td>
<td>Trust</td>
</tr>
<tr>
<td>Wehner et al [30]</td>
<td>Crowdfunding</td>
<td>Trust</td>
<td>Trust</td>
</tr>
<tr>
<td>Strohmaier et al [21]</td>
<td>Reward-based crowdfunding</td>
<td>Pledging intention</td>
<td>Trust in creators, trust in the platform</td>
</tr>
<tr>
<td>Liang et al [19]</td>
<td>Reward-based crowdfunding</td>
<td>Investment intention</td>
<td>Funder’s trust</td>
</tr>
<tr>
<td>Cascino et al [26]</td>
<td>Reward-based crowdfunding</td>
<td>Consumer protection regulation, project funding</td>
<td>Perceived credibility of disclosure</td>
</tr>
<tr>
<td>Rodriguez-Ricardo et al [31]</td>
<td>Crowdfunding</td>
<td>Intention to participate in crowdfunding</td>
<td>Trust in crowdfunding</td>
</tr>
<tr>
<td>Yang et al [32]</td>
<td>Crowdfunding</td>
<td>Investment intention</td>
<td>Trust</td>
</tr>
<tr>
<td>Jones and Moncur [33]</td>
<td>Reward-based crowdfunding</td>
<td>Likelihood to invest</td>
<td>Funder’s trust</td>
</tr>
<tr>
<td>Xiao [34]</td>
<td>Equity-based crowdfunding</td>
<td>Investment intention</td>
<td>Competence trust, relational trust</td>
</tr>
<tr>
<td>Klement and Teubner [35]</td>
<td>Equity-based crowdfunding</td>
<td>Number of investments</td>
<td>Trustworthiness</td>
</tr>
</tbody>
</table>

Cognition-Based Trust, Affect-Based Trust, and Intention to Donate

Generally, cognition-based trust is grounded in careful and rational reasoning [36]; it focuses on the “good reasons” why individuals are trustworthy and calls for rational choices based on credible information about the intentions or capabilities of others [37]. Previous research has found that potential sponsors often depend on their evaluation of a crowdfunding project’s credibility when they decide whether or not to donate their money to the cause [15,38]. In the field of medical crowdfunding, if potential donors believe that the crowdfunding platform is reliable and the charitable appeal of the fundraiser is logical and reasonable, then their cognition-based trust will be promoted, thereby increasing their intention to donate. Thus, we propose the following hypothesis:

\[ H1: \text{Potential donors’ cognition-based trust is positively correlated with intention to donate.} \]

By contrast, affect-based trust focuses on the “emotional bond” between parties. This type of trust is derived not from one’s understanding and reasoning but rather from their instincts and feelings [23,37]. Kang et al [18] provided evidence that investors’ trust related to emotions has a positive effect on their willingness to invest in crowdfunding platforms. Liu et al [15] also revealed that individuals will increase their willingness to donate because of their affective state derived from the concerns of the charitable crowdfunding fundraiser’s situation. Patients
can use crowdfunding platforms to connect emotionally with potential donors to raise funds for health care [39]. Thus, we propose the following hypothesis:

**H2: Potential donors’ affect-based trust is positively correlated with intention to donate.**

Previous studies have argued that individuals will invest further in a relationship only when their basic expectations about the reliability of the relationship are met [24]. Cognition-based trust influences affect-based trust, particularly in the beginning of relationship formation [23]. In many online contexts, cognition-based trust has been empirically demonstrated to be an antecedent of affect-based trust [23,40]. Kang et al [18] investigated the crowdfunding field and found that a rational assessment of the crowdfunding project allows the investor to decide whether to trust the fundraiser, which can enhance their communication and help establish a strong emotional connection. Xu and Wang [41] also argued that logically coherent and complete stories are a prerequisite for eliciting potential donors’ empathy and to inspire their charitable behavior. In the context of medical crowdfunding, the cognition-based trust that potential donors develop from carefully reviewing the information provided by the patients can reduce their feelings of insecurity, which in turn arouse emotional responses and facilitate a higher level of affect-based trust. Hence, we propose the following hypothesis:

**H3: Potential donors’ cognition-based trust is positively correlated with their affect-based trust.**

**Website Design Features and Trust**

**Antecedents of Trust in Crowdfunding**

Considering that trust can be easily broken in virtual environments, some studies have been performed on how to establish and maintain trust in various contexts [42]. The building of trust in online communities has been wildly studied. For example, Mpinganjira [43] revealed that information usefulness, community responsiveness, and shared vision have a significant influence on consumers’ overall trust in health-related virtual communities. Nadeem et al [44] found that social presence of online brand communities, social presence of others, and social presence of interaction have positive effects on social commerce trust. Given that online communities are groups of people with common interests and shared goals, community members gradually develop trust in the community through long-term social interaction. Unlike online communities, people do not need long-term interactions to build trust in a crowdfunding context, but rather rely on a direct and rapid appraisal of the crowdfunding website and the project. Thus, understanding the antecedents of trust in the context of crowdfunding is critical in improving the success rate of crowdfunding projects [45].

Existing research in the field of crowdfunding has mainly examined three categories of antecedent variables of trust: project-, fundraiser-, and platform-related characteristics [15,18,20]. Table 2 provides examples of representative studies focusing on the antecedents of trust. Only a few studies investigated the platform-related characteristics that affect trust. Among these limited investigations, attention was mainly focused on the overall quality or functional features of the platform. For example, Liu et al [15] revealed that website quality and transaction convenience have positive effects on the perceived credibility of a charitable crowdfunding project. Kang et al [18] found that perceived accreditation, structural assurance, and a third-party seal of a crowdfunding platform exert different effects on investors’ trust beliefs. However, little attention has been paid to the question of how website design features affect individuals’ trust and intention to donate. Website design factors have been demonstrated to be critical in affecting user response and experience [46]. As people learn the details of funding projects by viewing medical crowdfunding websites, exploring the design features of medical crowdfunding websites may contribute to an improved appreciation of trust and intention to donate.
satisfaction or dissatisfaction in employees’ work environment which is also known as the hygiene motivation theory. This two-factor theory was proposed by Herzberg in 1959 [53], and has gradually been used in a wide range of different domains [54]. Recently, an increasing number of studies have been performed using two-factor theory to examine website design features, and their effects on user attitudes and behaviors in different types of websites [55-57]. In these studies, website design features are systematically distinguished into two categories: hygiene and motivation factors.

**Website Design Features and Two-Factor Theory**

A substantial body of literature in the field of information systems has investigated the relationship between website design features and trust. Several website design features have been identified as antecedent variables of trust in various contexts such as navigation design [47,48], privacy and security [47,49], website quality [50], and ease of use [46,48]. However, these antecedents have been examined in a disjointed manner and lack a holistic view of how website design features influence trust. Moreover, existing research has mainly identified the usability and functional features of websites from a cognitive perspective, with less consideration given to the emotional aspects of website design features [46]. Some researchers have demonstrated that a website that meets most usability guidelines does not necessarily lead to higher user favorability [51]. Other scholars have also argued that users’ evaluations of a website are often determined by their overall impression of the website, thereby requiring an examination of the holistic aspects of website design features [46]. Medical crowdfunding platforms not only need to cognitively enhance the design of their websites to persuade potential donors but should also harness the affective features of their website to evoke potential donors’ emotional response and facilitate their willingness to donate. Therefore, in this study, we adopted the Herzberg two-factor theory as a theoretical framework for integrating the cognitive and affective aspects of website design features that influence users’ trust in the context of medical crowdfunding.

The two-factor theory was proposed by Herzberg in 1959 [53], which is also known as the hygiene motivation theory. This theory was initially used to explain factors that lead to satisfaction or dissatisfaction in employees’ work environment and has gradually been used in a wide range of different domains [54]. Recently, an increasing number of studies have been performed using two-factor theory to examine website design features, and their effects on user attitudes and behaviors in different types of websites [55-57]. In these studies, website design features are systematically distinguished into two categories: hygiene and motivation factors.

**Informativeness**

Hygiene factors are a collection of attributes closely related to the basic functionality of a website [58]. As the primary purpose of a medical crowdfunding website is to provide the visitors with information about the crowdfunding project, informativeness was selected as the hygiene factor of a medical crowdfunding website in this study. Informativeness can be defined as the extent to which a website offers rich and useful information to users [59,60]; thus, it reflects a website’s ability to provide information to its visitors [61]. Previous research has demonstrated that website informativeness is an important prerequisite for users’ attitudes toward the website [62], and that it also plays a crucial role in reducing risk and building trust [63]. In the field of crowdfunding, few studies have explored the relationship between informativeness and trust. For example, Kang et al [18] found that funders’ cognition-based trust in crowdfunding projects is enhanced if the crowdfunding website provides funders with complete and timely information about the project through a bulletin board. In medical crowdfunding websites, greater informativeness (eg, charitable appeals with several texts and images) helps donors make rational judgments, which in turn makes it easier for them to develop cognition-based trust in the project and the platform. Therefore, we propose the following hypothesis:

<table>
<thead>
<tr>
<th>Reference</th>
<th>Context</th>
<th>Project-related characteristics</th>
<th>Fundraiser-related characteristics</th>
<th>Platform-related characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al [29]</td>
<td>Incentive crowdfunding</td>
<td>Network externality, perceived informativeness</td>
<td>Value congruence, social interaction ties</td>
<td>Perceived accreditation, structural assurance, third-party seal</td>
</tr>
<tr>
<td>Strohmaier et al</td>
<td>Reward-based crowdfunding</td>
<td>N/A</td>
<td>Perceived monitoring</td>
<td>Perceived platform rules, perceived monitoring, perceived pledging security</td>
</tr>
<tr>
<td>Liang et al [19]</td>
<td>Reward-based crowdfunding</td>
<td>Project information quality</td>
<td>Fundraiser’s ability/expertise, fundraiser’s reputation</td>
<td>N/A</td>
</tr>
<tr>
<td>Rodriguez-Ricardo et</td>
<td>Crowdfunding</td>
<td>N/A</td>
<td>Altruism, internal locus of control</td>
<td>N/A</td>
</tr>
<tr>
<td>Yang et al [32]</td>
<td>Crowdfunding</td>
<td>Perceived benefits, perceived risk</td>
<td>Communication, shared value</td>
<td>N/A</td>
</tr>
<tr>
<td>Kang et al [18]</td>
<td>Reward-based crowdfunding</td>
<td>Network externality, perceived informativeness</td>
<td>Value congruence, social interaction ties</td>
<td>Perceived accreditation, structural assurance</td>
</tr>
<tr>
<td>Zheng et al [17]</td>
<td>Reward-based crowdfunding</td>
<td>N/A</td>
<td>Crowdfunding success experience, investment in others</td>
<td>N/A</td>
</tr>
<tr>
<td>Liu et al [15]</td>
<td>Donation-based crowdfunding</td>
<td>Project popularity, project content quality</td>
<td>Initiator reputation</td>
<td>Website quality (navigability, security, visual appeal), transaction convenience</td>
</tr>
</tbody>
</table>

*Note:* N/A: not applicable.
**H4a: Informativeness is positively correlated with potential donors’ cognition-based trust.**

Previous research on shopping websites has revealed that the informativeness of a website positively influences consumers’ emotional responses [64]. Majumdar and Bose [13] also demonstrated that charitable crowdfunding fundraisers use detailed information to emphasize their needs and suffering to attract others’ attention. On the basis of emotional contagion theory, fundraisers’ suffering and sadness presented in their stories may increase potential donors’ affective reactions. Similarly, detailed information about a medical crowdfunding project not only gives the potential donor insight into the fundraiser’s situation but also serves as a means for the fundraiser to get others to listen and alleviate their own suffering. Adding words and images that describe the patient’s suffering can result in easily evoking potential donors’ affect response and enhancing their emotional bonding with the fundraiser. At the same time, rich project information allows potential donors to know more about the fundraiser and shorten the perceived psychological distance between them, thereby inspiring a higher level of affect-based trust. Hence, we propose the following hypothesis:

**H4b: Informativeness is positively correlated with potential donors’ affect-based trust.**

**Visual Cues**

Motivation factors are a collection of attributes that are closely related to the additional value-added services offered by a website [58]. Previous studies have found that in contrast to hygiene factors, motivation factors are crucial for website users’ satisfaction [55,57]. In the medical crowdfunding context, motivation factors are the website design features of a medical crowdfunding website that stimulate potential donors to make donation decisions beyond meeting their basic information needs. In this study, the website’s visual cues (ie, warm or cool colors) and social cues were selected as motivation factors.

The visual design of a website has proven to be an impactful determinant of trust [48]. Among the many visual design elements, color serves as a specific visual stimulus that shapes a visitor’s perception of the ambient temperature [65]. Such perceived cool or warmth on temperature elicits varying degrees of social proximity, language concreteness, and relational focus, and exerts an effect on individual behavior through the mechanism of insula [66]. Williams and Bargh [67] showed that the warmth sensed by the body can influence interpersonal judgments and prosocial behavior. Literature from several fields has noted that red and orange tend to evoke warmth, whereas blue and green are reminiscent of cold [68]; this comparison seems to convey a more positive role of warm colors. However, an ever-increasing number of studies in recent years have challenged this view by emphasizing the effects of cool colors. Rizomyliotis et al [69] found that cool backgrounds are more likely to inspire stronger positive attitudes and behavioral intentions than warm colors, and cool colors usually create a sense of relaxation and calm [70]. On the one hand, cool colors are often linked to competence, trust, safety, and sincerity, such that many companies incorporate blue into their brand logos to create a professional and trustworthy image, and consumers regard blue logos to be more reliable than other colors [71]. On the other hand, in terms of the information processing of individuals, Ettis [72] suggested that cool colors (eg, blue) facilitate individuals’ information seeking, processing, and consideration. Therefore, medical crowdfunding sites with more cool-colored elements may be more conducive to donor attention, and could promote rational and logical reasoning about the help-seeking information on the platform, which in turn will enhance the donors’ cognition-based trust in the platform and the project. Thus, we propose the following hypothesis:

**H5a: Potential donors’ cognition-based trust in a medical crowdfunding website with a cool-toned (blue) interface is higher than that in a warm-toned (orange) interface.**

Previous studies have documented that perceived warmth is associated with interpersonal intimacy; that is, perceived warmth creates feelings of interpersonal closeness [73], and promotes interpersonal trust, cooperation, and friendship [74]. Specifically, warm colors are more evocative of warmth than cool colors [66] and provide consumers with a sense that their surroundings are more socially dense [75]. In this manner, a warm-toned interface of a medical crowdfunding website will bring warm psychological perceptions and positive attitudes to donors, making them feel less distant from the medical crowdfunding platform and other help-seekers, and thus more likely to evoke their emotional trust toward the platform and project. Hence, we posit the following hypothesis:

**H5b: Potential donors’ affect-based trust in a medical crowdfunding website with a warm-toned (orange) interface is higher than that in a cool-toned (blue) interface.**

**Social Cues**

Social cues in web design refer to social presence and social interaction embedded in the web interface through various communication tools [76]. These cues have been shown to have important influences on individuals’ cognition-based trust in various contexts such as online shopping and e-commerce. For example, early consumer endorsement in the form of online reviews in e-commerce can help other consumers determine the usefulness of a product, build cognition-based trust, and thus facilitate rational shopping decisions [77]. Social cues can serve as a collective endorsement, allowing the crowdfunding fundraisers to signal credibility [78]. In medical crowdfunding, fundraisers need to reach out to others through social networks to attract more donations. Therefore, the presence of social cues (eg, proofs and reviews from other donors) helps to exhibit the authenticity and credibility of a project, thereby inspiring a higher level of cognition-based trust from potential donors. On this basis, we posit the following hypothesis:

**H6a: Potential donors’ cognition-based trust in a medical crowdfunding website with social cues is higher than that without social cues.**

The presentation of social cues on a website leads to a perception of warmth and friendliness, which triggers a sense of social presence [79]. Given that social presence is strongly associated
with emotional responses and interpersonal warmth [80,81], the use of social cues will help users build affect-based trust [79]. Furthermore, affect-based trust also indicates that the trustor builds trust in the trustee according to their benevolence and moral norms [82]. In medical crowdfunding websites, social cues such as other donors’ feedback and the fundraiser’s replies can be used as third-party opinions to evaluate the fundraiser’s benevolence and moral norms, which enhance affect-based trust-building. Thus, we posit the following hypothesis:

**H6b**: Potential donors’ affect-based trust in a medical crowdfunding website with social cues is higher than that without social cues.

On the basis of these hypotheses, we propose the research model shown in Figure 1.

![Figure 1. Research model.](image_url)

**Methods**

**Experimental Design**

To test how the design features of medical crowdfunding websites influence potential donors’ intention to donate, we performed a laboratory experiment with a 2 (informativeness: high vs low) × 2 (visual cues: cool color vs warm color) × 2 (social cues: with vs without) between-subject factorial design to test the hypotheses. We designed eight medical crowdfunding webpages for the experiment.

The webpages were developed to mimic the layout of the mobile versions of Qingsongchou, a major medical crowdfunding platform in China, to enhance the external validity. A fictional medical crowdfunding project was shown in these webpages. The project began with a charity appeal about a patient with cancer who cannot pay his medical bills. We chose cancer for two reasons. First, cancer is one of the most common disease types with a high mortality rate. Second, we crawled the information of medical crowdfunding projects on the Qingsongchou website, and found that cancer is the most common cause in medical crowdfunding projects. To protect patient privacy, we made changes to basic patient information (e.g., profile picture, nickname, name, and home address). Eight screenshots of the experimental webpages are presented in Multimedia Appendix 1.

**Variable Manipulations**

**Approach**

We used a laboratory experimental approach because it allowed us to examine the effects of website design features on users’ intention to donate. Three website design features needed to be manipulated in our study: informativeness, visual cues, and social cues.

**Manipulations of Informativeness**

This study manipulated the informativeness of the medical crowdfunding webpages into two groups: high informativeness and low informativeness. The high informativeness group presented more categories of information (i.e., patient’s charity appeal, goals and progress of crowdfunding, medical certificate, proof of the patient’s financial hardship, and information about the disease) in the webpage, along with more pictures and longer text. The low informativeness group contained fewer categories of information (i.e., only the patient’s charity appeal, goals and progress of crowdfunding, and medical certificate), along with fewer pictures and shorter text.

**Manipulations of Visual Cues**

The visual cues in this study focused on the overall color of the webpages, including the background color of the pages and the font colors. The main color of the pages in the cool color groups was blue (hue: 170, saturation: 239, luminance: 128, transparency: 90%), whereas the main color of the warm color
groups was orange (hue: 15, saturation: 239, luminance: 128, transparency: 90%) [83].

**Manipulations of Social Cues**

Webpages in the “with social cues” group showed the buttons for retweeting the project to social media, social endorsement from others, and information about other people’s donations. Those in the “without social cues” groups did not contain such information.

**Measurement**

This research model includes three latent constructs: cognition-based trust, affect-based trust, and intention to donate. We selected the scales of these constructs from previous research with adaptive modifications to fit the context of medical crowdfunding. All of the measurements were scored on a 7-point scale (1: absolutely disagree, 7: absolutely agree). To eliminate the influence of the participants’ mood on the results of the experiment, we introduced participants’ mood as a covariate in the research model. Mood was measured by the item “How would you rate your current emotional state?”; with the item rated on a 3-point scale (1=no, 2=not sure, 3=yes).

We used the backtranslation method to translate the original English scale into the Chinese version and compared the two versions of the scales to check for translation accuracy. Four experts in the field of information systems were invited to evaluate the content validity of the scales. Following the opinions of the survey experts, we made some revisions to the items, such as revising the wording to improve clarity and accuracy, shortening the length of items to reduce survey fatigue, modifying ambiguous items, and revising items to make them more tailored to the medical crowdfunding context. Table 3 shows the three latent constructs and their measurement items.

**Table 3.** Research constructs and measurements.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Measurement items</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognition-based trust</td>
<td>(1) I can rely on this medical crowdfunding platform and project; (2) the medical crowdfunding platform and project have high integrity</td>
<td>Kang et al [18], Ranganathan et al [84]</td>
</tr>
<tr>
<td>Affect-based trust</td>
<td>(1) If I share my problems with this medical crowdfunding platform, it would respond caringly; (2) the medical crowdfunding platform displays a warm and caring attitude toward me; (3) I can talk freely with the medical crowdfunding platform about my problems</td>
<td>Ranganathan et al [84], Johnson and Grayson [85]</td>
</tr>
<tr>
<td>Intention to donate</td>
<td>(1) The probability that I would donate money to the medical crowdfunding project is high; (2) my donation intention to the medical crowdfunding project is high; (3) the likelihood of my donating money to the medical crowdfunding project is high</td>
<td>Liu et al [15]</td>
</tr>
</tbody>
</table>

**Data Collection**

A total of 320 undergraduate students recruited from a university in China participated in the controlled laboratory experiment. Each participant was assigned to one of eight webpages varying in informativeness, color, and social cues. The participants were then asked to complete the questionnaire after viewing the webpage. The age of the participants ranged from 18 to 26 years (mean 21.719 years). Analysis of variance showed no significant differences in gender ($F_{7,312}=1.097$, $P=.37$) or age ($F_{7,312}=1.690$, $P=.11$) across the eight experimental conditions. All subjects were randomly assigned to one of these eight treatment groups and completed the questionnaire after viewing their assigned webpages.

**Results**

**Manipulation Checks**

We performed manipulation checks using the measurement items adapted from previous studies. The item “The medical crowdfunding platform offers relevant, timely, and accurate information about the project” was adopted from the works of Kang et al [18] and Kim et al [86] to measure informativeness. This item was scored on a 7-point Likert scale (1: absolutely disagree, 7: absolutely agree). The item “To what extent do you feel warm when you see the colors of the website’s interface?” was adopted from the work of Motoki et al [87] to measure the warmth of the webpage’s color, which was also rated on a 7-point Likert scale (1: not warm at all to 7: very warm). We also checked the presence of social cues by adapting the scale of Friedrich et al [88], “Have you noticed the social cues on the medical crowdfunding site?”, with the item rated on a 3-point scale (1=no, 2=not sure, 3=yes).

The results from a $t$ test revealed that subjects assigned to the high informativeness conditions agreed more that the webpage has richer information than those in low informativeness conditions (mean 4.925 vs 3.031, $t_{318}=18.618$, $P<.001$). Similarly, the $t$ test results showed that the participants who viewed webpages with orange color felt warmer than those who viewed pages with blue as the dominant color (mean 4.875 vs 2.663, $t_{318}=18.829$, $P<.001$). The $t$ test results also suggested that the score for the webpages with social cues was higher than that of pages without social cues (mean 2.838 vs 1.250, $t_{318}=29.088$, $P<.001$). All of the results of the manipulation check were significant.

**Measurement Validation**

Cronbach $\alpha$ for checking the internal consistency was initially computed using SPSS 24.0. Table 4 shows that the Cronbach $\alpha$ of each construct exceeded .90, which is higher than the recommended value of .70. A confirmatory factor analysis was then performed using AMOS 22.0 to examine the convergent validity of the constructs. Table 4 shows that the values of factor loadings and composite reliability of all constructs were greater than 0.70, and the average variance extracted (AVE) exceeded 0.5. These results showed good convergent validity [89].
words, donors’ cognition-based trust is higher when social cues effect on cognition-based trust ( Thus, H4a was supported. Similarly, social cues had a significant effect on cognition-based trust. The main effect of informativeness on cognition-based trust was significant ( P<.001), visual cues ( Wilks λ=17.120, P<.001), and social cues ( Wilks λ=23.265, P<.001). Thus, H4b, H5b, and H6b were supported. Moreover, no significant interaction effect was found.

Hypothesis Testing

We utilized AMOS22.0 to test the hypotheses regarding the effects of cognition-based trust and affect-based trust on intention to donate. As predicted, cognition-based trust had a significant and positive influence on intention to donate ( β=.528, P<.001), supporting H1. The effect of affect-based trust on intention to donate was significant and positive ( β=.344, P<.001), supporting H2. In addition, cognition-based trust significantly influenced affect-based trust ( β=.641, P<.001), supporting H3. Thus, H1-H3 were supported.

Given that we have two dependent variables (ie, cognition-based trust and affect-based trust), we performed multivariate analysis of variance to check whether the experimental treatments had a general effect on both variables. Three website design features (ie, informativeness, visual cues, and social cues) were modeled as the fixed factors, and participants’ mood was included as a covariate. The main effects of informativeness ( Wilks λ=0.862,  F(3,11)=24.870; P<.001), visual cues ( Wilks λ=0.902,  F(3,11)=16.846; P<.001), and social cues ( Wilks λ=0.882,  F(3,11)=20.741; P<.001) were significant. We then performed two analyses of covariance (ANCOVAs) on cognition-based trust and affect-based trust separately.

A three-way ANCOVA was initially performed on cognition-based trust. The main effect of informativeness on cognition-based trust was significant ( F(1,31)=49.764, P<.001), indicating that higher informativeness is associated with higher donor cognition-based trust in the platform and the project. Thus, H4a was supported. Similarly, social cues had a significant effect on cognition-based trust ( F(1,31)=38.160, P<.001). In other words, donors’ cognition-based trust is higher when social cues are present in medical crowdfunding webpages. Thus, H6a was supported. However, visual cues had no significant effect on cognition-based trust ( F(1,31)=1.707, P=.19). Thus, H5a was not supported. Moreover, no significant interaction effect was observed among informativeness, visual cues, and social cues.

A three-way ANCOVA was then performed on affect-based trust. The results indicated a significant main effect of informativeness ( F(1,31)=16.093, P<.001), visual cues ( F(1,31)=17.120, P<.001), and social cues ( F(1,31)=23.265, P<.001). Thus, H4b, H5b, and H6b were supported. Moreover, no interaction effect was found.

Mediation Analysis

To further verify whether the two different types of trust mediate the effects of website design features on intention to donate, we performed a mediation analysis in SPSS 24.0 with the PROCESS plugin developed by Hayes [91]. First, we used cognition-based trust as the independent variable, affect-based trust as the mediator, and intention to donate as the dependent variable. A mediation bootstrapping analysis with 5000 bootstrap samples revealed that the bootstrap 95% CI did not include 0 ( β=.185, 95% CI 0.120-0.261), showing that affect-based trust mediates the effect of cognition-based trust on intention to donate.

Next, we used intention to donate as the dependent variable, three website design features (ie, informativeness, social cues, and visual cues) as independent variables, and cognition-based trust as the mediator to test the mediating mechanisms involved. The effects of informativeness ( β=.545, 95% CI 0.380-0.721) and social cues ( β=.454, 95% CI 0.297-0.629) on intention to donate were mediated by cognition-based trust. However, cognition-based trust did not mediate the relationship between visual cues and intention to donate ( β=−.102, 95% CI −0.271 to 0.692).

Table 4. Convergent validity and internal reliability.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Factor loading</th>
<th>Cronbach α</th>
<th>AVEa</th>
<th>CRb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognition-based trust (CT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT1</td>
<td>0.814</td>
<td>.909</td>
<td>0.773</td>
<td>0.911</td>
</tr>
<tr>
<td>CT2</td>
<td>0.907</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT3</td>
<td>0.913</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affect-based trust (AT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT1</td>
<td>0.780</td>
<td>.865</td>
<td>0.686</td>
<td>0.867</td>
</tr>
<tr>
<td>AT2</td>
<td>0.848</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT3</td>
<td>0.854</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to donate (ID)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID1</td>
<td>0.881</td>
<td>.915</td>
<td>0.784</td>
<td>0.916</td>
</tr>
<tr>
<td>ID2</td>
<td>0.903</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID3</td>
<td>0.872</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aAVE: average variance extracted.

bCR: construct reliability.
Finally, we examined the mediation role of affect-based trust. Affect-based trust mediated the relationship between informativeness ($\beta=.159$, 95% CI 0.105-0.214), visual cues ($\beta=.325$, 95% CI 0.178-0.482), social cues ($\beta=.299$, 95% CI 0.141-0.464), and intention to donate.

### Discussion

#### Principal Findings

This study reveals that cognition- and affect-based trust significantly influence medical crowdfunding users’ intention to donate. This finding is in line with previous studies that demonstrate the salient impact relationship between trust and intention to donate [17,19]. However, the difference is that this study did not distinguish among the different dimensions of trust [19,20,92] and instead only examined cognition-based trust [17]. This study validates the effects of different dimensions of trust on intention to donate in the context of medical crowdfunding. The results show that not only does cognition-based trust have a significant effect on intention to donate for medical crowdfunding projects but so does affect-based trust. We further found that affect-based trust plays a mediating role in the relationship between cognition-based trust and intention to donate.

Furthermore, this study introduced Hertzberg two-factor theory into the research model and identified two types of medical crowdfunding website design features (i.e., hygiene and motivator factors). The results indicate that informativeness as a hygiene factor positively influences potential donors’ cognition-based trust and affect-based trust. Among the motivation factors, social cues significantly influence potential donors’ cognition-based trust and affect-based trust. However, webpage color as a visual cue affects the two dimensions of trust differently. Specifically, medical crowdfunding webpages with a warm color were more likely to induce affect-based trust than those with a cool color, whereas no significant difference was found between the effects of cool and warm colors on cognition-based trust. One possible explanation for this finding is that cognitive processes are not instantaneous, and cognition-based trust is formed only after individuals can cognitively process and evaluate available evidence [93,94]. The evidence presented on medical crowdfunding websites has a bearing on whether a patient can be cured of a serious illness and escape bankruptcy due to the illness, which requires the potential donors to devote energy to evaluate and extrapolate. Although different hues of color can cause potential donors to perceive temperature and interpersonal warmth differently, these perceptions are not directly responsible for the differences in their cognition-based trust.

Our results also indicate that cognition- and affect-based trust have mediating effects on the relationship between website design features and intention to donate. Different website design features have different influences on cognition- and affect-based trust, which in turn exert different effects on intention to donate. Particularly, informativeness and social cues indirectly affect intention to donate through cognition- and affect-based trust. Webpage colors significantly affected intention to donate through affect-based trust, whereas cognition-based trust had no mediating effect on the relationship between webpage colors and intention to donate.

#### Implications

### Theoretical Implications

The theoretical contributions of this study are as follows. First, this study contributes to the theory of trust and enriches the literature on crowdfunding. Despite the existence of impressive studies that have examined trust and willingness to fund in different crowdfunding contexts, few of them have discussed trust issues in the context of medical crowdfunding. This study identifies the importance of affect-based trust in medical crowdfunding, which is often ignored in other crowdfunding contexts. Specifically, affect-based trust not only influences intention to donate for medical crowdfunding projects simultaneously with cognition-based trust but it also mediates the influence of cognition-based trust on intention to donate.

Second, identifying the antecedents that influence cognition- and affect-based trust is important for trust development. This study explored the holistic aspects of the design features of medical crowdfunding websites to understand how users develop trust to medical crowdfunding platforms and projects. We applied Hertzberg two-factor theory to identify hygiene and motivation factors in website design features as antecedent variables that influence the two types of trust. We validated the positive influence of informativeness as a hygiene factor of website design on cognition- and affect-based trust, and demonstrated the motivating effects of visual and social cues on trust. These findings enrich the literature on website design by broadening the application of two-factor theory to the design of medical crowdfunding websites.

Third, previous studies have briefly introduced the relationships between website design features and users’ behavioral intention; however, few studies have attempted to reveal the mechanisms underlying the effects of website design features on the intention to donate in medical crowdfunding. By integrating the design features of medical crowdfunding websites, trust, and intention to donate, we contribute to filling this gap, while demonstrating the mediating role of cognition-based trust and affect-based trust on such impacts.

### Practical Implications

This study has important implications for medical crowdfunding platform operators and users. First, our empirical results reveal the significant effects of cognition- and affect-based trust on intention to donate. Therefore, platform operators and project initiators of medical crowdfunding should not only enhance the authenticity and credibility of their platforms and projects but also emphasize their affective elements.

Second, the informativeness of the projects presented on medical crowdfunding platforms is a hygiene factor that can elicit users’ trust. Medical crowdfunding platform operators should develop more functions that contribute to the information richness of the website, such as providing a wider range of information categories and the functions of uploading pictures and videos. Moreover, project initiators need to elaborate more on their
situations and charitable appeals to inspire potential donors logically and emotionally.

Third, visual and social cues on medical crowdfunding platforms also have significant effects on potential donors’ trust. This finding provides medical crowdfunding website designers with some guidelines. They can enhance the usage of warm colors to create a warm and caring atmosphere to boost users’ affect-based trust. They can also provide more social cues such as other peoples’ comments to increase potential donors’ cognition- and affect-based trust.

Limitations and Future Research Directions
Despite the contributions of this study, we have identified several limitations. First, the subjects in this experiment were undergraduate students. Our primary reason for choosing students as subjects was that students are easier to recruit than other social groups and are more obedient, which is beneficial to the success of laboratory experiments. In addition, as Chinese medical crowdfunding projects are mainly diffused through internet apps such as Weibo and WeChat, social media users have become the main source of donations. Weibo users under the age of 25 account for 57.4% of the total number of users [95]. In terms of age distribution, students are an important user group for social media and are thus the main potential donors for medical crowdfunding. However, despite the representativeness of students, they still do not accurately represent the overall population of medical crowdfunding users. Therefore, future research will need to recruit a larger population to improve the representativeness of the subjects.

Second, this study focused on three website design features based on the previous literature and the context of medical crowdfunding. However, there may be other website design features that can influence users’ trust and donations. For example, we only focused on color in visual cues, whereas font styles or page layout may also affect users’ trust in the platform and the project. Future research can identify more website design features of relevance.

Third, this study manipulated informativeness as a one-dimensional variable incorporating text length, number of pictures, and categories of information without considering the interactions among these features. Future research can introduce new content-related features and further explore the interactions among these factors.

Finally, individuals may perceive colors in varied and nuanced ways. In our study, we only focused on one color feature that is most likely to be noticed by the user (i.e., hue) and ignored the other features of color. Future research can explore the effects of other color features (e.g., saturation and luminance) on potential donors’ trust.

Conclusions
The purpose of this study was to explore the role of cognition- and affect-based trust in the medical crowdfunding context and to test the effects of medical crowdfunding website design features on these two dimensions of trust. By applying trust theory and Hertzberg two-factor theory, we identified several hygiene and motivation website design factors, and confirmed their influencing mechanisms on trust in our empirical study. This study not only enriches the literature on crowdfunding but also provides implications for medical crowdfunding platform operators and users on how to promote trust.
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Abstract

Background: COVID-19 has spread around the world and has increased the public’s need for health information in the process. Meanwhile, in the context of lockdowns and other measures for preventing SARS-CoV-2 spread, the internet has surged as a web-based resource for health information. Under these conditions, social question-and-answer communities (SQACs) are playing an increasingly important role in improving public health literacy. There is great theoretical and practical significance in exploring the influencing factors of SQAC users’ willingness to adopt health information.

Objective: The aim of this study was to establish an extended unified theory of acceptance and use of technology model that could analyze the influence factors of SQAC users’ willingness to adopt health information. Particularly, we tried to test the moderating effects that different demographic characteristics had on the variables’ influences.

Methods: This study was conducted by administering a web-based questionnaire survey and analyzing the responses from a final total of 598 valid questionnaires after invalid data were cleaned. By using structural equation modelling, the influencing factors of SQAC users’ willingness to adopt health information were analyzed. The moderating effects of variables were verified via hierarchical regression.

Results: Performance expectation (β=.282; P<.001), social influence (β=.238; P=.02), and facilitating conditions (β=.279; P=.002) positively affected users’ willingness to adopt health information, whereas effort expectancy (P=.79) and perceived risk (P=.41) had no significant effects. Gender had a significant moderating effect in the structural equation model (P<.001).

Conclusions: SQAC users’ willingness to adopt health information was evidently affected by multiple factors, such as performance expectation, social influence, and facilitating conditions. The structural equation model proposed in this study has a good fitting degree and good explanatory power for users’ willingness to adopt health information. Suggestions were provided for SQAC operators and health management agencies based on our research results.

(J Med Internet Res 2021;23(5):e27811) doi:10.2196/27811
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Introduction

After the outbreak of COVID-19, the Chinese government implemented community isolation measures to control the spread of the epidemic, and because of these measures, the internet became the public’s primary tool for searching for health information. Web-based knowledge-sharing platforms such as Zhihu (Zhihu Inc) and other social question-and-answer communities (SQACs) have been playing an increasingly important role in disseminating health information to the public. By 2019, Zhihu had more than 220 million registered users and had produced more than 28 million questions and 130 million answers. In recent months, the topic of COVID-19 has attracted more than 10,000 followers who had more than 13,000 related questions. Zhihu also has more than 20 million followers in their Health section and more than 750,000 health-related posts.

We believe that exploring the willingness to adopt health information (WAHI) among users of SQACs could characterize community users’ health information needs and behaviors. We believe that the findings of this study can promote public health literacy by improving the quality and efficiency of SQAC users’ health information searches, adoption, and use.

Health information has flourished as a topic in recent information behavior literature. Many scholars have conducted in-depth research on health information resources [1-3], requesters [3-5], dissemination environments [6,7], and technology [8,9]. Specifically, after the epidemic of COVID-19 began, the research area of health information behavior attracted more attention [10-12]. Health information adoption is the final step in the health information diffusion path; it directly determines the effects of any information dissemination, and because of its significance, many researchers have investigated health information adoption among SQAC users. For instance, Diviani et al [13] found that low health literacy and related skills were negatively related to the ability to evaluate web-based health information and trust such information. Lee et al [14] investigated the level of seeking health-related information on the internet and how health literacy, access to technology, and sociodemographic characteristics impact behaviors related to seeking health-related information. Additionally, Ridout and Campbell [15] reviewed relevant research on young people’s acquisition of health information from social networking sites and found that social networking site–based interventions were highly usable, engaging, and supportive for young people. More and more research findings have determined that further research on the influence factors of health information adoption intentions among SQAC users is necessary and meaningful.

SQACs are public social media platforms in which normal users both search for and share experiences and knowledge on any given topics [16]. These web-based communities have the characteristics of professionalism, interactivity, and open editing [17], and they have high potential influence on health information dissemination. Multimedia Appendix 1 shows a screenshot of the Zhihu website, and each part of the website is annotated in detail. In the existing research on SQACs, the two primary areas of focus have been platform design [18,19] and user behavior [16,17,20]. Jin et al [20] explored patient behaviors related to seeking health care information on SQACs based on dual-process theory and the knowledge adoption model, and Shi et al [21] compared the health information needs of Chinese and American patients with diabetes. The latter authors found that communities from different countries had different attributes. One commonality in extant health information adoption research is that it is grounded in the text information that already exists on social media platforms. There is far less research on SQAC users’ health information behaviors based on users’ own subjective self-reports.

Venkatesh et al [22] proposed the unified theory of acceptance and use of technology (UTAUT) by summarizing the advantages and disadvantages of other theoretical models in the field of technology acceptance. The core factors of the UTAUT include performance expectation (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FCs); gender, age, experience, and the voluntariness of use were used as moderators in the model. Due to the native characteristics of the UTAUT model, it has a stronger affinity and adaptability for most acceptance behavior research. Many scholars have embraced the UTAUT as a new theoretical blueprint in technology acceptance behavior research and have incorporated it into a vigorous acceptance behavior research stream. Bawack and Kamdjoug [23] conducted an empirical study on the acceptance of hospital information systems in limited-income countries based on the UTAUT. In a similar study based on the adjusted UTAUT, Nunes et al [24] found that gender, age, and other individual characteristics were moderating factors of users’ willingness to adopt health applications. Abdelhamid [25] extended the UTAUT model and found that higher autonomy positively affected patients’ willingness to exchange health information. Zhou et al [26] studied the mobile health (mHealth) information retrieval behavior of South African college students based on the UTAUT and found that perceived usefulness was the main influencing factor of their willingness to accept health information exchange. Liu et al [27,28] established a taxonomy of clinical decision support interventions based on the UTAUT and tried to explore how patient care can be improved through clinical decision support. The UTAUT model has been used widely in the research area of users’ acceptance behaviors. However, few scholars have used the UTAUT model to study SQAC users’ WAHI. The goal of this study was to establish an effective model for analyzing SQAC users’ WAHI based on the UTAUT model and to identify the influencing factors of users’ WAHI.

Hypotheses and Modeling

PE Factor

PE is defined as the degree to which an individual believes that using a system will help them attain gains in job performance [22]. In the environment of SQACs, PE refers to users’ perceptions of the benefits of adopting health information. Researchers measure PE with the following five structural variables: perceived usefulness, extrinsic motivation, job fit, relative advantage, and outcome expectations [29]. Based on the environment of SQACs, we proposed four additional PE items [29-31] on our questionnaire scale, as follows: (1) “the health information on Zhihu can play an important role in understanding and solving health-related problems,” (2) “making
full use of the health information on Zhihu can help me better solve some problems.” (3) “the health information on Zhihu has helped me or others around me improve our health,” and (4) “the health information on Zhihu has a high reference value for my health decision-making.” In general, researchers have shown that PE has positive effects on acceptance [32,33]. On the basis of these findings, we proposed the following research hypothesis: PE positively affects SQAC users’ WAHI (H1).

**EE Factor**

In the UTAUT model, EE is defined as the degree of ease associated with the use of a system [22]. In this study, it refers to a user’s perception of the difficulty of adopting relevant health information in SQACs and applying such information to practice. The following three constructs capture the concept of EE: the perceived ease of use, complexity, and ease of use [22]. Cimperman et al [34] and Adenuga et al [35] found that EE was a positive variable in models, and we proposed the following two scale items based on the previously mentioned studies [22,36] for our questionnaire: (1) “the health information on Zhihu is easy to understand” and (2) “the health recommendations on Zhihu are usually easier to implement.” Users are more likely to adopt health information that is easy to understand and implement, and on the basis of these findings, we proposed the following hypothesis: EE positively affects SQAC users’ WAHI (H2).

**SI Factor**

Venkatesh et al [22] defined SI as the degree to which an individual perceives that it is important for others to believe that they should use a new system, and SI can be represented by a subjective norm, social factors, and an image. The differences in health levels between other people before and after adopting health information will affect individuals’ willingness to accept health information. On the basis of previous research findings [36,37] and the three dimensions of SI measurement proposed by Venkatesh et al [22], we proposed the following three scale items: (1) “there are other people available to look up or solve health-related problems on Zhihu,” (2) “other people around me have pushed health information from Zhihu to me,” and (3) “Zhihu’s image makes me feel that it will help me understand or solve health-related problems.” On the basis of the research finding that SI has a positive effect on acceptance [38-40], we proposed the following hypothesis: SI positively affects SQAC users’ WAHI (H3).

**FCs Factor**

FCs refer to the perceived (organizational, societal, etc) convenience of or support for adopting something new, such as a new technology [22]. In this study, we investigated the FCs of perceived health information convenience and support among SQAC users. Health information support in an SQAC environment mainly comprises the following three aspects: (1) community users’ assistance with understanding relevant health information, (2) the convenience and ease of obtaining relevant health information from users, and (3) individual users’ own knowledge and experiences. On the basis of these features [36], we proposed three questionnaire items, as follows: (1) “I have the resources, hardware and knowledge reserve to effectively use the health information on Zhihu.” (2) “I can get help from others when I encounter problems while browsing and consulting health information on Zhihu,” and (3) “seeking health information on Zhihu is one of the common ways for me to understand and solve health-related problems.” Garavand et al [41] found that FCs had a positive effect on major students’ adoption of mHealth apps. On the basis of these research findings, we proposed the following hypothesis: FCs positively affect SQAC users’ WAHI (H4).

**Perceived Risk**

Perceived risk (PR) is one of the most important and widely used concepts in psychology, economics, and other fields. At present, the widely used measurement dimensions of PR include economic risk, time risk, information security risk, and health risk. PR is also one of the important determinants of health information adoption; the higher the perceived risk, the lower the willingness to adopt such information. A study [42] of Chinese patients’ intention to adopt mHealth services showed that PR negatively affects respondents’ trust and willingness to accept mHealth services. Although the UTAUT model integrates many variables from different classical models, it does not include the impact of PR on users’ willingness to accept technology. Therefore, we decided to extend the PR variable in the model. Physiological risk, psychological risk, and time risk are the main risks for SQAC users’ WAHI available on Zhihu. On the basis of the above findings, we proposed the following three items for our questionnaire scale: (1) “taking advice from relevant health information on Zhihu could cause physiological harm,” (2) “taking advice from the health information on Zhihu could cause some psychological pressure,” and (3) “the health information on Zhihu could be a useless waste of my time.” Furthermore, we proposed the following hypothesis: PR negatively affects SQAC users’ WAHI (H5).

**Moderating Variables**

Moderating variables such as gender, age, and the voluntariness of use play a very important role in the original UTAUT model [22]. The original UTAUT model is a widely used measurement model. However, when measuring and explaining a phenomenon with the aid of the UTAUT model, the variables in the model must be adjusted based on objective facts. When users decide whether to adopt certain health information, they are faced with high health costs, which are directly related to their own or other people’s health. Compared to the intention to adopt information technology, the influence of the voluntariness of use variable on SQAC users’ WAHI is less important. Therefore, the voluntariness of use variable was removed from the model. Demographic characteristics may have different levels of significance in terms of their effects on the WAHI. Haluza et al [43] found that sociodemographic attributes, including gender influence, not only affect private the web-based habits of users but might also affect the acceptance of health technologies and their professional use in a clinical setting. Tarver et al [44] found that age is one of the significant social-economic influencing factors of web-based health information communication. Irizarry et al [45] proposed that age and education level strongly influence patient users’ interests and their ability to use patient portals. Based on existing relevant theories, we selected gender,
age, and education level as the three moderating variables in the model and proposed the following hypotheses: gender has a significant moderating effect on the influence of independent variables for adoption intention (H6), age has a significant moderating effect on the influence of independent variables for adoption intention (H7), and educational level has a significant moderating effect on the influence of independent variables for adoption intention (H8).

**Model**

Based on the structural characteristics of SQACs and SQAC users’ adoption of health information, we reset the moderating variables of the UTAUT model and incorporated PR variables into the UTAUT model to construct the final model of SQAC users’ WAHI. We present the model in Figure 1.

![Figure 1. The model of social question-and-answer community users’ willingness to adopt health information.](image)

**Methods**

**Participant Selection and Data Collection**

We selected users who exhibited health information behaviors (health information browsing, commenting, searching, and other relevant behaviors) on Zhihu as the respondent sample for this study. On the basis of our literature review findings, we designed a web-based questionnaire survey scale. The scale was comprised of the items we previously outlined, and it was used to measure 19 indicators of 6 variables related to the WAHI among users of SQACs. All scale items were rated on 5-point Likert scales. We selected 22 postgraduates as presurvey participants to test the availability and quality of the questionnaire. Based on the presurvey results of the questionnaire, we deleted one of the index items for the variable EE (ie, “it often takes more time to retrieve health information in Zhihu”). After adjusting the questionnaire content and structure, the final scale was chosen via expert discussion. We included screening items in the final demographic indicators section of the questionnaire to ensure that all of the data we used came specifically from the Zhihu user group. We administered the web-based survey over 14 days between June 5 and 19, 2020, on the web-based questionnaire platform Wenjuanxing (Liepin Holdings Limited). The questionnaire was distributed by Zhihu users’ forwarding the questionnaire link via WeChat (Tencent Holdings Limited). Before the survey process could advance, we presented the content of this study and required respondents to confirm their informed consent for participating further in this study. In total, data from 921 participants’ were collected in this study. After filtering out the data of the nonusers of Zhihu and data with missing values and obvious errors, valid data from 598 participants were obtained, with an effective rate of 64.93%. A detailed list of questions can be found in Multimedia Appendix 2.

**Statistical Analysis**

We used Microsoft Excel for data cleaning and preprocessing before the data analysis. The statistical analysis tools we used in this study mainly included SPSS version 24.0 (IBM Corporation), Analysis of Moment Structures (AMOS) version 24.0 (IBM Corporation), and Process macro version 3.3 for SPSS [46]. Considering that the age distribution of Zhihu users was relatively concentrated, to avoid having a sample size of 0 for certain age groups and to increase the rate of unnecessary systematic errors, we grouped samples by age (20-year increments). With the structural equation model, we calculated the path coefficients between variables to verify the hypotheses. With Process, we conducted hierarchical regression to verify whether the moderating effects of each moderating variable in the model were significant. We set a $P$ value of less than .05 as statistically significant.

**Quality Control**

Composite reliability and the Cronbach α are the most commonly used indicators of questionnaire reliability. As shown in Table 1, the Cronbach α and composite reliability values for each variable, except those for EE, were greater than .7, and the overall Cronbach α value for the questionnaire was .917. These results indicated the good reliability of the questionnaire that we developed for this study [47]. The validity testing of questionnaires entails testing two components—content and
structure validity. As our model and the index expression were verified by others many times, the questionnaire had high content validity. Structural validity consists of convergent and discriminant validities. Convergent validity requires the factor loading and average variance extraction (AVE) values for each index item to exceed .5. As shown in Table 1, all of the variables in this study exceeded this threshold, except for EE. Discriminant validity requires the correlation coefficient of each variable to be less than the square root of the AVE value of the variable itself, and Table 2 reflects that the questionnaire passed the discriminant validity test.

Table 1. The factor load, Cronbach α, average variance extraction (AVE), and composite reliability (CR) values of each variable.

<table>
<thead>
<tr>
<th>Variables and indices</th>
<th>Factor load</th>
<th>Cronbach α</th>
<th>AVE</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEa</td>
<td></td>
<td>.881</td>
<td>.636</td>
<td>.883</td>
</tr>
<tr>
<td>PE1</td>
<td>.804</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE2</td>
<td>.819</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE3</td>
<td>.824</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE4</td>
<td>.787</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EEb</td>
<td></td>
<td>.450</td>
<td>.450</td>
<td>.621</td>
</tr>
<tr>
<td>EE1</td>
<td>.657</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE2</td>
<td>.685</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIc</td>
<td></td>
<td>.774</td>
<td>.531</td>
<td>.773</td>
</tr>
<tr>
<td>SI1</td>
<td>.745</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI2</td>
<td>.688</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI3</td>
<td>.752</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCd</td>
<td></td>
<td>.760</td>
<td>.520</td>
<td>.764</td>
</tr>
<tr>
<td>FC1</td>
<td>.783</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC2</td>
<td>.662</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC3</td>
<td>.714</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRe</td>
<td></td>
<td>.819</td>
<td>.603</td>
<td>.819</td>
</tr>
<tr>
<td>PR1</td>
<td>.789</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR2</td>
<td>.812</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR3</td>
<td>.725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAHIf</td>
<td></td>
<td>.852</td>
<td>.596</td>
<td>.854</td>
</tr>
<tr>
<td>WAHI1</td>
<td>.716</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAHI2</td>
<td>.821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAHI3</td>
<td>.704</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WAHI4</td>
<td>.838</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPE: performance expectation.
bEE: effort expectancy
cSI: social influence.
dFC: facilitating condition.
ePR: perceived risk.
fWAHI: willingness to adopt health information.
### Table 2. Discriminant validity matrix.\(^a\)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Performance expectancy</th>
<th>Effort expectancy</th>
<th>Social influence</th>
<th>Facilitating condition</th>
<th>Perceived risk</th>
<th>WAHI(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>.797</td>
<td>N/A(^c)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.535</td>
<td>.671</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Social influence</td>
<td>.589</td>
<td>.507</td>
<td>.729</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitating condition</td>
<td>.609</td>
<td>.449</td>
<td>.590</td>
<td>.721</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived risk</td>
<td>.038</td>
<td>.289</td>
<td>.160</td>
<td>.144</td>
<td>.777</td>
<td>N/A</td>
</tr>
<tr>
<td>WAHI(^d)</td>
<td>.607</td>
<td>.444</td>
<td>.553</td>
<td>.576</td>
<td>.125</td>
<td>.772</td>
</tr>
<tr>
<td>AVE(^d)</td>
<td>.636</td>
<td>.450</td>
<td>.531</td>
<td>.520</td>
<td>.603</td>
<td>.596</td>
</tr>
</tbody>
</table>

\(^a\)The diagonal of the matrix is the square root of AVE of the corresponding variable.
\(^b\)WAHI: willingness to adopt health information.
\(^c\)N/A: not applicable.
\(^d\)AVE: average variance extraction.

## Results

### Demographic Characteristics

The demographic characteristics of the participants in this study are shown in Table 3. Of the 598 respondents, 69.90% (n=419) were female and 94.15% (n=563) were aged 19 to 38 years. Just over three-quarters of the survey respondents (477/598, 79.77%) had an undergraduate or higher education.

<table>
<thead>
<tr>
<th>Variables and categories</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>179 (29.93)</td>
</tr>
<tr>
<td>Female</td>
<td>419 (69.90)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>21 (3.51)</td>
</tr>
<tr>
<td>19-38</td>
<td>563 (94.15)</td>
</tr>
<tr>
<td>39-58</td>
<td>14 (2.34)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Senior high school and below</td>
<td>7 (1.17)</td>
</tr>
<tr>
<td>Junior college</td>
<td>10 (1.67)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>477 (79.77)</td>
</tr>
<tr>
<td>Master and above</td>
<td>104 (17.39)</td>
</tr>
</tbody>
</table>

### Model Test

We completed the path verification of the model with AMOS 24.0 and SPSS 24.0, and Table 4 presents the model fitting findings. The model fit indices that we calculated were chi-square to df ratios, the root mean square error of approximation (RMSEA), the normed fit index, the relative fit index, the incremental fit index, the Tucker-Lewis index, and the cumulative fit index. Conventionally, model fit is considered good when the chi-square to df ratio is <3, the RMSEA is <0.08, and the normed fit index, relative fit index, incremental fit index, Tucker-Lewis index, and cumulative fit index are >0.9 [48,49].
Table 4. Model fitting.

<table>
<thead>
<tr>
<th>Indices and values</th>
<th>Standard value</th>
<th>Fitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-square to df ratio ($\chi^2/df$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.954</td>
<td>&lt;5</td>
<td>Acceptable</td>
</tr>
<tr>
<td>2.954</td>
<td>&lt;3</td>
<td>Ideal</td>
</tr>
<tr>
<td>RMSEA&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.057</td>
<td>&lt;0.08</td>
<td>Acceptable</td>
</tr>
<tr>
<td>0.057</td>
<td>&lt;0.05</td>
<td>Ideal</td>
</tr>
<tr>
<td>Normed fit index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.929</td>
<td>&gt;0.9</td>
<td>Ideal</td>
</tr>
<tr>
<td>Relative fit index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.912</td>
<td>&gt;0.9</td>
<td>Ideal</td>
</tr>
<tr>
<td>Incremental fit index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.952</td>
<td>&gt;0.9</td>
<td>Ideal</td>
</tr>
<tr>
<td>Tucker-Lewis index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.940</td>
<td>&gt;0.9</td>
<td>Ideal</td>
</tr>
<tr>
<td>Cumulative fit index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.952</td>
<td>&gt;0.9</td>
<td>Ideal</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSEA: root mean square error of approximation.

The structural equation model and the path coefficients are shown in Table 5. Paths “EE to WAHI” (P=.79) and “PR to WAHI” (P=.41) were not significant, whereas paths “PE to WAHI” (β=.282; P<.001), “SI to WAHI” (β=.238; P=.02), and “FC to WAHI” (β=.279; P=.002) were significant. Our findings supported H1, H3, and H4 but failed to support H2 and H5.

Table 5. Path test of the structural equation.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Path</th>
<th>Unstandardized estimates</th>
<th>Standardized estimates (SE&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Critical ratio</th>
<th>P value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>PE&lt;sup&gt;b&lt;/sup&gt; to WAHI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.280</td>
<td>.282 (.084)</td>
<td>3.314</td>
<td>&lt;.001</td>
<td>Accept</td>
</tr>
<tr>
<td>H2</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt; to WAHI</td>
<td>.036</td>
<td>.027 (.141)</td>
<td>0.256</td>
<td>.79</td>
<td>Reject</td>
</tr>
<tr>
<td>H3</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt; to WAHI</td>
<td>.224</td>
<td>.238 (.098)</td>
<td>2.296</td>
<td>.02</td>
<td>Accept</td>
</tr>
<tr>
<td>H4</td>
<td>FC&lt;sup&gt;f&lt;/sup&gt; to WAHI</td>
<td>.262</td>
<td>.279 (.085)</td>
<td>3.080</td>
<td>.002</td>
<td>Accept</td>
</tr>
<tr>
<td>H5</td>
<td>PR&lt;sup&gt;g&lt;/sup&gt; to WAHI</td>
<td>.030</td>
<td>.032 (.036)</td>
<td>0.825</td>
<td>.41</td>
<td>Reject</td>
</tr>
</tbody>
</table>

<sup>a</sup>SE: standard error.
<sup>b</sup>PE: performance expectation.
<sup>c</sup>WAHI: willingness to adopt health information.
<sup>d</sup>EE: effort expectancy.
<sup>e</sup>SI: social influence.
<sup>f</sup>FC: facilitating condition.
<sup>g</sup>PR: perceived risk.

Moderating Effect Test

With Process macro version 3.3 for SPSS, we completed the testing of the moderating effects of the moderating variables in the model, and we present the specific significance of moderating effects in Table 6. The results in Table 6 indicate that gender significantly moderated the effect that PE had on SQAC users’ WAHI. This supported H6. However, H7 and H8 were not supported. Table 7 shows the model parameters from before and after we incorporated gender as a moderating variable. With regard to model 1, Table 7 presents the standardized coefficients of each variable and the corresponding $R^2$ and $F$ test values for when the moderating variables were not included. With regard to model 2, Table 7 reflects the parameter changes that occurred after we introduced gender as a moderating variable. Compared to model 1, model 2’s explanatory power for SQAC users’ WAHI improved after we incorporated the different moderating variables. Figure 2 shows a visual representation of the moderating effects in this study.
The slope of Figure 2 indicates the effect that PE has on SQAC users’ WAHI. A larger slope means that the model is more sensitive to the WAHI. We found that the slope of the male sample was considerably larger than that of the female sample (Figure 2). Therefore, we believe that the male group had more obvious fluctuations than the female group.

### Table 6. The significance of moderating effects.  

<table>
<thead>
<tr>
<th>Path</th>
<th>Gender</th>
<th>Age</th>
<th>Education level</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE^a to WAHI^b</td>
<td>√^c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI^d to WAHI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC^e to WAHI</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a PE: performance expectation.  
^b WAHI: willingness to adopt health information.  
^c The moderating effect was significant at the .05 level.  
^d SI: social influence.  
^e FC: facilitating condition.

### Table 7. Hierarchical regression test of moderating effects.  

<table>
<thead>
<tr>
<th>Index</th>
<th>Model 1^a</th>
<th></th>
<th></th>
<th>Model 2^b</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>t test (df)</td>
<td>P value</td>
<td>B</td>
<td>t test (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Performance expectation</td>
<td>0.331</td>
<td>8.126 (597)</td>
<td>&lt;.001</td>
<td>0.375</td>
<td>8.123 (597)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>0.210</td>
<td>5.250 (597)</td>
<td>&lt;.001</td>
<td>0.190</td>
<td>5.029 (597)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>0.251</td>
<td>6.171 (597)</td>
<td>&lt;.001</td>
<td>0.249</td>
<td>6.179 (597)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A^c</td>
<td>N/A</td>
<td>N/A</td>
<td>0.094</td>
<td>1.913 (597)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction item^d</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.170</td>
<td>-2.390 (597)</td>
<td>.02</td>
</tr>
</tbody>
</table>

^a Model 1 had an R^2 value of 0.461 (P<.001) and an F test value (F3,594) of 169.643.  
^b Model 2 had an R^2 value of 0.470 (P<.001) and an F test value (F5,592) of 104.804.  
^c N/A: not applicable.  
^d The interaction item for the gender and performance expectation.

Figure 2. The moderating effect of gender on the "PE to WAHI" path. PE: performance expectation; WAHI: willingness to adopt health information.

### Discussion

#### Principal Findings

Since the outbreak of COVID-19, the role of SQACs in the public’s access to health information has grown in prominence. This study was an analysis of the influencing factors of SQAC users’ WAHI during the COVID-19 pandemic. We conducted measurements by using a questionnaire that comprised items grounded in the UTAUT and its individual components. Based on our results, PE (P<.001) and SI (P=.02) had significant positive effects on the WAHI. PE reflects users’ expectations
for improved health if they adopt health information, and the WAHI increases in a community if the community users believe that the information is helpful to them. However, in contrast with PE, SI affected WAHI through the people around the users. Improved health among individuals who adopt health information will encourage SQAC users to adopt the health information that is recommended by these individuals. Abdelhamid [25] found that perceived usefulness and SI were the most important factors affecting health information exchange between patients, and our findings were consistent with that conclusion.

Under the premises of compliance and legality, SQAC operators can make full use of the traces of users in SQACs (eg, browsing content, page stay times, likes, collections, content, and the theme of private messages). With the help of this kind of information, SQAC operators could enhance the strength of relationships among different users who pay attention to the same health topics. With the epidemic of COVID-19, people's health concerns have become more focused. This provides a rare opportunity for SQAC operators to improve users' relationship strength. Furthermore, actively guiding users to share their understanding of and experience with health information is another effective method for improving users’ PEs and SI. By using these methods, we can further enhance users’ WAHI and users’ health levels.

FCs positively affected SQAC users’ WAHI. FCs are an integration of users’ peripheral auxiliary functions in the process of adopting health information. They are formed based on individuals’ levels of comprehension, the convenience of retrieving information from platforms, and other users’ help in understanding health information. When the effectiveness of this auxiliary role improves, the process of SQAC users’ adoption of health information becomes smoother, and users’ confidence in adopting health information increases. Through this virtuous cyclical process, health information is continuously shared, exchanged, and adopted, and improving the health information retrieval mechanism can increase the quality of the health information retrieved.

EE (P=.79) and PR (P=.41) had no significant effects on SQAC users’ WAHI. We believe that it was the interaction of many factors that led to this result. The native environment and characteristics of the original UTAUT could explain why EE had no significant effects on WAHI. Compared to the cost of users’ adoption of information technology or information systems in the study conducted by Venkatesh et al [22], during the establishment of the original UTAUT model, the cost of SQAC users’ adoption of health information was lower. To some extent, if the cost of health information adoption is low, the significance level of EE will also be low. However, risk comes from the unknown. Sudhakar et al [50] found that lower education levels were significantly related to lower health literacy. For most SQAC users, higher education means higher educational levels were significantly related to lower health confidence in adopting health information increases. Through empirical research, Ek [53] found that men received far less informal health information from family members, friends, and colleagues than women. Therefore, the PEs of men are more effective in increasing their WAHI than the PEs of women. SQAC operators should pay more attention to the moderating role of gender in the “PE to WAHI” path when attempting to identify optimal health information dissemination schemes. Different coping strategies should be implemented for users of different genders. However, we can effectively improve the WAHI among SQAC users by differentiating the information that they receive based on user gender.

Contributions and Limitations

In this study, we proposed a model of the WAHI among users of the Zhihu SQAC that was based on the modification of the native UTAUT, and we found good explanatory power for our model. We also analyzed the different influencing factors of the WAHI among Zhihu users. PE, SI, and FCs were the primary influencing factors, and the effect of PE differed according to gender. We proposed several suggestions and measures that can be implemented based on our research findings in this study. Although we strove to be rigorous, there were still several limitations in this study. First, this was a questionnaire survey based on the subjective cognition of SQAC users; thus, we could not avoid the interference of various subjective factors associated with self-reporting. Second, this was a cross-sectional study, and as such, it was impossible to observe changes in SQAC users’ WAHI over time. Third, although we ensured that the sample was as representative as possible, there were still some inevitable systematic errors. Fourth, although SQACs are gradually becoming an indispensable platform that users can use to obtain health information, most users are still using search engines and other methods to obtain such information, and we did not adequately explain the interactions among these different sources of health information and users’ willingness to adopt such information. Fifth, the model established in this study is a limited extension of the UTAUT model, which cannot cover all of the influencing factors of the dependent variables. Other variables such as information quality, trust, and medical experience will be modeled and studied as the focus in follow-up research. In addition, there were still several limitations in our choices for variable indices. After considering the efficiency of this study, we excluded some indicators that we subjectively considered unimportant, but whether the inclusion of these indicators would enhance the explanatory power of the model remains to be further studied. Finally, we only attempted to
identify the moderating effects of demographic characteristics. Therefore, only gender, age, and education level were selected for verification. Whether other demographic indicators have a significant impact needs to be further verified. In spite of the above limitations, the conclusions and suggestions of this study can be used as references by relevant health management agencies.

Conclusions
We constructed a UTAUT-based model to explain the WAHI among users of the Zhihu SQAC during the COVID-19 pandemic. We tested our hypotheses by using data from a survey (which we administered on the internet) that we analyzed via structural equation modelling. The results showed that PE, SI, and FCs had positive effects on SQAC users’ WAHI; EE and PR did not affect users’ WAHI. We also found that gender ($P=.02$) had a significant moderating effect in the model. We hold the opinion that enhancing the strength of user relationships and improving users' experiences with SQAC platforms are the most useful methods for improving the WAHI among users of SQACs. In addition, we need to encourage all users to improve their health information literacy. Although there are limitations in this study, SQAC operators, researchers, and policy makers can refer to our results to guide policy decisions.
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Abstract

Background: Unfractionated heparin is widely used in the intensive care unit as an anticoagulant. However, weight-based heparin dosing has been shown to be suboptimal and may place patients at unnecessary risk during their intensive care unit stay.

Objective: In this study, we intended to develop and validate a machine learning–based model to predict heparin treatment outcomes and to provide dosage recommendations to clinicians.

Methods: A shallow neural network model was adopted in a retrospective cohort of patients from the Multiparameter Intelligent Monitoring in Intensive Care III (MIMIC III) database and patients admitted to the Peking Union Medical College Hospital (PUMCH). We modeled the subtherapeutic, normal, and supratherapeutic activated partial thromboplastin time (aPTT) as the outcomes of heparin treatment and used a group of clinical features for modeling. Our model classifies patients into 3 different therapeutic states. We tested the prediction ability of our model and evaluated its performance by using accuracy, the kappa coefficient, precision, recall, and the F1 score. Furthermore, a dosage recommendation module was designed and evaluated for clinical decision support.

Results: A total of 3607 patients selected from MIMIC III and 1549 patients admitted to the PUMCH who met our criteria were included in this study. The shallow neural network model showed results of F1 scores 0.887 (MIMIC III) and 0.925 (PUMCH). When compared with the actual dosage prescribed, our model recommended increasing the dosage for 72.2% (MIMIC III, 1240/1718) and 64.7% (PUMCH, 281/434) of the subtherapeutic patients and decreasing the dosage for 80.9% (MIMIC III, 504/623) and 76.7% (PUMCH, 277/361) of the supratherapeutic patients, suggesting that the recommendations can contribute to clinical improvements and that they may effectively reduce the time to optimal dosage in the clinical setting.

Conclusions: The evaluation of our model for predicting heparin treatment outcomes demonstrated that the developed model is potentially applicable for reducing the misdosage of heparin and for providing appropriate decision recommendations to clinicians.

(J Med Internet Res 2021;23(5):e27118) doi:10.2196/27118
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Introduction

Existing rule-based protocols guide clinicians to initiate, modulate, or terminate a certain treatment procedure according to evidence-based clinical guidelines or best practices [1]. However, in real clinical scenarios, dynamic changes occur continuously in individual patients with complex diseases and physiological situations, which frequently exceed the scope of the typical model described in the guidelines [2]. In particular, in critical care settings, there is a decision-making dilemma between evidence-based medicine and individualized medicine due to the lack of high-quality evidence and the urgency for the accuracy and effectiveness of the treatment [3]. Fortunately, in the era of big data and artificial intelligence and based on progress in data acquisition, integration, and application in critical care medicine, machine learning techniques sometimes can help with diagnosis, treatment, and prediction in intensive care units (ICUs) [4-6].

Heparin (or unfractionated heparin, UFH) infusion is one example of a medication for which retrospective data have been proven to provide valuable support in clinical settings, especially in critical settings in which patients are vulnerable to thromboembolism or hemorrhage or to severe complications caused by these conditions [7]. For decades, UFH dosing has been based solely on a patient’s weight: a weight-based heparin dosing nomogram is the standard practice for the application of UFH. The heparin nomogram mainly consists of an empirical initial loading dose followed by a step-by-step modulation according to a series of blood clotting parameters that are monitored every 4-6 hours [8,9]. The actual optimal UFH dosage varies widely among patients with different physiological situations, and for these patients, the time to optimal dosage may be prolonged. Besides, adverse events associated with supratherapeutic or subtherapeutic anticoagulation, such as hemorrhagic tendency or thrombophilia, may occur due to the intravenous heparin’s narrow therapeutic window [7]. Therefore, retrospective analysis starts by extracting sequential dose response data as well as the concurrent laboratory and other clinical data, which may greatly contribute to the improvement on the feedback delay of UFH dosage optimization [10]. In our recent study [11], based on the public Multiparameter Intelligent Monitoring in Intensive Care III (MIMIC III) and electronic ICU databases [12,13], we compared several common models for predicting the effects of heparin treatment and showed that machine learning–based models, which outperformed the standard practices, can be used to optimize and personalize heparin dosing to improve patient safety.

Although our UFH model has been evaluated and validated using public databases [10,14], it has not been validated in our local clinical setting, especially for step-by-step modulation. In this study, we extend the validation and application of the previously optimized UFH model to a local clinical database in the Department of Critical Care Medicine of Peking Union Medical College Hospital (PUMCH), which is a complementary ICU in a tertiary hospital in China. Furthermore, UFH dosage recommendation based on the machine learning model was also performed for both the MIMIC and PUMCH databases, with the goal of effectively reducing the time to optimal dosage in the clinical setting. Finally, to further promote understanding of the data model and algorithm, we performed a featured importance analysis in both databases.

Methods

Data Sets

To evaluate the adaptability of the predictive model and to implement external validation, we employed patient data, including heparin treatments from 2 databases: the MIMIC III database and the PUMCH ICU database. The MIMIC III database is a free and open intensive care medical data set published by the Computational Physiology Laboratory of the Massachusetts Institute of Technology, the Beth Israel Deaconess Medical Center, and Philips Healthcare. It contains real medical data from more than 50,000 adult patients in the ICU at the Beth Israel Deaconess Medical Center between 2001 and 2012 [8]. The PUMCH ICU database comprises the complete clinical data of patients admitted to the PUMCH ICU with a retrospective cohort of more than 20,000 ICU patients between 2013 and 2019.

Definition of Heparin Treatment Outcomes

We classified patients as subtherapeutic, normal therapeutic, and supratherapeutic according to their therapeutic activated partial thromboplastin time (aPTT) values after heparin treatment. We used the average aPTT value from 8 h to 24 h after the initial heparin infusion as the therapeutic aPTT value. Figure 1 shows the distributions of the aPTT values in the 2 data sets. Due to differences in the regions, patient characteristics, and treatment plans such as the step-by-step treatment pattern of PUMCH, the observed therapeutic aPTT distributions are quite different. Based on a previous study [14] and suggestions from clinicians, we adopted different definition ranges for the 2 data sets (Table 1). We then labelled each patient record with 1 of the 3 labels (subtherapeutic, normal therapeutic, and supratherapeutic), thereby converting the clinical outcome prediction task into a ternary classification task.
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Figure 1. The therapeutic activated partial thromboplastin time distributions in the 2 data sets. aPTT: activated partial thromboplastin time; MIMIC III: Multiparameter Intelligent Monitoring in Intensive Care III; PUMCH: Peking Union Medical College Hospital.

Table 1. Ranges of the therapeutic activated partial thromboplastin time classification of the 2 data sets.

<table>
<thead>
<tr>
<th>Activated partial thromboplastin time (time in seconds)</th>
<th>Multiparameter Intelligent Monitoring in Intensive Care III data set</th>
<th>Peking Union Medical College Hospital data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subtherapeutic activated partial thromboplastin time (s)</td>
<td>0-60</td>
<td>0-35</td>
</tr>
<tr>
<td>Normal therapeutic activated partial thromboplastin time(s)</td>
<td>60-100</td>
<td>35-45</td>
</tr>
<tr>
<td>Supratherapeutic activated partial thromboplastin time (s)</td>
<td>&gt;100</td>
<td>&gt;45</td>
</tr>
</tbody>
</table>

Feature Selection

According to evidence from related studies and experience from clinical practice, various clinical features affect heparin treatment outcomes [14], that is, the therapeutic aPTT. For example, creatinine in the blood is almost entirely filtered into the urine via glomerular filtration and its concentration is stable under normal circumstances. Therefore, creatinine concentration in the blood can be used as an indicator of renal function because it reflects the filtration function of glomeruli. Measurements of renal, hepatic, cardiac, and coagulation functions were included as features of interest. Aspartate aminotransferase (AST) and alanine aminotransferase (ALT) concentrations in the blood are sensitive to hepatocellular damage, and their ratio is an important indicator of liver function. Sequential organ failure assessment (SOFA) scores were included. Furthermore, the total heparin dosage, defined as the sum of the heparin doses administered within 8 h of the initial heparin infusion, is also considered as the affected factor of heparin treatment outcomes. Therefore, to optimize the model predictions, we selected clinical features of interest from the 2 data sets, including sex, ethnicity, admission type, age, weight, initial aPTT, creatinine, AST/ALT ratio (we used the ALT value instead for PUMCH since AST values were not routinely tested every time in PUMCH), several SOFA scores, and total heparin dosage, as shown in Table 2. We used the last aPTT measurement before heparin treatment as the initial aPTT value, and the laboratory tests and SOFA scores were those closest to the initial heparin injection time.
Table 2. Clinical features of interest chosen from the 2 data sets.

<table>
<thead>
<tr>
<th>Features</th>
<th>Multiparameter Intelligent Monitoring in Intensive Care III data set</th>
<th>Peking Union Medical College Hospital data set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td>Gender</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td>_a</td>
</tr>
<tr>
<td>Admission type</td>
<td></td>
<td>_</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Weight</td>
<td></td>
<td>Weight</td>
</tr>
<tr>
<td><strong>Laboratory tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial aPTT\textsuperscript{b} value</td>
<td></td>
<td>Initial aPTT value</td>
</tr>
<tr>
<td>Creatinine value</td>
<td></td>
<td>Creatinine value</td>
</tr>
<tr>
<td>AST/ALT\textsuperscript{c} ratio</td>
<td></td>
<td>Alanine aminotransferase value</td>
</tr>
<tr>
<td><strong>SOFA\textsuperscript{d} scores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coagulation SOFA score</td>
<td></td>
<td>Coagulation SOFA score</td>
</tr>
<tr>
<td>Liver SOFA score</td>
<td></td>
<td>Liver SOFA score</td>
</tr>
<tr>
<td>Cardiovascular SOFA score</td>
<td></td>
<td>Cardiovascular SOFA score</td>
</tr>
<tr>
<td>Renal SOFA score</td>
<td></td>
<td>Renal SOFA score</td>
</tr>
<tr>
<td>Medication</td>
<td>Total heparin dosage</td>
<td>Total heparin dosage</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Not available.
\textsuperscript{b}aPTT: activated partial thromboplastin time.
\textsuperscript{c}AST/ALT: aspartate aminotransferase/alanine aminotransferase.
\textsuperscript{d}SOFA: sequential organ failure assessment.

**Patient Inclusion Criteria**

The enrollment criteria were as follows: (1) patient’s age $\geq 18$ years, (2) patient underwent heparin treatment, and (3) the aPTT value was measured before and after heparin treatment. Based on the above criteria, we initially collected 6919 patient records from the MIMIC III database and 2152 patient records from the PUMCH database. For the MIMIC III database, we first removed some patient records whose aPTT data were unavailable. We then removed records with missing values for weight or the ratio of AST/ALT. Next, we removed patient records with values of continuous features outside the normal ranges, including weight, initial aPTT value, creatinine value, AST/ALT ratio, and total heparin dosage. According to the statistical definition of outliers [15], we calculated the mean value $\mu$ and standard deviation $\sigma$ of these features; the normal range includes values from $\max(0, \mu-3\sigma)$ to $\mu+3\sigma$. We therefore removed the individual records outside of this range. The normal ranges and number of outliers for each feature are listed in Multimedia Appendix 1. After this process, 3607 patient records remained. For the PUMCH database, after a similar data selection process (according to different recording methods such as the replacement of the AST/ALT ratio by the ALT value in the PUMCH database), we collected 1549 patient records as the study population of PUMCH. The details of the selection process are shown in Figure 2.
Figure 2. Study cohort selection workflow based on the inclusion and exclusion criteria. ALT: alanine aminotransferase; aPTT: activated partial thromboplastin time; AST: aspartate aminotransferase; MIMIC III: Multiparameter Intelligent Monitoring in Intensive Care III; PUMCH: Peking Union Medical College Hospital.

### Data Preprocessing

SOFA scores were missing in both data sets, and the 3 nearest neighbors algorithms were used to substitute the missing value with the mean of the 3 neighbors that was closest in terms of the Euclidean distance. The missing data imputation results are listed in Multimedia Appendix 2. We applied a one-hot encoder for the gender, ethnicity, and admission type features since these are categorical features. To avoid the occurrence of feature values that are too large for model training, we applied min-max normalization to all the continuous numerical features using the following formula:

$$ x = \frac{\text{value} - \text{min}}{\text{max} - \text{min}} $$

where $x$ denotes the values of all records for a fixed feature.

### Model Training

As validated in a previous study [11], a shallow neural network model works best from among several machine learning models for the heparin outcome prediction task. In this study, we used a fully connected shallow neural network model [16,17] to predict the therapeutic effect (subtherapeutic, normal therapeutic, or supratherapeutic) of patients after 8 hours of heparin treatment. This is a ternary classification task. Our artificial neural network consists of an input layer, an output layer, and 3 hidden layers. It is fully connected, which means that each neuron receives input from all the neurons in the previous layer and passes on the results to all the neurons in the next layer. The rectified linear unit function [18] was used as the activation function in order to increase the nonlinearity and improve the model efficiency. The number of neurons in the hidden layers was set at 32/64/24. The models for MIMIC III and PUMCH data sets are basically the same, except for slight differences in the input. We trained the model for 5000 epochs with a learning rate of 0.015. The fully connected neural network was built using TensorFlow (version 1.12.0). Each data set was divided into training (80%) and test (20%) sets, with the proportion of subtherapeutic records, normal therapeutic records, and supratherapeutic records being maintained. To validate the predictive performance of our model, 5-fold cross-validation was used on each data set.

### Heparin Dosage Recommendation

By using the neural network model described above, we can calculate the probability that a record belongs to each of the 3 categories (subtherapeutic, normal therapeutic, and supratherapeutic) with the softmax function [19]. For a subtherapeutic or supratherapeutic patient record $x$ and a possible dosage $\alpha$, we change the actual total heparin dosage of $x$ to $\alpha$ and defined $M(x, \alpha)$ to be the normal therapeutic probability after this changing. Then, we calculated $M(x, \alpha)$ by the softmax function shown below:

$$ M(x, \alpha) = \frac{e^{r \alpha}}{e^{r \alpha} + e^{s \alpha} + e^{t \alpha}} $$

where $r$, $s$, and $t$ are the outputs (a larger number means a higher probability of belonging to this category) of the neural network model for supratherapeutic, normal therapeutic, and supratherapeutic, respectively, after this changing. For this subtherapeutic or supratherapeutic patient record $x$, we provided a recommended total heparin dosage $\sigma(x)$ for $x$, which maximized the normal therapeutic probability. More specifically, we computed the recommended dosage using the following formula:

$$ \sigma(x) = \arg\max_{\alpha} M(x, \alpha) $$

where $\sigma$ denotes the set of all possible dosages. We believe that our recommended dosage is reasonable and that our model may improve the clinician’s judgement.
Model Evaluation

Model Performance Evaluation

The following measures, that is, precision, recall, F1 score, accuracy, and the kappa coefficient, were used to evaluate the capability of our ternary classification model [20,21]. Because the microaveraged precision, recall, and F1 score are all equal to accuracy, we only computed the accuracy, kappa coefficient, macroaveraged precision, recall, and F1 score to gauge the classification performance. For details, see the confusion matrix in Table 3 and the formulas below.

Table 3. The confusion matrix of our prediction.a

<table>
<thead>
<tr>
<th>Actual label</th>
<th>Prediction label</th>
<th>Normal therapeutic</th>
<th>Supratherapeutic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subtherapeutic</td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>Normal therapeutic</td>
<td>D</td>
<td>E</td>
<td>F</td>
</tr>
<tr>
<td>Supratherapeutic</td>
<td>G</td>
<td>H</td>
<td>I</td>
</tr>
</tbody>
</table>

aThis table was used to gauge the classification performance, as shown in the formulas.

Feature Importance Evaluation

To evaluate the importance of each feature in our shallow neural network model, we removed 1 feature at a time and then calculated the decline in the model accuracy. More specifically, the importance $E_i$ of the i-th feature $F_i$ can be calculated by the formula $E_i = A - A_i$, where $A$ is the model accuracy when all features are used and $A_i$ is the model accuracy after removing feature $F_i$. The features with higher $E_i$ values are more important to the model. We also used 5-fold cross-validation on each data set to improve the stability of the calculation.

Recommendation Result Evaluation

The recommendation dosage result was compared with the actual decision made by the clinicians in the retrospective database, and the corresponding dosage response in the clinical scenario was also evaluated to validate whether the actual dosage setting was optimal. When the actual dosage setting was subtherapeutic and our recommended dosage was higher or it was supratherapeutic and our recommended dosage was lower, then we believe our recommended dosage was reasonable. For example, for a patient with predicted subtherapeutic aPTT outcomes after 10,000 IUs of heparin treatment, if a model recommended that dosage is greater than 10,000 IUs, we considered the recommended dosage to be reasonable; if the model recommended dosage is less than 10,000 IUs, we considered the recommended dosage to be unreasonable.

Results

Patient Characteristics

Patient characteristics according to the therapeutic outcome after heparin injection in MIMIC III and PUMCH are shown in Table 4. Among the 3607 MIMIC III patients, 1718 (47.6%) showed aPPT values within the subtherapeutic range, 1266 (35.1%) had values within the normal therapeutic range, and 623 (17.3%) patients had values within the supratherapeutic range. Among the 1549 PUMCH patients, 434 (28.1%) had measured aPPT values within the subtherapeutic range, 754 (48.7%) had values within the normal therapeutic range, and 361 (23.3%) had values within the supratherapeutic range. For numeric features, the feature density distribution was generated to clarify whether the values were scattered or centered (Multimedia Appendix 3).
Table 4. Patient characteristics and selected features according to the therapeutic outcome after heparin injection.

<table>
<thead>
<tr>
<th>Data set, patient characteristics</th>
<th>Therapeutic range category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subtherapeutic</td>
</tr>
<tr>
<td>Multiparameter Intelligent Monitoring in Intensive Care III database (n=3607)</td>
<td>1718</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.4 (14.2)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>84.5 (21.8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1068 (62.2)</td>
</tr>
<tr>
<td>Female</td>
<td>650 (37.8)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1223 (71.2)</td>
</tr>
<tr>
<td>Black</td>
<td>98 (5.7)</td>
</tr>
<tr>
<td>Latin</td>
<td>42 (2.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>24 (1.4)</td>
</tr>
<tr>
<td>Others</td>
<td>331 (19.3)</td>
</tr>
<tr>
<td>Admission type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Elective</td>
<td>189 (11.0)</td>
</tr>
<tr>
<td>Emergency</td>
<td>1474 (85.8)</td>
</tr>
<tr>
<td>Urgent</td>
<td>55 (3.2)</td>
</tr>
<tr>
<td>Initial aPTT&lt;sup&gt;a&lt;/sup&gt; value (s), mean (SD)</td>
<td>39.5 (22.0)</td>
</tr>
<tr>
<td>Creatinine value (mg/dL), mean (SD)</td>
<td>1.4 (1.0)</td>
</tr>
<tr>
<td>AST/ALT&lt;sup&gt;b&lt;/sup&gt; ratio, mean (SD)</td>
<td>1.6 (1.1)</td>
</tr>
<tr>
<td>Coagulation SOFA&lt;sup&gt;c&lt;/sup&gt; score, mean (SD)</td>
<td>0.5 (0.8)</td>
</tr>
<tr>
<td>Liver SOFA score, mean (SD)</td>
<td>0.4 (0.8)</td>
</tr>
<tr>
<td>Cardiovascular SOFA score, mean (SD)</td>
<td>1.5 (1.2)</td>
</tr>
<tr>
<td>Renal SOFA score, mean (SD)</td>
<td>0.8 (1.1)</td>
</tr>
<tr>
<td>Total heparin dosage (IUs), mean (SD)</td>
<td>8449.7 (6773.0)</td>
</tr>
<tr>
<td>Peking Union Medical College Hospital (n=1549)</td>
<td>434</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>55.1 (15.9)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>68.1 (12.6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>256 (59.0)</td>
</tr>
<tr>
<td>Female</td>
<td>178 (41.0)</td>
</tr>
<tr>
<td>Initial aPTT value (s), mean (SD)</td>
<td>29.5 (5.5)</td>
</tr>
<tr>
<td>Creatinine value (μmol/L), mean (SD)</td>
<td>107.4 (73.7)</td>
</tr>
<tr>
<td>Alanine aminotransferase value (unit/L), mean (SD)</td>
<td>45.1 (91.7)</td>
</tr>
<tr>
<td>Coagulation SOFA score, mean (SD)</td>
<td>0.9 (0.9)</td>
</tr>
<tr>
<td>Liver SOFA score, mean (SD)</td>
<td>0.6 (0.8)</td>
</tr>
<tr>
<td>Cardiovascular SOFA score, mean (SD)</td>
<td>2.9 (1.6)</td>
</tr>
<tr>
<td>Renal SOFA score, mean (SD)</td>
<td>0.5 (0.9)</td>
</tr>
<tr>
<td>Total heparin dosage (IU/kg), mean (SD)</td>
<td>7.5 (4.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>aPTT: activated partial thromboplastin time.

<sup>b</sup>AST/ALT: aspartate aminotransferase/alanine aminotransferase.
Model Performance

We divided each data set into a training (80%) set and test (20%) set. The proportions of each therapeutic level after dividing the data sets are listed in Multimedia Appendix 4. The shallow neural network model was trained and tested on a retrospective cohort of MIMIC III and PUMCH. The model performance results are listed in Table 5. For both data sets, our model achieved an accuracy of over 0.89, a kappa coefficient of over 0.82, and a macroaveraged F1 score of over 0.88. The results reflect the stable performance of the fully connected shallow neural network model and suggest that our model has generalizability for different databases.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Multiparameter Intelligent Monitoring in Intensive Care III data set</th>
<th>Peking Union Medical College Hospital data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.891</td>
<td>0.926</td>
</tr>
<tr>
<td>Kappa coefficient</td>
<td>0.823</td>
<td>0.882</td>
</tr>
<tr>
<td>Macroaveraged precision</td>
<td>0.890</td>
<td>0.931</td>
</tr>
<tr>
<td>Macroaveraged recall</td>
<td>0.884</td>
<td>0.920</td>
</tr>
<tr>
<td>Macroaveraged F1 score</td>
<td>0.887</td>
<td>0.925</td>
</tr>
</tbody>
</table>

Feature Importance

Figure 3 illustrates the importance of each feature in the development of our predictive model. The features are colored group-wise according to the categories listed in Table 2. A higher value indicates greater significance of the feature in the model. From the feature importance evaluation results, we conclude that the key features are basically the same in the 2 data sets but that their rankings differ slightly. For the MIMIC III data set, the total heparin dosage is the most influential model factor; weight, initial aPTT value, creatinine value, and age are key features and contributed substantially to the model. For the PUMCH data set, the highest impact feature is the initial aPTT value; total heparin dosage, age, weight, and creatinine are also important features for construction of the model. Ethnicity, SOFA scores, and gender have relatively small effects on the model in both data sets. Overall, the feature contribution analysis results are relatively consistent with clinical experience.
Evaluation Results of Recommended Heparin Dosage

We compared our recommended dosage with the actual dosage for subtherapeutic samples (MIMIC III: n=1718; PUMCH: n=434) and supratherapeutic samples (MIMIC III: n=623; PUMCH: n=361). For 72.2% (1240/1718) of the subtherapeutic samples in MIMIC III and 64.7% (281/434) of the subtherapeutic samples in PUMCH, our model recommended a higher heparin dosage than the clinicians did. Moreover, for 80.9% (504/623) of the supratherapeutic samples in MIMIC III and 76.7% (277/361) of the supratherapeutic samples in PUMCH, our model recommended a lower heparin dosage than the clinicians did. In Figure 4, the solid yellow, green, and red in the inner circles represent the subtherapeutic, normal, and supratherapeutic samples, respectively. The same shaded colors
in the outer ring indicate that the recommended therapeutic state matches the inner circle, whereas fine green bars in the outer ring indicate the recommendation to increase the heparin dosage in subtherapeutic samples and to decrease the heparin dosage in supratherapeutic samples. The model recommendations may improve heparin treatment outcomes and may effectively reduce the time to optimal dosage in the clinical setting.

Figure 4. Recommend heparin dosage results in the MIMIC III (A) and PUMCH (B) data sets. MIMIC III: Multiparameter Intelligent Monitoring in Intensive Care III; PUMCH: Peking Union Medical College Hospital.

Discussion

Principal Results

In this study, we used a validated shallow neural network model for the clinical scenario of UFH infusion, which is commonly applied in the treatment and prevention of venous thromboembolism. To our knowledge, our study is the first practical validation of a machine learning–based model in the area of medication dosing optimization. We demonstrated the feasibility and efficiency of the proposed model in MIMIC III and in a local critical care database in a Chinese tertiary teaching hospital. Based on the calculated probabilities of individual circumstances, we proposed a UFH dosage recommendation for each record, and the comparison results show that the predicted recommended dosage can satisfactorily match the clinical practice.

Comparison With Prior Work

As described in a previous study by Ghassemi using the MIMIC II database [14], a large variation appears in the initial dosing and the corresponding aPTT response, which suggests an underlying discrepancy in both the interprovider practice and patient factors. In the clinical scenario, to avoid this deviation and subsequent fluctuations and treatment-related risks, in our local practice, instead of empirically setting an initial dosage, a step-by-step pattern was adopted. The applicable dosing level was determined according to a series of continuously monitored aPTT results. Therefore, in this study, we used the steady state aPTT value after 8 h of heparin treatment instead of a single value. The results show that the machine learning–based model can effectively predict the aPTT response after the initial dosing and in a step-by-step pattern, which can contribute to decreasing the duration of the therapeutic regime and avoiding treatment-related risks. In our previous work, we demonstrated that the shallow neural network algorithm performed best compared to algorithms such as extreme gradient boosting, adaptive boosting, and support vector machine [11]. Based on our local clinical database and modified treatment pattern, we validated our previously developed model and demonstrated the applicability of this machine learning–based algorithm for UFH treatment. Despite having trained the machine learning models in our previous study on 2 public data sets, which mainly come from the well-known MIMIC and electronic ICU databases, they may not be generalizable to other institutions and populations. Nevertheless, our experience has shown that in a specific clinical scenario, the models can be smoothly migrated to a new data set after retraining, which reflects the flexibility and simplicity of machine learning algorithms. It is worth noting that validation on different data sets demonstrates the generalizability of the model, but the model will not necessarily have the same set of coefficients for each data set. The interpretability problem remains an issue in the application of machine learning algorithms to the clinical setting. Interpretability can contribute to a physician making decisions based on numerous clinical variables rather than simply providing a prediction or description [22]. In this study, we...
calculated the importance of each feature in the shallow neural network model. As shown in Figure 3, the total heparin dosage, weight, initial aPTT value, creatinine value, and age are the 5 most important features for both data sets, although their specific ordering differs between data sets. In addition, as shown in Table 4, the average total heparin dosage increased successively from the subtherapeutic patients to the normal therapeutic patients and then to the supratherapeutic patients. It is reasonable that older age, lesser weight, and higher creatinine level tend to lead to supratherapeutic dosing. Conversely, younger age, higher weight, and lower creatinine level tend to lead to subtherapeutic dosing. This is consistent with clinical experience and can provide some practical support for clinicians. The feature importance analysis not only describes how the model works to a certain extent but can also prompt clinicians to pay more attention to important clinical variables. Although artificial neural network models are often regarded as black box models, we believe that the analysis and interpretation of these models will help understanding the model.

For each subtherapeutic or supratherapeutic patient, we recommended a total heparin dosage through the model. It is unreasonable to evaluate the recommended dosage with the model itself; therefore, we evaluated the rationality of the recommended dosage by comparing with the actual dosage given by the clinicians. It is noteworthy that in the MIMIC III data set, since the total heparin dosage is the most important feature, it contributed most to reasonable heparin dosage recommendation. In contrast, for the PUMCH data set, since the initial aPTT value is the most important feature and the total heparin dosage is relatively less important, the evaluation results of reasonable recommended heparin dosage are slightly low, as shown in Figure 4. Furthermore, the recommendation dosage results were initially evaluated in this study. For example, recommending increased dosage to subtherapeutic patients is evaluated as improved outcome; however, the recommended dosage may not definitely lead to a normal heparin treatment outcome—it may also lead to a supratherapeutic condition. We will further improve the evaluation method in our future studies.

Limitations
This study has several limitations. First, our study was limited by its retrospective nature and the sources of the data. The performance of this machine learning–based model should be validated in clinical practice in order to provide valuable suggestions for treatment. Therefore, in addition to model optimization and cross-validation using more clinical databases, a well-designed, prospective, crossover clinical study should be performed. Second, our results were limited by the size of the populations in the clinical databases; a larger cohort might contribute to more accurate predictions and more precise recommendations for the steady dosing level. Considering the similarity of the data and logical structure, other clinical scenarios such as therapeutic drug monitoring, homeostasis balancing, and blood transfusion control could be appropriate applications of this model. Third, as described above, considering the different time span, treatment pattern, and patient characteristics of the MIMIC III and PUMCH clinical databases, such as 2 feature sets are not completely consistent, the optimal dosing level and the corresponding aPTT results differ in the 2 data sets. Nevertheless, these disparities did not cause the dose-effect relationship to differ in either the clinical practice or the machine learning algorithm, as demonstrated by the model performance and feature importance results. Although input features need to be adjusted or preprocessed when applied to the other data set, we still regarded that the prediction model and recommendation method provide a machine learning solution when applied to heparin outcome prediction and decision-making clinical scenarios. Furthermore, from the perspective of model development, our fully connected shallow neural network model is currently a static model that does not make use of dynamic time series data. In addition, we have not incorporated other available relevant features into the model, such as medical history, comorbidities, surgery history, and intake of medications other than heparin. In the future, with the goal of achieving better predictions of the outcome of heparin treatment and recommending more reasonable heparin dosages, we will build a dynamic model such as a recurrent neural network or a long short-term memory model and incorporate more features.

Conclusions
Based on the machine learning model trained and validated in our previous work, this study aimed to further validate the model and its shallow neural network in a local clinical setting. We found that the data-driven machine learning method could be used effectively in the clinical scenario of UFH treatment with a step-by-step dosage pattern. The results provide support for predicting UFH treatment outcomes and recommending optimal UFH dosing to clinicians. We also evaluated the importance of each model feature to aid in the interpretation and understanding of the machine learning model.
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Abstract
Background: The study of doctor-patient-computer interactions is a key research area for examining doctor-patient relationships; however, studying these interactions is costly and obtrusive as researchers usually set up complex mechanisms or intrude on consultations to collect, then manually analyze the data.

Objective: We aimed to facilitate human-computer and human-human interaction research in clinics by providing a computational ethnography tool: an unobtrusive automatic classifier of screen gaze and dialogue combinations in doctor-patient-computer interactions.

Methods: The classifier’s input is video taken by doctors using their computers’ internal camera and microphone. By estimating the key points of the doctor’s face and the presence of voice activity, we estimate the type of interaction that is taking place. The classification output of each video segment is 1 of 4 interaction classes: (1) screen gaze and dialogue, wherein the doctor is gazing at the computer screen while conversing with the patient; (2) dialogue, wherein the doctor is gazing away from the computer screen while conversing with the patient; (3) screen gaze, wherein the doctor is gazing at the computer screen without conversing with the patient; and (4) other, wherein no screen gaze or dialogue are detected. We evaluated the classifier using 30 minutes of video provided by 5 doctors simulating consultations in their clinics both in semi- and fully inclusive layouts.

Results: The classifier achieved an overall accuracy of 0.83, a performance similar to that of a human coder. Similar to the human coder, the classifier was more accurate in fully inclusive layouts than in semi-inclusive layouts.

Conclusions: The proposed classifier can be used by researchers, care providers, designers, medical educators, and others who are interested in exploring and answering questions related to screen gaze and dialogue in doctor-patient-computer interactions.

(J Med Internet Res 2021;23(5):e25218) doi:10.2196/25218
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Introduction

Background

Doctor-patient communication is a combination of verbal and nonverbal expressions and can affect patient satisfaction, adherence, disclosure, and outcomes [1-8]. Health communication researchers have examined various aspects of clinician-patient verbal interactions, such as the content of the clinician’s speech and their voice tone [5,9] and the intent that an utterance has in communication [10]. Various nonverbal aspects have also been examined, such as facial expressions, eye contact, body posture, fluency [5,11], and the physical distance between clinicians and patients [12]. With the widespread adoption of electronic medical record systems, computers have become an integral part of clinics. As a result, the traditional 2-way doctor-patient relationship has been replaced by a triadic relationship among doctor, patient, and computer [13]. The use of electronic medical record systems during consultations has been shown to affect doctor-patient verbal [14] and nonverbal [2] communication, and consequently, doctor-patient relationships both positively and negatively [15,16]. Accordingly, the study of doctor-patient-computer interactions has become a key research area for examining doctor-patient relationships [17].

Doctor-Patient-Computer Interactions

Multiple studies, mainly in primary care settings, noted that doctor-patient communication is affected [18-25] and even shaped [26] by the use of computers during clinical encounters. The use of computers was shown to modify or amplify doctors’ verbal and nonverbal behaviors [16,21,27-29] that are essential to avoid communication failures and to have effective doctor-patient communication [20]. Examples of negative verbal and nonverbal behaviors that could be amplified by the use of a computer include lack of eye contact, deficient active listening, avoidance, and interruption [30-32].

In addition to studying the effect of computer use on doctor-patient interactions, multiple studies [25,33] examined factors that affect the way these computers are used. Pearce et al [34] described the overarching styles and behaviors of doctors, patients, and computers by studying the orientation of the general practitioners’ and patients’ bodies as well as their conversations. Chan et al [35] found that doctors spent 50% less time using computers in examinations with psychological components than in examinations with no psychological components. Lanier et al [36] found that consultation content, physicians’ gender and level of experience, and whether the consultation was new or a follow-up were modestly related to the way physicians used the computer in primary care settings.

Computational Ethnography Inside Clinics

Researchers studying doctor-patient-computer interactions need to identify which interactions are taking place during the consultations. To do so, researchers have used qualitative methods such as taking notes during live observations [31,37], conducting interviews [37,38], administering questionnaires [39], and sending unannounced standardized patients to collect information [40] and quantitative methods such as videotaping consultations and manually coding the videos [36,41,42] or setting up complex mechanisms for automatic data collection and analysis inside the clinics [43]. Methods that include direct observations are likely to generate more accurate data than clinician or patient reports; however, direct observations are costly in terms of time and human resources, may be obtrusive in a clinical environment, and may cause the participants to knowingly or unknowingly alter their behavior (because of the presence of an observer) [44]. Moreover, they present privacy and ethical concerns for patients and doctors such as concerns about data security and anonymization; changes to the research question that make it different from the one described in initial consent forms, and researchers’ inability to take into account all nonpublic information or situations that will be accessed [45].

Given recent technological advancements, computational ethnography has been proposed as an alternative method for studying doctor-patient-computer interaction in depth. Computational ethnography was defined as a new family of methods for conducting human-computer interaction studies in health care settings by using “automated and less obtrusive (or unobtrusive) means for collecting in situ data reflective of real end users’ actual, unaltered behaviors using a software system or a device in real-world settings [46].”

Recently, a number of tools that automate the measurement and analysis of specific behaviors in clinical settings were proposed and evaluated: Hart et al. [47] proposed and validated an automated video analysis tool to measure the synchrony and dominance in doctor-patient interactions by analyzing the cross-correlation of the kinetic energy and the frequency spectrum of their motion [47]. Gutstein et al reported developing a system that automatically learns the physician's gaze using their hand positioning [48] or body positioning and optical flow [49]. Weibel et al [43] introduced a solution that enables the capture of multimodal activity in clinical settings [43] to support computational ethnography studies in clinics. Their solution combined computer logging functionality, body motion tracking, audio detection, and eye tracking. By synchronizing data from these sensors, Weibel et al [43] were able to detect the person talking, whether the doctor is looking at the screen, the amount of gesturing, the cognitive load, information searching behavior, workflow interruptions, and the amount of computer activity; however, their solution had some limitations. First, the accuracy of the automatic classification was not reported. Second, they noted that the use of Kinect presents some limitations such as the need to set up the machine, Kinect’s inability to reidentify a body once it re-enters the scene, and the occasional transfer of skeletal tracking from human to nonhuman objects. Third, to detect the person who was talking, a Dev-Audio Microcone [50] was used. This means that such a tool may not fit the needs of people looking for a cheap and portable solution with a known robustness level. In this case, recent advancements in pose and voice activity detection algorithms could address some of these limitations. For video consultations, Faucett et al [51] created ReflectLive, a tool that provides real-time feedback to clinicians about speaking contributions, interruptions, eye gaze, and face position. ReflectLive [51] uses an open-source library for audio analysis and a commercial Javascript-based computer-vision...
face-tracking software for visual analysis. The real-time feedback provided by ReflectLive was evaluated in terms of its usefulness to the clinicians, but the feedback’s accuracy was not reported.

Currently, there are few truly robust and unobtrusive computational ethnography tools for clinical settings, as most tools require researchers to add external artifacts into the clinical environment. Moreover, to our knowledge, none of the existing tools is freely available to the public. To enable human-computer and human-human interaction studies in clinical settings, there is a need for publicly available, robust, unobtrusive, and automated tools for detecting and classifying doctor-patient-computer interactions.

**Aims**

We aimed to provide a public, robust, unobtrusive, privacy-ensuring, and automated tool for detecting and classifying screen gaze and dialogue in doctor-patient-computer interactions. We chose to focus on screen gaze and dialogue due to recent advancements in machine learning that render the automatic and accurate estimation of pose and voice activity possible.

**Methods**

**Overview**

The purpose of the classifier (Figure 1) was to detect the following interactions: (1) screen gaze and dialogue: doctor gazing at the computer screen while having a conversation with the patient; (2) dialogue: doctor conversing with the patient while looking away from the computer screen, or (3) screen gaze: doctor gazing at the computer screen without conversing with the patient. Any other type of interaction in which the doctor and the patient were not having a conversation and the doctor is not gazing at their computer screen were considered out of scope.

The code of the proposed classifier is publicly available [52] and can be used by researchers, care providers, designers, medical educators, and others who are interested in exploring and answering questions related to screen gaze and dialogue combinations in doctor-patient-computer interactions.

**Figure 1. Overview of the classification process. EMR: electronic medical record.**

**Screen Gaze Classifier**

The purpose of the screen gaze classifier was to detect when the doctor’s gaze was aimed at the computer screen. The input of the classifier was the video captured by the doctor’s computer camera and the output was a binary classification: *no screen gaze* or *screen gaze*.

We used the pose estimation library OpenPose [53] as a tool to detect the coordinates of key points of the doctor’s face. OpenPose is an open-source library that allows real-time multiperson key point detection for body, face, hands, and feet. We extracted the coordinates of the doctor’s eyes ($x_{\text{LeftEye}}$, $y_{\text{LeftEye}}$), ($x_{\text{RightEye}}$, $y_{\text{RightEye}}$), ears ($x_{\text{LeftEar}}$, $y_{\text{LeftEar}}$), ($x_{\text{RightEar}}$, $y_{\text{RightEar}}$), and nose ($x_{\text{Nose}}$, $y_{\text{Nose}}$), and using the coordinates, we assumed that the doctor’s gaze was targeting the computer screen if (1) the location of both the doctor’s ears could be estimated, and (2) the doctor’s nose was centered between the eyes. For the second condition, we allowed a tolerance equal to half the distance between the 2 eyes. We assessed these criteria (Figure 2) using the following equations for each frame in the video:

$$\text{distance between the 2 eyes} = \sqrt{(x_{\text{RightEye}} - x_{\text{LeftEye}})^2 + (y_{\text{RightEye}} - y_{\text{LeftEye}})^2}$$

Then we assigned to each 0.5-second interval of video the most frequent classification of its corresponding frames. This results in a binary classification (no screen gaze, screen gaze) for each 0.5 seconds of video.
Dialogue Classifier

The purpose of the dialogue classifier was to detect when the doctor and patient were engaging in conversation. The input of the classifier was the audio captured by the doctor’s computer’s microphone, and the output was a binary classification of the doctor-patient conversation: no dialogue or dialogue.

We used a library based on the webRTC voice activity detection engine (an open source project maintained by the Google WebRTC team [54]). The voice activity detection library allows the detection of voice activity in an audio file by processing audio segments and estimating the probability in each segment.

We set the length of each audio segment to 5 milliseconds, which we found to offer the best results through trial and error. We set the voice activity detection to its highest aggressiveness mode in order to increase the probability of filtering out nonspeech. We assigned to each 0.5-second interval of audio the most frequent classification of its corresponding segments. This results in a binary classification (no dialogue, dialogue) for each 0.5 seconds of audio.

Classifier of Screen Gaze and Dialogue Combinations

By combining the results of the screen gaze classifier and the dialogue classifier described above, we classify doctor-patient-computer interactions into 4 different classes (Table 1). The Screen Gaze and Dialogue (SG+D) class defines interactions wherein the doctor is gazing at the computer screen while conversing with the patient. The Dialogue (D) class defines interactions wherein the doctor is looking away from the computer screen and conversing with the patient, and the Screen Gaze (SG) class defines interactions where the doctor is gazing at the computer screen and not conversing with the patient. An interaction wherein the doctor is neither looking at the computer screen nor conversing with the patient is classified as Other. For each 0.5 seconds of video, the interactions classifier assigns 1 of the 4 classes.

<table>
<thead>
<tr>
<th>Components</th>
<th>Class</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen gaze</td>
<td>Dialogue</td>
<td>Screen Gaze + Dialogue</td>
</tr>
<tr>
<td>No screen gaze</td>
<td>Dialogue</td>
<td>Screen Gaze</td>
</tr>
<tr>
<td>Screen gaze</td>
<td>No dialogue</td>
<td>Screen Gaze</td>
</tr>
<tr>
<td>No screen gaze</td>
<td>No dialogue</td>
<td>Other</td>
</tr>
</tbody>
</table>

Evaluation of the Classifier

We considered 2 clinical layouts in our evaluation: a semi-inclusive layout, where the patient is seated next to the computer desk, and a fully inclusive layout, where the patient is seated next to the doctor and facing the computer desk (Figure 3). The data that we used to evaluate our classifier consisted of 10 videos provided by 5 physicians. Each physician provided 2 videos—one video simulating a consultation in a fully inclusive layout and 1 video simulating a consultation in a semi-inclusive layout. Each video was approximately 3 minutes long.

Figure 3. (a) Semi-inclusive and (b) fully inclusive layouts were considered in the evaluation. C: computer; D: doctor; P: patient.
For ground truth data, each video was initially annotated by a human coder. The coder assigned 1 of the 4 interaction classes to each 0.5 seconds of video. The coder reviewed the videos several times and refined the initial annotations until they were satisfied.

To evaluate the classifier, we compared the classifier’s performance to that of a different human coder. This second coder was allowed to go through the video only once. This was to simulate a real-world scenario of video coding assigned to an external coder. The performance of the classifier and that of the second human coder were assessed in relation to the ground truth data (generated by the first coder).

The overall performance reflects the performance over the 10 videos including 5 videos in a semi-inclusive layout and 5 videos in a fully inclusive layout. The performances were assessed using an overall accuracy measure in addition to measures of precision, recall, F1 scores for each class. For each class, the support number (ie, the number of its occurrences in the ground truth data set) is reported. Weighted scores of precision, recall, and F1 scores, where the weight of a class is proportional to its support, were also measured. Difference in performance between the classifier and the human coder were assessed using 2-tailed independent t tests with P values <.05 considered statistically significant. We first report the overall performance, which reflects the performance over the 10 videos. Then, we separately report the performances over the 5 videos in a semi-inclusive layout and the 5 videos in a fully inclusive layout.

Results

Overall Performance

Table 2 shows the overall performances of the classifier and the human coder. The classifier showed a slightly lower overall accuracy than the coder (classifier: 0.83; human coder: 0.85); however, there was no significant difference between the accuracy of the classifier and that of the human coder (t_{18}=0.6, P=.55).

The F1 scores of both the classifier and the coder were better when classifying SG+D (classifier: 0.81; human coder: 0.81) and D (classifier: 0.89; human coder: 0.90) than that when classifying SG (classifier: 0.63; human coder: 0.55) and Other (classifier: 0.35; human coder: 0.36) interactions. Since the D class and the SG+D class were the most frequent interactions (D: 2415/3921, 62%; SG+D: 1189/3921, 30%), the overall accuracies mainly reflect performances for these 2 classes.

Confusion matrices for overall performance (Figure 4) show that the classifier and the coder had similar patterns. Both mistook SG+D for D and vice versa, SG for SG+D, and Other for D interactions. The main difference between the classifier and the coder is that the classifier tended to mistake D for Other interactions, whereas the coder tended not to.

Table 2. Overall performance of the classifier.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Classifier</th>
<th></th>
<th></th>
<th>Human coder</th>
<th></th>
<th></th>
<th>Support, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Accuracy</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
</tr>
<tr>
<td>All</td>
<td>—</td>
<td>—</td>
<td>0.83</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SG+D</td>
<td>0.79</td>
<td>0.82</td>
<td>0.81</td>
<td>—</td>
<td>0.78</td>
<td>0.84</td>
<td>0.81</td>
</tr>
<tr>
<td>D</td>
<td>0.92</td>
<td>0.86</td>
<td>0.89</td>
<td>—</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>SG</td>
<td>0.64</td>
<td>0.63</td>
<td>0.63</td>
<td>—</td>
<td>0.71</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td>Other</td>
<td>0.24</td>
<td>0.67</td>
<td>0.35</td>
<td>—</td>
<td>0.35</td>
<td>0.38</td>
<td>0.36</td>
</tr>
</tbody>
</table>
| Weighted score | 0.85 | 0.83 | 0.84 | — | 0.85 | 0.85 | 0.84 | —

aNot calculated or not applicable.
bSG+D: Screen Gaze and Dialogue.
cD: Dialogue.
dSG: Screen Gaze.

Figure 4. (a) Classifier and (b) human coder confusion matrices for overall performance. D: Dialogue; SG: Screen Gaze; SG+D: Screen Gaze + Dialogue.
Performance in a Semi-inclusive Layout

Table 3 shows the performances of the classifier and human coder for a semi-inclusive layout. The classifier had a slightly lower accuracy than the coder (classifier: 0.80; human coder: 0.83); however, there was no significant difference between the accuracy of the classifier and that of the human coder in the semi-inclusive layout ($t_8=1.04, P=0.32$).

Both the classifier and the coder performed well when classifying D (classifier: F1 score 0.86; human coder: F1 score 0.88) and SG+D (classifier: 0.79; human coder: 0.82) interactions. The classifier had a slightly better F1 score than the coder when detecting SG (classifier: 0.47; human coder: 0.45), but both the classifier and the coder had low F1 scores when classifying Other interactions (classifier: 0.24; human coder: 0.21). The D and the SG+D classes had the most support (D: 1157/1958, 59%; SG+D: 702/1958, 36%) thus the overall accuracies mainly reflect performances for these 2 classes.

Confusion matrices of the classifier and the human coder (Figure 5) for a semi-inclusive layout show somewhat similar patterns for the classifier and the coder. Both mostly mistook D for SG+D and vice versa. The classifier tended to mainly mistake SG for SG+D, whereas the coder mistook SG for Other interactions as well. Finally, the coder exceedingly mistook Other for D.

Table 3. Performance of the classifier in a semi-inclusive layout.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Classifier</th>
<th>Human coder</th>
<th>Support, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
</tr>
<tr>
<td>All</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SG+D</td>
<td>0.76</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>D</td>
<td>0.92</td>
<td>0.80</td>
<td>0.86</td>
</tr>
<tr>
<td>SG</td>
<td>0.40</td>
<td>0.57</td>
<td>0.47</td>
</tr>
<tr>
<td>Other</td>
<td>0.16</td>
<td>0.50</td>
<td>0.24</td>
</tr>
<tr>
<td>Weighted score</td>
<td>0.83</td>
<td>0.80</td>
<td>0.81</td>
</tr>
</tbody>
</table>

aNot calculated or not applicable.
bSG+D: Screen Gaze and Dialogue.
cD: Dialogue.
dSG: Screen Gaze.

Figure 5. (a) Classifier and (b) human coder confusion matrices for semi-inclusive layout. D: Dialogue; SG: Screen Gaze; SG+D: Screen Gaze + Dialogue.

Performance in a Fully Inclusive Layout

Table 4 shows the performances of the classifier and the human coder in a fully inclusive layout. The classifier and the coder showed similar accuracy (both equal to 0.86), and there was no significant difference between the accuracy of the classifier and that of the human coder for a fully inclusive layout ($t_8=0.43, P=0.67$).

The classifier and the coder had good F1 scores when classifying D (classifier: 0.92; human coder: 0.93) and SG+D (classifier: 0.83; human coder: 0.80). The classifier performed better than the coder for the SG class (classifier: 0.73; human coder: 0.59), but worse for Other interactions (classifier: 0.42; human coder: 0.52). The D and SG+D classes had the most support (D: 1268/1963, 65%; SG+D: 487/1963, 25%), thus the overall accuracy mainly reflects the performance for these 2 classes.

Confusion matrices of the classifier and the human coder (Figure 6) for a fully inclusive layout show similar patterns for the classifier and the coder. Both mostly mistook SG+D for D, SG for SG+D, and Other interactions for D; however, the classifier tended to mostly mistake D for Other interactions, whereas the coder mostly mistook Other for D.

Figure 6. (a) Classifier and (b) human coder confusion matrices for fully inclusive layout. D: Dialogue; SG: Screen Gaze; SG+D: Screen Gaze + Dialogue.
Table 4. Performance of the classifier in a fully inclusive layout.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Classifier</th>
<th>Human coder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>All</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SG+Db</td>
<td>0.86</td>
<td>0.81</td>
</tr>
<tr>
<td>Dc</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>SGd</td>
<td>0.83</td>
<td>0.65</td>
</tr>
<tr>
<td>Other</td>
<td>0.29</td>
<td>0.78</td>
</tr>
<tr>
<td>Weighted score</td>
<td>0.88</td>
<td>0.86</td>
</tr>
</tbody>
</table>

aNot calculated or not applicable.
bSG+D: Screen Gaze and Dialogue.
cD: Dialogue.
dSG: Screen Gaze.

Figure 6. (a) Classifier and (b) human coder confusion matrices for fully inclusive layout. D: Dialogue; SG: Screen Gaze; SG+D: Screen Gaze + Dialogue.

Transitions Between Doctor-Patient-Computer Interactions

We found that many errors in the classifications (for both the human coder and our classifier) were due to slight time inconsistencies during transitions. To confirm this hypothesis, we conducted an analysis of the transitions between the interactions. Table 5 reports the frequency of each transition in the ground truth data and shows that most transitions happen from D to SG+D and vice versa. We define a transition timing error as a temporal shift of 0.5 to 1 seconds between the ground truth and the classification. We only included transitions that were preceded and followed by a continuous type of interaction for at least 1.5 seconds. Table 6 reports the absolute and relative number of errors that can be attributed to early or late coding of transitions. We think these errors can be overlooked for any practical purpose.
Table 5. Transitions in ground truth data.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Semi-inclusive, n</th>
<th>Fully inclusive, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>From SG+D*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...to Db</td>
<td>103</td>
<td>65</td>
</tr>
<tr>
<td>...to SGc</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>...to Other</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>From D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...to SG+D</td>
<td>104</td>
<td>67</td>
</tr>
<tr>
<td>...to SG</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>...to Other</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>From SG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...to SG+D</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>...to D</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>...to Other</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>From Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...to SG+D</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>...to D</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>...to SG</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

*SG+D: Screen Gaze and Dialogue.

bD: Dialogue.

cSG: Screen Gaze.

Table 6. Transition-related errors.

<table>
<thead>
<tr>
<th>Layout</th>
<th>Classifier</th>
<th>Human coder</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total errors, n</td>
<td>Transition errors, n (%)</td>
<td>Total errors, n</td>
<td>Transition errors, n (%)</td>
</tr>
<tr>
<td>Semi-inclusive</td>
<td>400</td>
<td>65 (16.2)</td>
<td>329</td>
<td>73 (22.2)</td>
</tr>
<tr>
<td>Fully inclusive</td>
<td>272</td>
<td>45 (16.5)</td>
<td>274</td>
<td>61 (22.3)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

We developed an unobtrusive, inexpensive, and automatic classifier of screen gaze and dialogue combinations in doctor-patient-computer interactions. The classifier was evaluated in 2 clinical layouts, semi-inclusive and fully inclusive, and had a performance similar to that of a human coder with an overall accuracy of 0.83. The proposed classifier is unobtrusive since it does not require additional setup in the clinic and only requires that doctors record video using their computer’s internal microphone and camera. The proposed classifier is an inexpensive solution since it is built using open-source tools and takes advantage of the internal camera and microphone built into most available computing devices. Finally, the video can be locally processed, thus reducing the risks of handling private and sensitive data off the clinic’s premises, and ensuring that no collateral data are collected and used for purposes other than those initially consented to by the participants.

Both the classifier and the coder had better accuracies in a fully inclusive layout (both equal to 0.86) than in the semi-inclusive layout (classifier: 0.80; human coder: 0.83). The difference in performance can be attributed to the different postures that the doctor maintains when interacting in the 2 clinic layouts. In the fully inclusive layout, the doctor has to rotate their head a full 90 degrees away from the screen in order to gaze at the patient, whereas in semi-inclusive scenarios, the head rotation angle is smaller; therefore, it is easier to make distinctions between the interactions in a fully inclusive layout.

Both the classifier and the coder confused SG+D interactions and D interactions. Some instances occurred when classifying near transitions between interactions. Indeed, our analysis showed that 16.4% of the classifier’s errors (110/672) and 22.2% of the human coder’s errors (134/603) were early or delayed markings of transitions, which can be overlooked in practical use-cases. Unlike the human coder, the classifier tended to mistake D for Other interactions (i.e., the doctor is neither looking at the screen nor conversing with the patient). This may be attributed to the fact that human coders overlook small moments of silence and regard them as response offsets that are due to turn-taking in the conversation [55] or lapses that are expected...
in multiactivity settings [56,57], whereas our classifier classifies them as an absence of dialogue. Here, the classifier presents an advantage since it easily detects moments of silence that are usually overlooked by human coders. This kind of information may be useful to detect conversational dimensions such as hesitant speech [42]. However, for our purposes, this leads the classifier to overestimate the lack of verbal interaction. To counteract this, further rules are needed to identify which moments of silence are part of a conversation and which are not. These rules need to take into consideration the language and the content of the conversation [55,58], other activities that individuals are engaging in while conversing [36,57], and accompanying nonverbal behavior such as nodding and gaze [55].

As a collateral result, our experiment also confirmed the findings of previous work that highlighted the effect of the clinic layout on doctor-patient-computer interactions [59,60]. Fully inclusive videos contained more D (64% versus 59%) and SG interactions (8% versus 3.5%) and fewer SG+D interactions (25% versus 36%) than those in semi-inclusive videos. In a fully inclusive layout, the doctor has to choose whether to face the computer or their patient, whereas a semi-inclusive layout allows the doctors to maintain a conversation with their patients while looking at the computer screen.

Use Cases

Functionality

Because health communication researchers study various complex behaviors, the coding process is far more complex than a binary classification of screen gaze and dialogue over time. However, the proposed classifier could contribute to reducing the cost of future studies since gaze and dialogue are part of the behaviors that health communication researchers and medical informaticians are often interested in quantifying to examine the relationship between computer use, clinic and tool design, and physician-patient interactions [3,5,19,28,61-65]. Moreover, by detecting these behaviors over short intervals of time, more complex behaviors and patterns could be inferred as shown in our results on transitions between interactions. Therefore, the classifier can be directly used to monitor screen gaze and dialogue or extended and combined with other tools or processes to examine complex interactions in clinical settings.

For Researchers

The proposed tool can be used to study the effects of screen gaze and dialogue combinations in doctor-patient-computer interactions on quality of care and health outcomes. Currently, conducting this type of study would require (1) recording a video of the consultation, (2) transferring the video outside of the clinic, (3) manual coding of screen gaze and presence of dialogue in the video, and (4) assessing the specific outcome. This process can be facilitated by our classifier, which eliminates the need for the second and third steps.

The classifier can also be used in clinics to examine the effect of external factors on screen gaze and dialogue combinations in patient-doctor-computer interactions such as sociodemographic characteristics, clinic layout, and modifications of electronic medical record system’s design. Non–self-reported large-scale studies of this kind would be nearly impossible to conduct using current methods and tools. In addition, the gaze classifier can be used in conjunction with commonly used interaction analysis coding systems, such as the Roter interaction analysis system [42], that do not systematically account for nonverbal behaviors [66]. This would provide useful data for studies examining provider-patient communication in the presence of a computer.

For Practicing Physicians

Since the processing of the video can happen in real time, tools that allow physicians to reflect in action [67] can be created. The classifier can be used to create tools that allow physicians to conduct autoethnographies and reflect on their interactions with the patient, or on the role of technology in their care practice [68]. This would allow them to adapt their behavior and level of attention based on feedback. Similar concepts were proposed by Liu et al [69] and Faucett et al [51], who described tools that provide feedback to clinicians about their verbal and nonverbal communication behaviors during online consultations. Their studies highlighted the usefulness of summative [70] and real-time self-reflection tools and the need to design real-time feedback in a way that minimizes intrusiveness and ensure that it does not create extra distractions [51].

For Medical Educators and Students

Medical educators and students can use the classifier to teach and learn the best practices of doctor-patient interactions. The tool could be expanded to detect different interaction categories (eg, listening/ignoring; confronting/avoiding [71,72]) and used during practical learning sessions to provide students with formative feedback [69].

Limitations and Future Work

The first limitation of the classifier is its applicability to certain clinic layouts. Our evaluation explored 2 clinical scenarios: semi-inclusive and fully inclusive. We did not explore exclusive scenarios, even though these scenarios might be encountered in real-world clinical settings. With the proposed classifier, detecting the doctor’s computer gaze would not be possible in a fully exclusive scenario since the classifier considers the doctor’s head turn to estimate her gaze. We consider this limitation acceptable since inclusive scenarios are already commonplace [25], and we expect an increase in their prevalence to support technology-mediated information-sharing between clinicians and patients. Indeed, previous studies [31,73,74] have shown that clinicians use their computer screens as tools to share information with their patients; therefore, the doctor may turn the screen, along with the camera, toward the patient. If this interaction happens during an ongoing conversation, our tool may classify it as a dialogue between doctor and patient, but the fact that this doctor-patient interaction is mediated by the computer would not be highlighted. Further improvements are needed to detect scenarios where both clinician and patient are interacting with the computer at the same time.

Our work also assumes that clinicians use their computers during consultations, which is not always the case, especially in
secondary care settings. Moreover, the classifier is built and evaluated around the premise that the only people in the clinic are the doctor and the patient and that the only screen is the doctor's computer screen. However, it is possible that patients are accompanied by their family members, friends, or partners [75] and that multiple health care staff are involved in the care of 1 patient and present during the consultation. In addition, extra screens might be installed inside clinics to engage the patient in their care and offer them an easy and clear view of their data. These screens may affect the doctor's behavior in various ways; for example, they might use this screen as an explanation support tool while they converse with the patient or even as their main computer screen. Therefore, another limitation of this work is its nonapplicability in scenarios that include patient screens and stakeholders other than the doctor and patient.

Furthermore, the classifier does not allow us to identify the speaker's identity or the content of the doctor-patient dialogue. Therefore, the classifier does not currently support conversation analysis. To identify the speaker's identity, we would have to perform accurate speaker diarization, a hard goal to achieve especially using a single channel for audio recording and without prior training. Advancements in speaker diarization techniques may render this task feasible in the near future [76]. To identify the content of the dialogue, automatic speech recognition solutions can be used. Though automatic speech recognition solutions have become more robust in the last decade, the performance of automatic speech recognition engines remains limited when applied to conversational clinical speech [77]. Future work could explore the feasibility of automatic conversation analysis in doctor-patient-computer interactions through the application of novel speaker diarization and automatic speech recognition tools.

In other respects, although the direction of the head could be considered a proxy for the direction of attention, the head only communicates short-term attention [78,79]. Pearce et al classified physicians as unipolar, those who maintain the lower pole of their body facing the computer, or bipolar, those who repeatedly alternate the orientation of their lower pole between the computer and the patient [34]. Unipolar physicians experience situations where their body segments are not aligned, also referred to as body torque. Body torque communicates an instability of attention where the most strongly projected resolution involves the upper body getting realigned with the lower body. This means that the orientation of the torso communicates longer-term attention than head orientation, and the orientation of the legs communicates longer-term attention than torso orientation and head orientation [79]. Therefore, to examine the attention of a physician in a clinical scenario, we also need to examine the orientation of their torso and lower body. Future work can use the same pose estimation approach to monitor the direction of the clinician’s torso. This is possible because the shoulders and the torso of the clinician are usually visible to their computer’s camera; however, monitoring the lower part of the body would require setting up extra cameras in the clinic.

Finally, our classifier is model-driven as it derives its decisions from the explicit rules that we set. To be able to classify interactions that do not fit strictly into our specified rules, the classifier has to be driven by data or perhaps be a system that combines model-driven and data-driven logic. Our future work will include collecting and annotating more videos of consultations in order to create a data-driven classifier.

Conclusions

To facilitate human-computer and human-human interaction studies in clinical settings, we presented a computational ethnography tool—an automatic unobtrusive classifier of gaze and dialogue combinations in doctor-patient-computer interactions. The classifier only requires that the doctor record video using their computer’s internal camera and microphone. Our evaluation showed that the classifier's performance was similar to that of a human coder when classifying 3 combinations of screen gaze and dialogue in doctor-patient-computer interactions.
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Abstract

Background: Cholera poses a significant global health burden. In Bangladesh, cholera is endemic and causes more than 100,000 cases each year. Established environmental reservoirs leave millions at risk of infection through the consumption of contaminated water. The Global Task Force for Cholera Control has called for increased environmental surveillance to detect contaminated water sources prior to human infection in an effort to reduce cases and deaths. The OmniVis rapid cholera detection device uses loop-mediated isothermal amplification and particle diffusometry detection methods integrated into a handheld hardware device that attaches to an iPhone 6 to identify and map contaminated water sources.

Objective: The aim of this study was to evaluate the usability of the OmniVis device with targeted end users to advance the iterative prototyping process and ultimately design a device that easily integrates into users’ workflow.

Methods: Water quality workers were trained to use the device and subsequently completed an independent device trial and usability questionnaire. Pretraining and posttraining knowledge assessments were administered to ensure training quality did not confound trial and questionnaire

Results: Device trials identified common user errors and device malfunctions including incorrect test kit insertion and device powering issues. We did not observe meaningful differences in user errors or device malfunctions accumulated per participant across demographic groups. Over 25 trials, the mean time to complete a test was 47 minutes, a significant reduction compared with laboratory protocols, which take approximately 3 days. Overall, participants found the device easy to use and expressed confidence and comfort in using the device independently.

Conclusions: These results are used to advance the iterative prototyping process of the OmniVis rapid cholera detection device so it can achieve user uptake, workflow integration, and scale to ultimately impact cholera control and elimination strategies. We hope this methodology will promote robust usability evaluations of rapid pathogen detection technologies in device development.

doi:10.2196/22973
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Introduction

Cholera is a waterborne disease caused by the bacterium *Vibrio cholerae* that has led to seven major pandemics since 1817 [1]. There are currently 47 countries affected by cholera, leading to 2.9 million cases and 95,000 deaths each year [2]. Cholera is fatal in approximately 60% of untreated cases, but the fatality rate can be reduced to a less than 1% with aggressive rehydration and electrolyte replacement [3]. In total, the disease costs an estimated US $2 billion in lost productivity and health care costs annually [2]. Cholera is a disease of inequity in that it affects the poorest and most vulnerable populations within each affected country [2]. Women of childbearing age and children aged 2 to 9 years are most at risk of infection, with about half of all cases occurring in children younger than 5 years [4,5]. These inequities are attributed to access to safe water and sanitation.

Globally, 844 million people lack access to safe drinking water, and 2.4 billion are without basic sanitation facilities, leading to 2 billion people drinking water with fecal contaminants; these inequities leave billions of people vulnerable to cholera each year [2]. Community members can be asymptomatic carriers of cholera, unknowingly excreting the bacteria and potentially contaminating water supplies [6]. The persistence of *V cholerae* in community water sources leaves local populations continuously vulnerable to infection [7]. Thus, environmental water sources must be monitored for the establishment of reservoirs.

The ability of *V cholerae* to survive in viable but nonculturable states [8] poses a potential danger to public health efforts as the highly selective media used in conventional microbiology can fail to detect the organism in environmental samples [9]. Early pathogen detection is a key component to preventing infection. International efforts call for situational analysis to identify cholera hotspots, primarily through early warning surveillance and stronger laboratory capacities to reduce cholera transmission [10]. While early warning surveillance can encompass both epidemiological and environmental surveillance techniques, using the latter to monitor community water supplies and piped water infrastructure would likely detect pathogens prior to infection and subsequently prevent outbreaks. If *V cholerae* is detected, governments and aid agencies can immediately deploy rapid response teams to distribute household water treatment products and provide community education. Additionally, environmental surveillance can inform government policymaking and implementation strategies by identifying cholera hotspots [2,11]. Rapid detection and environmental surveillance of *V cholerae* could contribute to these goals.

In recent years, the use of mobile technology has dramatically increased globally. Mobile health, or mHealth, is defined by the World Health Organization as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices” [12]. With more than 106 mobile cellular subscriptions per 100 people worldwide, mobile technologies have surpassed 100% penetrance [13]. Mobile technology has infiltrated communities around the world, uniquely positioning mHealth to address global health concerns at a low cost. Rapid pathogen detection technologies could have a significant impact on environmental surveillance efforts [7]. Current mHealth rapid pathogen detection technologies primarily use lab-on-a-chip or microfluidic technology [14]. Because of their camera, GIS, and data storage modalities, mHealth technologies are ideally suited to detect pathogens in environmental water sources and serve as a low-cost alternative to laboratory testing in low-resource settings [14-17].

Recognizing the need for increased point-of-use laboratory technologies in the field and in low-resource settings, OmniVis Inc developed a smartphone-based rapid cholera detection device (Figure 1) [18,19].
An environmental water sample (approximately 150 µL) is collected in a single-use disposable test kit and inserted into a 3D-printed hardware device with an embedded heating unit and microscope that is built to fit an iPhone 6 preloaded with the OmniVis app (Figure 2). Using particle diffusometry and loop-mediated isothermal amplification, the device detects the presence of cholera from the small water sample [18-20]. Prior to this research, the device was tested only in laboratory settings, demonstrating an estimated time-of-use of 45 minutes.

The purpose of this study was to progress the iterative prototyping process of the OmniVis rapid cholera detection device by evaluating the device’s usability with targeted end users, namely water quality workers. As defined by the International Organization for Standardization, usability is the “extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use” [21]. Therefore, this study seeks to determine the effectiveness with which water quality workers can use the OmniVis device, its efficiency in detecting the presence of toxigenic cholera (V cholerae with the ctxA gene-encoding cholera toxin) in environmental water samples, and workers’ satisfaction in using the device. While the field of mHealth and rapid diagnostic testing for infectious disease is fast-growing, few rapid pathogen detection technologies have been developed for environmental surveillance [12,22]. Moreover, many mHealth usability studies have evaluated interventions such as behavioral change, medication adherence, or clinical decision-making technologies, but there is a literature gap for usability studies evaluating rapid pathogen detection technology [23-26]. By providing input in the device development process, end users can become cocreators and feel ownership in the device design, enabling greater uptake and integration into workflows. Therefore, it is critical to conduct usability evaluations to increase device uptake and ensure the development of culturally appropriate technologies [27]. It is important to assess the usability of the OmniVis rapid cholera detection device with targeted end users in order to contribute to environmental surveillance, control, and elimination efforts.
Methods

Study Location
The user-centered study took place in Dhaka, Bangladesh. Dhaka has an estimated population of 14.4 million growing by 1.02% annually and a population density of 19,447 people per square kilometer [28]. Specifically, the study was conducted in partnership with the International Centre for Diarrheal Disease Research, Bangladesh (icddr,b), which has been conducting cholera testing, research, and surveillance in Dhaka since 1960 [29].

Participants
A convenience sample of environmental microbiology laboratory personnel (n=14) and field staff (n=11) employed by icddr,b was recruited into the study during May 2019 by the director of the environmental microbiology laboratory and director of Duaripara field operations via word of mouth at staff meetings. Eligibility was based on participant age (older than 18 years) and job role (field staff or laboratory personnel). Field staff were defined as icddr,b employees responsible for collecting environmental water samples throughout Dhaka city and the surrounding areas using sterile technique and maintaining cold chain transportation from the field to icddr,b laboratories. Laboratory personnel were defined as icddr,b employees who receive environmental water samples and conduct gold standard methods including enrichment, subculturing, and DNA amplification by polymerase chain reaction of *V. cholerae* and other waterborne pathogens. Exclusion criteria included minors and nonemployees of icddr,b for adequate homogeneity of job roles. As a small-scale pilot study, only 25 participants were recruited due to funding constraints for participant compensation. All participants provided informed consent before participating in the study. Device training, device trials, and administering the usability questionnaire were conducted at the Duaripara field office for field staff participants and at the environmental microbiology laboratory for laboratory personnel participants. All participants received 820 BDT (US $10) as compensation for their time. This study was approved by the University of Notre Dame institutional review board and the icddr,b research and ethics review committees.
Device Trials

Device Training

Development of a training program was not a specific objective of this research. However, participants needed to have a uniform understanding of the device prior to conducting field trials to minimize confounding variables such as familiarity with technology. Thus, prior to conducting device trials, participants were trained on how to use the device and biosafety protocols for device use. In order to identify any confounding variables resulting from poorly conducted training, the training was evaluated through a 5-question pretraining and posttraining knowledge assessment that included both true/false and open-ended questions (Multimedia Appendix 1). These assessments tested participants’ comprehension of personal protective equipment (PPE) use, sample collection, sample analysis, and proper test kit disposal. Pretraining and posttraining knowledge assessments were identical in their content. Participants completed the pretraining knowledge assessment before undergoing a device training session. Following assessment completion, the study investigator demonstrated donning PPE, collecting a water sample with single-use bulb pipette, inserting and sealing the sample into a single-use test kit, powering the device, inserting the test kit into heating and imaging slots at appropriate stages, navigating the app interface, safe disposal of the test kit and sample, and doffing PPE. Spoken English to Bangla translation of this demonstration was provided by a staff member employed by icddr,b. After completion of the training, participants completed the posttraining knowledge assessment to determine if their understanding of how to use the device improved as a result of this training.

Field Trials

Upon entering the laboratory setting or field office setting (hereafter, field), participants were provided with one hardware device, one iPhone 6, one test kit and an accompanying piece of tape to seal the sample well, one single-use bulb pipette for sample collection, and one biohazard bag for sample disposal. Deionized water was used in place of an environmental water sample to reduce the risk of exposure and contamination. Participant time-of-use for each trial was recorded starting immediately prior to collecting the deionized water sample and ending with disposing the test kit into the biohazard bag. Participants performed one trial relying on instructions displayed in the iPhone app and their understanding of the training. The investigator observed participant interactions with the device and recorded written field notes and photographs. Field notes included specific errors observed during each trial. Specific errors were grouped by similarity and summed. Groups were then more broadly coded into user errors and device malfunctions depending on the cause of the error. Photographs were supplied to OmniVis Inc for internal use in developing future prototypes.

Usability Questionnaire

A usability questionnaire (separate from the pretraining and posttraining assessments) was designed to capture user-defined errors, attitudes toward the device, and potential workflow integration pathways. Specific aims included training evaluation, device usability, workflow integration, and community education. Empirically evaluated usability questionnaires including the Mobile Phone Usability Questionnaire and the Poststudy System Usability Questionnaire were analyzed for applicable content when developing the questionnaire [30,31]. Relevant questions were adapted and reworded for applicability to the OmniVis device and testing setting. Questions were carefully ordered to follow device training and use to minimize respondent confusion or recall bias. Special attention was paid to minimize participant cognitive load by ensuring that question language was clear, specific, and nonbiased; redundant questions were omitted, and display and skip logic was used. Demographic questions were added to the end of the questionnaire to capture job role, gender, language competency, education, level of experience, and years worked at icddr,b. Both the English and Bangla versions of this study’s questionnaire were input into Qualtrics Surveys Offline Application and administered via a Fire 7 (Amazon) tablet, iPhone XR (Apple Inc), or iPhone 6 (Apple Inc). Participants completed the questionnaire immediately after the field trial via self-administration.

Analysis

Pretraining and posttraining knowledge assessment scores and time-of-use data were input into SPSS (version 26, IBM Corp) for statistical analysis. Field notes were input into Excel spreadsheets (Microsoft Corp) for coding and cleaning before being transferred to SPSS for statistical analysis. Questionnaire data were downloaded from Qualtrics as an SPSS data sheet for statistical analysis. The sample included 25 participants (14 laboratory personnel and 11 field staff). Nonparametric tests were used for analysis due to the limited sample size.

Device Training

Participants were given one point per correct answer on the pretraining and posttraining knowledge assessments. The change in these scores was analyzed on SPSS based on demographics of job role, gender, and language competency.

Field Trials

Field notes were coded by user errors and device malfunctions. Descriptive frequencies were obtained. Aggregate counts of errors and malfunctions were analyzed across participant job role, gender, and language competency using a chi-square test of independence ($\alpha=.05$) on SPSS.

Usability Questionnaire

Descriptive frequencies for Likert response option format and dichotomous questions were obtained. Chi-square goodness-of-fit tests and Wilcoxon signed-rank tests ($\alpha=.05$) were performed on SPSS to analyze the distribution of responses around a neutral point for Likert-style questions. Dichotomous questions were analyzed using a Fisher exact test ($\alpha=.05$) on SPSS to determine if there was an association between demographics and user confidence and comfort with the device.
**Results**

**Participants**
The sample included 25 participants, including 56% (14/25) laboratory personnel and 44% (11/25) field staff, 52% (13/25) English speakers and 48% (12/25) non-English speakers, and 80% (20/25) men and 20% (5/25) women. Participant education levels ranged from some secondary school to master’s degree (Table 1). Participant years working for icddr,b ranged from 2 months to 15 years, and their years of experience in water quality testing ranged from 3 months to 10 years. Participant demographics are further summarized in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Job role</strong></td>
<td></td>
</tr>
<tr>
<td>Field staff</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Laboratory personnel</td>
<td>14 (56)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (80)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (20)</td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Non-English</td>
<td>12 (48)</td>
</tr>
<tr>
<td><strong>Education</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Some secondary school</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Some university</td>
<td>3 (12)</td>
</tr>
<tr>
<td>University</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Masters</td>
<td>9 (36)</td>
</tr>
<tr>
<td><strong>Years at icddr,b</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>5 (20)</td>
</tr>
<tr>
<td>1-5</td>
<td>10 (40)</td>
</tr>
<tr>
<td>5-10</td>
<td>6 (24)</td>
</tr>
<tr>
<td>10+</td>
<td>4 (16)</td>
</tr>
<tr>
<td><strong>Years of experience in water quality testing</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>6 (25)</td>
</tr>
<tr>
<td>1-5</td>
<td>14 (58)</td>
</tr>
<tr>
<td>5-10</td>
<td>3 (13)</td>
</tr>
<tr>
<td>10+</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Questionnaire responses of some primary school, primary school, and PhD removed as no participants indicated these as the highest level of education.

<sup>b</sup>icddr,b: International Centre for Diarrheal Disease Research, Bangladesh.

<sup>c</sup>One participant declined to answer this question, hence 24 total responses.

**Device Training**

Pretraining and posttraining assessments were conducted with all participants, and assessment answers were analyzed. After the pretraining and posttraining assessments were scored, it appeared that participants were confused by questions 1 and 2 (Multimedia Appendix 1) because these questions were frequently incorrect on both the pretraining and posttraining knowledge assessments. Question 1 assessed recommended PPE use for device trials. A correct answer listed goggles, gloves, and gown. Question 2 assessed steps to collecting and sealing the environmental water sample into the test kit. A correct answer described use of a bulb pipette to fill the test kit’s water channel. Participants expressed confusion to the investigator about differences between US and Bangladesh PPE recommendations and the wording of question 2. Thus, assessments were analyzed with and without these questions. To assess knowledge gain, changes in scores from the pretraining and posttraining assessment were analyzed across demographic features. Table 2 demonstrates that the median change in scores between the pretraining and posttraining assessment was positive (ie, scores were higher on the
postassessment) for all groups when analyzed with and without questions 1 and 2 (5 points vs 3 points). Positive changes suggest that participant knowledge pertaining to the necessary steps for sample collection, sample analysis, and biosafety protocols for the OmniVis device use were gained through the training.

Similar scores across demographics suggest that participants obtained approximately the same level of overall understanding from the training regardless of job role, gender, or language competency.

Table 2. Change in assessment scores by demographics.

<table>
<thead>
<tr>
<th>Change in score</th>
<th>Job role</th>
<th>Gender</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Field staff</td>
<td>Lab personnel</td>
<td>Male</td>
</tr>
<tr>
<td>5 points, median</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3 points, median</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Field Trials

User Errors and Device Malfunctions

Over the course of 25 field trials, 70 user errors and 59 device malfunctions were recorded in total (ie, not per individual user). User errors are defined as improper use of the device dependent on participant actions, and device malfunctions are defined as a failure of the device independent of participant actions. Of the 70 user errors, 21 were unique, and of the 59 device malfunctions, 16 were unique. Unique errors and malfunctions were coded into the categories displayed in Table 3. Unique errors were categorized according to the perception, cognition, action framework for better evaluation [32]. Perception errors occur when users fail to perceive a stimulus (eg, visual or tactile); cognition errors include user memory, rule-based, or knowledge-based failures; and action errors occur when users are unable to act on stimuli (eg, activating a control or applying correct force).

Table 3. Descriptive frequencies of aggregate user errors and device malfunctions.

<table>
<thead>
<tr>
<th>Error class and type</th>
<th>Value, n (%)</th>
<th>Error category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Perception</td>
<td>Cognition</td>
</tr>
<tr>
<td>User error (n=70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incorrect tape use</td>
<td>5 (7)</td>
<td>✓</td>
</tr>
<tr>
<td>Incorrect test kit use</td>
<td>12 (17)</td>
<td>✓</td>
</tr>
<tr>
<td>Incorrect app use</td>
<td>11 (16)</td>
<td>✓</td>
</tr>
<tr>
<td>Incorrect test kit insertion into imaging slot</td>
<td>8 (11)</td>
<td>✓</td>
</tr>
<tr>
<td>Failure to perform thumb press</td>
<td>15 (21)</td>
<td>✓</td>
</tr>
<tr>
<td>Device powering</td>
<td>19 (27)</td>
<td>✓</td>
</tr>
<tr>
<td>Device malfunction (n=59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unresponsive switches</td>
<td>8 (14)</td>
<td>✓</td>
</tr>
<tr>
<td>Poor test kit fit</td>
<td>5 (9)</td>
<td>✓</td>
</tr>
<tr>
<td>Poor fitting tape</td>
<td>18 (31)</td>
<td>✓</td>
</tr>
<tr>
<td>Loss of device power</td>
<td>27 (46)</td>
<td>✓</td>
</tr>
<tr>
<td>App closure</td>
<td>1 (2)</td>
<td>✓</td>
</tr>
</tbody>
</table>

Counts of user errors and device malfunctions were compared across job role, gender, and language competency to determine if there was an association between demographics and user errors and device malfunctions. There was a significant association between language competency and error class ($\chi^2=4.2, P=.04$), suggesting the number of user errors and device malfunctions differed between English and non-English speakers. Comparing aggregate counts across all 25 participants, non-English speakers experienced fewer user errors (non-English=30; English=40) but more device malfunctions than English speakers (non-English=36; English=23).

Further analysis was performed to determine if there was a statistically significant difference in the median number of user errors and device malfunctions per participant according to job role, gender, and language competency (Figure 3). Nonparametric tests were used for analysis because of the limited sample size. To compare the median number of errors across demographics, Mann-Whitney U tests ($\alpha=.05$) were performed. No statistical significance was found for median number of device malfunctions or median number of user errors between field staff and laboratory personnel (Figure 3A) or English and non-English speakers (Figure 3B). Further, no statistical significance was found for the median number of device malfunctions between men and women (Figure 3C). However, there was a statistically significant difference between the median number of user errors per participant between men and women ($U=20.5, P=.04$). Although this difference was
statistically significant, the median user errors for men and women differed by only one error per user. Furthermore, the Cramer $V$ statistic suggests that the strength of this association is relatively weak ($V=0.099$). Therefore, this statistically significant yet relatively weak association may be confounded by unequal gender representation in the sample. Because the sample sizes were not equal (men=20, women=5), the median number of user errors by gender and the strength of this association should be evaluated in future studies with larger sample sizes and more equal gender representation.

**Figure 3.** User errors and device malfunctions compared across demographics. Statistically significant (*$P=.04$) difference in median user errors between men and women. Errors bars represent semiinterquartile ranges.

**Time of Use**

Time of use was recorded as the time required for participants to complete one trial of a mock cholera test on the OmniVis device, beginning with picking up the test kit for sample collection and ending with disposing of the test kit in the biohazard bag. Mean time of use was 46:43 minutes (min=41:58; max=53:46). This observed time of use is less than 2 minutes greater than the hypothesized time of use (45 minutes). Compared with current gold standard laboratory methodologies that require nearly 3 days to detect cholera in environmental water samples, this mean time of use demonstrates a substantial reduction in detection time [33].

**Usability Questionnaire**

**Training Evaluation and Device Usability**

Ease-of-use questions were formatted as Likert response options. English translation of these questions can be found in Multimedia Appendix 2. Question responses were coded as follows: 1=very difficult/dissimilar, 2=difficult/dissimilar, 3=neither easy/similar nor difficult/dissimilar, 4=easy/similar, 5=very easy/similar. Descriptive frequencies of these questions are shown in Table 4.

The mean and median for each question suggests that participants responded positively to the training components and device features evaluated because these descriptive frequencies are all greater than 3 (neither easy/similar nor difficult/dissimilar). Chi-square goodness of fit tests ($\alpha=.05$) were performed to determine if question responses significantly differed from a uniform distribution (20% response for each answer choice). Results suggest that responses did not follow a uniform distribution and participants selected certain answer choices more than others (Table 4).

Further analysis was conducted to determine if the median response score for each question in the usability study significantly differed from 3 (neither easy/similar nor difficult/dissimilar), which represents a neutral response. A median response score greater than 3 suggests a positive response, while a response score less than 3 suggests a negative response. Wilcoxon signed-rank tests ($\alpha=.05$) were performed for each Likert-style question, and results are shown in Table 4. At the 5% level of significance, the median score for each question is significantly greater than 3 ($P<.001$), suggesting that participants responded favorably to the training session and found the device easy to use overall.
Table 4. Training evaluation and device usability chi-square goodness of fit and 1-sample Wilcoxon signed-rank tests.

<table>
<thead>
<tr>
<th>Question topic</th>
<th>Minimum</th>
<th>Median</th>
<th>Maximum</th>
<th>Chi-square value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Chi-square significance</th>
<th>1-Sample Wilcoxon signed-rank significance&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training session</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>19.2</td>
<td>0.001</td>
<td>0</td>
</tr>
<tr>
<td>Sample collection training</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>34.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sample seal training</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>20.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Assembly training</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>22.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Operate training</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>23.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Assembly</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>20.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Screen prompts</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>33.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Words read</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>42.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Color change</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>33.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Interface similarity</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>25.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Water collection</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>29.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Water sample seal</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>25.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Test kit insertion</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>15.6</td>
<td>0.004</td>
<td>0</td>
</tr>
<tr>
<td>Results read</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>42.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Data transfer</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>42.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Disassemble</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>29.2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>No cells (0%) have expected frequencies less than 5. The minimum expected cell frequency is 5.0. Degrees of freedom for all chi-square goodness of fit tests are 4.0.

<sup>b</sup>Asymptotic significances are displayed for 1-sample Wilcoxon signed-rank tests. The significance level is .05.

**User Confidence and Comfort**

Nine dichotomous questions were designed to evaluate participant confidence and comfort using the OmniVis device. English translation of these questions can be found in Multimedia Appendix 2. Descriptive frequencies are displayed in Table 5.

Table 5. Descriptive frequencies of dichotomous questions.

<table>
<thead>
<tr>
<th>Question topic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Effective test</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Confidence</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Device size for transport</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Device size for use</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Safety in the field</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Safety in public</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Durability</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Proximity to water source</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Functions</td>
<td>3 (12)</td>
</tr>
</tbody>
</table>

For each dichotomous question, the majority of participants responded yes, suggesting they are confident and comfortable in their ability to use the device. Participants responded most favorably to the device’s size and ability to effectively test the water sample, as indicated by the 100% yes responses. Participants expressed the least confidence and comfort in using the device in public and close to a water source, as 24% of participants answered no to these questions.

Dichotomous question responses were evaluated with Fisher exact tests (α=.05) to test for significant associations according to demographics. Statistical analysis for usability questions “Can you effectively test the water sample with the device?” “Would the device’s size be conducive to transporting it in the field or lab?” and “Would the device’s size be conducive to using it in the field or lab?” were excluded because 100% of participants responded yes to these questions. The only statistically significant result found was between gender and...
participant response to the question “Is the device durable enough to use in the field or lab?” ($\chi^2 = 6.25$, $P = .04$). Of the female participants, 60% (3/5) responded that the device would not be durable enough to use in the field or lab while only 10% (2/20) of male participants gave the same response. Because the frequency difference between gender responses is minimal (3 female participants vs 2 male participants), these results may be confounded by a small sample size and unequal distribution of genders in the sample.

Discussion

Principal Findings

This study evaluates the usability of the OmniVis rapid cholera detection device with targeted end users in Dhaka, Bangladesh. Despite the importance of evaluating usability, many mHealth technologies fail to undergo such evaluations and subsequently fail to scale [12,27]. While many rapid pathogen detection technologies have undergone validity analyses, there is a literature gap of usability analyses for such technologies [14-18]. Many usability studies instead evaluate technologies that aid interventions such as behavioral change, treatment adherence, or clinical decision making [23-26]. Thus, this study can serve as a model of iterative convergent mixed methods research design for device development to further promote usability analysis of rapid pathogen detection technologies and produce rapid detection devices that better fit into user workflows for increased uptake. These results contribute to the iterative prototyping process of the OmniVis device, helping the device to achieve scale and contribute to cholera environmental surveillance. The device trials measured the effectiveness and efficiency of the device by defining common user errors and device malfunctions while also evaluating the length of time required to complete one test. The usability questionnaire elucidated water quality workers' satisfaction with the device with questions regarding ease of use about specific components of device training and use. The questionnaire also evaluated user confidence and comfort in using the device in various settings.

Although device training was not a specific objective of this study, it was necessary to provide uniform training to participants to ensure equal knowledge of the device prior to conducting trials, and thus, minimize confounding variables. Pretraining and posttraining knowledge assessments were administered to detect if poor understanding of training confounded device trial and usability questionnaire results. Overall, participant knowledge increased as a result of the training, as demonstrated by the positive median change in scores across demographics. The only poorly understood competency was proper PPE use. Participants frequently answered question 1 (“What 3 pieces of PPE must you put on before collecting a water sample?”) incorrectly by listing different pieces of PPE other than those required by the knowledge assessment. Thus, this error suggests participants are accustomed to different PPE rather than a lack of understanding of the purpose of PPE. Nevertheless, confusion detected in assessment questions 1 and 2 indicate that the training component of this study must be reformed in order to better instruct users how to operate the device for accurate widespread use.

The objective of the device trials was to identify common user errors and device malfunctions in order to correct these errors and malfunctions in subsequent iterations of the device. Results from these device trials suggest that common user errors center around incorrect test kit use when moving from the heating to imaging phases and device powering (Figure 2, Table 3). Common device malfunctions included loss of device power and poorly fitting tape (Table 3). There was a significant association between language competency and error class in which non-English speakers experienced fewer user errors and more device malfunctions than English speakers. Because device malfunctions are defined as failures of the device independent of the participant’s actions, this association likely has a temporal confounding variable. Field staff represented a large proportion of non-English speakers in this study. Since all field staff performed their trials on the same day (trials numbers 9 to 19), device malfunctions likely resulted from previous use. For example, the 8 previous trials (trials numbers 1 to 8) likely contributed to decreased battery life, which resulted in more device malfunctions in subsequent trials and contributed to the association between non-English speakers and device malfunctions. These errors elucidate tangible improvements for future device iterations, including removal of the test kit insertion stage and redesign of device powering to make the device effective and usable in field settings.

Additionally, user errors and device malfunctions were analyzed quantitatively to determine if any particular demographic experienced errors at a higher frequency than others. By considering ease of use across demographics, device development will promote equity and accessibility to all, which is critical for widespread use in low-resource settings. The difference in median user errors for men and women was statistically significant but found to have a relatively weak association (Figure 3). Although the proportion of women in the sample was quite low, such analysis provided a gender lens to ensure that the device is not designed more favorably for men or women but rather equally usable by all genders. While there were only 5 women participants in this research, our initial studies warrant further investigation to compare error frequency between men and women in future studies. There were no statistically significant differences in median user errors or device malfunctions per participant when comparing field staff and laboratory personnel or English and non-English speakers. These results suggest that device usability is not biased according to job role or language competency.

Device trials were also used to evaluate the claim that the OmniVis device can detect toxigenic V cholerae in an environmental water sample in 45 minutes or less. Time-of-use data suggests that the true median test time is likely greater than 45 minutes, at an average of 46 minutes and 43 seconds. However, no participant required more than 1 hour to complete the test, suggesting that the device dramatically reduces the time required to detect toxigenic V cholerae in an environmental water sample. By reducing the time required to determine the presence or absence of cholera in water sources, the OmniVis device can contribute to rapid detection, early warning, and
environmental surveillance of cholera in water sources—methods defined as pivotal for cholera control and elimination [10].

Usability questionnaire results clearly demonstrate that participants perceived the device use positively. Questions regarding training ease of understanding and device ease of use had median scores greater than 3, suggesting participants had positive responses (Table 4). Moreover, participants frequently responded yes to dichotomous questions, suggesting participants expressed confidence and comfort in using the device independently (Table 5). Participants responded most favorably to the device’s size and its conduciveness to transport and use in the field or lab. However, safety and durability concerns were noted. Women expressed greater concern for the durability of the device in the field (P=.04). Although the difference was not significant, field staff expressed increased concern for using the device in public (P=.06). Because field staff collect environmental water samples in public more than laboratory personnel do, they could have increased concern about publicly using an expensive device, namely an iPhone, in low-resource areas or near water sources. These concerns prompt reevaluating the use of an iPhone as opposed to a lower cost mobile platform in future iterations because safety concerns could be a barrier to uptake in this population of targeted end users.

**Limitations**

Limitations of this study include sample size and testing conditions. The study involved only 25 participants, all of whom were employed by icddr,b. All reported a relatively high level of education and training. Participants represented targeted end users in Bangladesh but not all cholera-endemic countries, making the generalizability of the findings for other countries limited, but the intent of the study was to apply the findings to the OmniVis device rather than generalizing results to the population of water quality workers. In this sense, the findings provide insight into the usability of the device. In addition, only 5 women were included in the sample size. Efforts were made to include as many women as possible to achieve equal gender representation, but the sample still comprised an unequal gender distribution. The small sample size also limited the ability to pilot the pretraining and posttraining knowledge assessment and questionnaire (doing so would have depleted the available sample size). Although the questionnaire was based on the Poststudy System Usability Questionnaire, significant adaptations were made to apply the questionnaire to this study. Without such pilots, the reliability and validity of the knowledge assessment and questionnaire could not be evaluated. Additionally, field trials were completed with demonstration test kits that lacked the correct chemistry to complete a pathogen detection test. Because these demonstration test kits had to be reused in subsequent trials, environmental water samples were mimicked with deionized water. Thus, the conditions under which the device was evaluated do not perfectly mirror real testing conditions.

**Conclusion**

World public health authorities have called for the evaluation of mHealth technologies in order to improve their ability to achieve scale [21]. This usability study is the first step in gaining feedback from targeted end users on the effectiveness, efficiency, and satisfaction of the OmniVis device. By employing an iterative convergent mixed methods design, this study collects user insights into device development and incorporates targeted end user attitudes and perceptions into the development of the OmniVis device [34]. Such methodology increases the likelihood of user uptake of the rapid pathogen detection technology, further contributing to environmental surveillance efforts [27]. The study demonstrated that a portable cholera detection test can be completed in less than 1 hour (mean time of use=46:43 minutes), which is a significant time reduction from the current laboratory protocol [33]. Participants responded positively to the device training and found the device easy to use at each phase of the testing process. Moreover, participants expressed confidence and comfort in using the device independently. While these results are promising for the this prototype, concerns over durability and safety require addressing in subsequent prototypes, particularly across various demographics. Future device iterations can include removing the test kit insertion stage, redesigning device powering, and adapting to a less-expensive mobile platform. Ultimately, this study will help OmniVis further develop the rapid cholera detection device so the device can better contribute to environmental surveillance efforts for cholera control and elimination. Newer generations of the OmniVis device will undergo larger user-centered trials in additional low-resource settings such as field settings in Kenya and Haiti. These studies will provide more feedback as the device is tested in different cultural and language profiles. In addition to advancing OmniVis device development, this study also promotes a feasible methodology for evaluating the usability of rapid pathogen detection technologies. Usability evaluations will help more mHealth and point-of-use environmental surveillance devices achieve scale, integration, and interoperability to further efforts to control, eliminate, and eradicate communicable diseases.
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Abstract

Background: There is growing interest in identifying and recruiting research participants from health systems using electronic health records (EHRs). However, few studies have described the practical aspects of the recruitment process or compared electronic recruitment methods to in-person recruitment, particularly across health systems.

Objective: The objective of this study was to describe the steps and efficiency of the recruitment process and participant characteristics by recruitment strategy.

Methods: EHR-based eligibility criteria included being an adult patient engaged in outpatient primary or bariatric surgery care at one of 5 health systems in the PaTH Clinical Research Network and having ≥2 weight measurements and 1 height measurement recorded in their EHR within the last 5 years. Recruitment strategies varied by site and included one or more of the following methods: (1) in-person recruitment by study staff from clinical sites, (2) US postal mail recruitment letters, (3) secure email, and (4) direct EHR recruitment through secure patient web portals. We used descriptive statistics to evaluate participant characteristics and proportion of patients recruited (ie, efficiency) by modality.

Results: The total number of eligible patients from the 5 health systems was 5,051,187. Of these, 40,048 (0.8%) were invited to enter an EHR-based cohort study and 1085 were enrolled. Recruitment efficiency was highest for in-person recruitment (33.5%), followed by electronic messaging (2.9%), including email (2.9%) and EHR patient portal messages (2.9%). Overall, 779 (65.7%) patients were enrolled through electronic messaging, which also showed greater rates of recruitment of Black patients compared with the other strategies.

Conclusions: We recruited a total of 1085 patients from primary care and bariatric surgery settings using 4 recruitment strategies. The recruitment efficiency was 2.9% for email and EHR patient portals, with the majority of participants recruited electronically. This study can inform the design of future research studies using EHR-based recruitment.

(J Med Internet Res 2021;23(5):e24003) doi:10.2196/24003
Introduction

Background

Recruitment of patients for research using electronic health records (EHRs) has potential to enhance the applicability and efficiency of patient-centered research [1,2]. Despite logistical and ethical challenges with recruiting for research using clinical data sources (eg, EHRs) or clinical communication methods (eg, EHR patient portals) [3], researchers are developing strategies that are responsive to both health system and patient stakeholders [4]. In addition, there is interest in designing research studies that include “real-world evidence” (ie, health care information representative of patients, populations, and health care delivery systems from actual clinical settings [5,6]).

In 2014, the National Patient-Centered Research Network (PCORnet) was launched with funding from the Patient-Centered Outcomes Research Institute (PCORI). PCORnet's infrastructure can support EHR-based recruitment and study implementation [7]. The PaTH Clinical Research Network (CRN) originally brought together 4 academic medical centers in the mid-Atlantic region of the United States to build the infrastructure to share EHR data across health systems so that patient-centered clinical questions could be answered in real-world settings [8]. A fifth academic health center (Geisinger Health System) was added to the network in 2015.

Using EHR data from these 5 health systems, standardized to PCORnet specifications [9], we developed a cohort of primary care and bariatric surgery patients called the “Healthy Lifestyles, Body Weight, and Health Care” cohort. The overall aim of the cohort was to complete online surveys about quality of life, healthy lifestyles, and weight management, which could be linked to selected EHR data. Another explicit goal of the CRN was to utilize several different recruitment methods in order to compare sample demographics and survey response rates by recruitment strategy. In this paper, we describe the enrollment process and then compare 4 different recruitment strategies: (1) in-person recruitment by study staff from partnering outpatient primary care and bariatric surgery clinics; (2) US postal mail recruitment invitation letters using the mailing address listed in the EHR, with an online registration link contained in the invitation; (3) email to potentially eligible participants using the email address stored in the EHR, with an embedded registration link in the email; and (4) secure EHR recruitment messages through the patient web portal with an embedded registration link.

Each health system tailored its own strategy to recruit participants from the large pool of potentially eligible patients identified using the computable phenotype. At each site, local norms for integrating research with clinical practice were followed, leading to differences in the number of patients approached by each strategy per site. Importantly, each site’s study team partnered with specific clinical practices so that recruitment letters were jointly sent from clinical representatives involved in the patients’ care and members of the research team and focused on patients from certain practices. Notably, 2 health systems used direct EHR recruitment through secure patient web portals (sites C and D), while 1 site (site B) was unable to use email because email address was not a data field within the EHR. The content of the recruitment letters and in-person scripts had similar language across all health systems and recruitment strategies.

Each health system had a slightly different recruitment window, but the total recruitment window for all sites was from April 2015 to November 2016. We stopped the recruitment when we met or exceeded the a priori goal of recruiting 1000 participants.

Methods

Institutional review board approval was obtained from PaTH's single institutional review board at The Johns Hopkins University School of Medicine, Baltimore, Maryland. We benefitted from the input of patient stakeholders in the design of the recruitment methods and online survey. Participants who enrolled in this study were not offered any compensation.
agreeing to participate in a research study. Participants consented to complete online surveys and for the research study to access their EHR. Enrollment was determined by consenting and having any data entered into the baseline survey. Participants who were recruited in person used an electronic tablet to access the consent form and complete the baseline survey. For participants recruited through the EHR patient portal, the survey was embedded in the EHR, which required that it had to be completed and “submitted” in order to be accessible and counted as enrolled. We created an enrollment flag in the EHR to identify participants who were enrolled in the cohort study.

**Data Collection**

Participants completed a baseline survey about sociodemographic background, weight management practices, weight-related interactions with the health system, diet, physical activity, and quality of life using standard survey measures [10-12]. We extracted EHR data (e.g., laboratory values, blood pressure, anthropometric measurements, diagnosis, and procedure codes) from each site’s PCORNet Common Data Model for all enrolled participants [7,13]. The EHR and survey data were linked for analysis.

**Statistical Methods**

For this paper, we were primarily interested in describing the patterns of enrollment by recruitment modality, study site, and participant characteristics.

Anthropomorphic data were cleaned to remove unlikely values (e.g., BMI ≤15 kg/m² or ≥90 kg/m²; height ≤4 ft or ≥7 ft; weight ≤50 lbs or ≥700 lbs) prior to analyses. We identified the BMI in the EHR data closest to the enrollment date, within a maximum of 3 years, and used a 5-year window to determine comorbidity diagnoses based on International Statistical Classification of Diseases and Related Health Problems codes [14].

We used descriptive statistics (means and standard deviations for continuous measures, frequencies and proportions for nominal measures) to examine differences between the large pool of participants deemed eligible using the computable phenotype and those who enrolled in the study. We defined the “efficiency” of each recruitment strategy as the proportion of the total numbers of participants who enrolled divided by the total number of participants who were approached by the strategy (e.g., total enrolled via email divided by total who were sent the email). We performed ANOVA F tests and chi-square tests (or Fisher exact tests, where appropriate) to determine if participant characteristics varied by recruitment modality. Because the 5 health systems preferentially designed and utilized different recruitment modalities, we were not able to assess predictors of enrollment by modality using regression models because of complete collinearity by study site. Two-sided \( P \leq 0.05 \) was considered statistically significant. Analyses were performed using SAS statistical software (version 9.4; SAS Institute).

**Results**

Figure 1 shows the enrollment steps and efficiency of enrollment into the cohort by recruitment modality. We identified 5,051,187 eligible patients using the computable phenotype applied to the EHRs from 5 health systems. Based on each health systems’ own method of partnering with clinics and recruiting participants, a total of 40,048 patients (33,839 patients from primary care clinics and 6209 patients from bariatric surgery clinics) were then sent recruitment messages or approached in person. Across all sites, the patient recruitment strategies were deployed as follows: 442 (1.1%) patients in person; 12,710 (31.7%) patients by postal mail; 25,224 (63.0%) patients by email; and 1672 (4.2%) patients by EHR patient portals. A total of 1185 participants were enrolled in the cohort, with 907 (76.5%) from primary care practices and 278 (23.5%) from bariatric surgery practices. The efficiency of enrollment by recruitment strategy was by far the highest for in-person recruitment (148/442, 33.5%), followed by email (730/25,224, 2.9%) and EHR patient portal (49/1672, 2.9%), with postal mail being least efficient (258/12,710, 2.0%). Overall, 65.7% (779/1185) were enrolled through electronic messaging (email or EHR portal).
Table 1 compares the demographics and medical conditions between the 1185 participants enrolled in the cohort from primary care and bariatric surgery clinics and the 5,051,187 total patients deemed potentially eligible based on the application of the computable phenotype to their EHRs. Compared with all eligible participants, enrollees were older (aged 58.1 years in primary care clinics and 56.5 years in bariatric surgery clinics versus 43.6 years among all eligible). The bariatric surgery group had the highest proportion of women (207/278, 74.5%) compared with primary care (595/907, 65.6%) and all eligible patients (2,778,178/5,051,187, 55.0%). The proportion of Black individuals among the enrolled patient groups was smaller than that among all patients deemed eligible (81/907, 8.9% enrolled in primary care and 27/278, 9.7% in bariatric surgery versus 558,125/5,051,187, 11.1% from all patients deemed eligible). Overall, very few Hispanic participants were enrolled (14/907, 1.5% in primary care and 1/278, 0.4% in bariatric surgery) compared with the number of Hispanic individuals among the health systems’ eligible participants (127,045/5,051,187, 2.7%). Information regarding level of education was not available for nonenrolled patients; in those enrolled from either primary care or bariatric surgery clinics, more than 85% of participants had at least some college education. The mean BMI was highest for the patients from bariatric surgery clinics (34.3 kg/m²), followed by the patients from primary care clinics (30.2 kg/m²) and the total population of eligible patients (28.3 kg/m²). A high proportion of enrollees had hypertension (507/1185, 42.8%) and diabetes (232/1185, 19.6%), but these conditions were even more common among the large sample of eligible patients who were not enrolled (689,925/5,051,187, 52.1% with hypertension and 407,036/5,051,187, 30.7% with diabetes).
Table 1. Description of participants enrolled in the study cohort from primary care and bariatric surgery clinics versus all eligible participants.a

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Participants enrolled in the study cohort (N=1185)</th>
<th>Primary care clinics (n=907)</th>
<th>Bariatric surgery clinics (n=278)</th>
<th>All eligible participants (n=5,051,187)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.1 (16.0)</td>
<td>56.5 (15.7)</td>
<td>43.6 (23.1)</td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>595 (65.6)</td>
<td>207 (74.5)</td>
<td>2,778,178 (55.0)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>3 (0.3)</td>
<td>1 (0.4)</td>
<td>10,075 (0.2)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.1)</td>
<td>4 (1.4)</td>
<td>79,876 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>81 (8.9)</td>
<td>27 (9.7)</td>
<td>558,125 (11.1)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>788 (86.9)</td>
<td>234 (84.2)</td>
<td>3,812,584 (75.5)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>13 (1.4)</td>
<td>10 (3.6)</td>
<td>462,955 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>14 (1.5)</td>
<td>1 (0.4)</td>
<td>127,045 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>865 (95.4)</td>
<td>267 (96.0)</td>
<td>4,169,412 (89.8)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>23 (2.2)</td>
<td>6 (2.2)</td>
<td>345,957 (6.8)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>6 (0.6)</td>
<td>3 (1.1)</td>
<td>N/Ac</td>
<td></td>
</tr>
<tr>
<td>High school graduate or GEDd</td>
<td>93 (10.3)</td>
<td>30 (10.8)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>225 (24.8)</td>
<td>69 (24.8)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>214 (23.6)</td>
<td>64 (23.0)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>More than college degree</td>
<td>361 (39.8)</td>
<td>104 (37.4)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>8 (0.9)</td>
<td>8 (2.9)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>30.2 (8.95)</td>
<td>34.3 (9.02)</td>
<td>28.3 (7.50)</td>
<td></td>
</tr>
<tr>
<td>BMI category, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>7 (0.8)</td>
<td>0 (0.0)</td>
<td>227,768 (6.6)</td>
<td></td>
</tr>
<tr>
<td>18.5-25</td>
<td>256 (28.5)</td>
<td>39 (14.0)</td>
<td>1,047,409 (30.3)</td>
<td></td>
</tr>
<tr>
<td>25-30</td>
<td>260 (29.0)</td>
<td>62 (22.3)</td>
<td>998,279 (28.9)</td>
<td></td>
</tr>
<tr>
<td>30-35</td>
<td>158 (17.6)</td>
<td>60 (21.6)</td>
<td>630,232 (18.2)</td>
<td></td>
</tr>
<tr>
<td>35-40</td>
<td>96 (10.7)</td>
<td>41 (14.7)</td>
<td>310,980 (9.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td>120 (13.4)</td>
<td>76 (27.3)</td>
<td>241,391 (7.0)</td>
<td></td>
</tr>
<tr>
<td>Comorbid health conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart failure</td>
<td>32 (3.5)</td>
<td>10 (3.6)</td>
<td>164,420 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>370 (40.8)</td>
<td>137 (49.3)</td>
<td>689,925 (52.1)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>168 (18.5)</td>
<td>64 (23.0)</td>
<td>407,036 (30.7)</td>
<td></td>
</tr>
<tr>
<td>Health care visit in last 6 months, n (%)</td>
<td>707 (77.9)</td>
<td>213 (76.6)</td>
<td>887,235 (67.0)</td>
<td></td>
</tr>
</tbody>
</table>

*aNo statistical testing was performed because of overlap between the eligible group and those enrolled in the cohort.

bFor participants enrolled in the cohort, race and ethnicity information was self-reported; for nonenrolled participants, these data were obtained from the electronic health record.

cN/A: not available.

dGED: general education degree.

Figure 2 demonstrates the distribution of participants enrolled by strategy and recruitment site from the 5 health systems. Because of differences in research policies, staffing, and capabilities, each health system differed in the number of recruitment strategies used in the primary care and bariatric surgery settings. Table 2 shows the characteristics of enrolled cohort participants by recruitment strategy. The proportion of Black patients who were recruited using EHR patient portals
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(8/49, 16.3%) and email (80/730, 11.0%) was higher than that with in-person (7/148, 4.7%) and postal (13/258, 5.0%) strategies. We found no statistically significant differences in participants’ level of education or comorbid health conditions between the 4 different recruitment strategies.

**Figure 2.** Distribution of participants by recruitment site (sites A to E) and recruitment strategy. (A) Primary care clinic participants (n=907). (B) Bariatric surgery clinic participants (n=278).
Table 2. Description of enrolled participants (N=1185) by recruitment strategy.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Recruitment strategy</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>In-person (n=148)</td>
<td>Postal (n=258)</td>
</tr>
<tr>
<td></td>
<td>58.6 (16.0)</td>
<td>59.0 (14.6)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>114 (77.0)</td>
<td>165 (64.0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>1 (0.7)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (1.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Black</td>
<td>7 (4.7)</td>
<td>13 (5.0)</td>
</tr>
<tr>
<td>White</td>
<td>136 (91.9)</td>
<td>233 (90.3)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>6 (2.3)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (0.7)</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>142 (95.9)</td>
<td>249 (96.5)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (0.7)</td>
<td>5 (6.1)</td>
</tr>
<tr>
<td>High school graduate or GED\textsuperscript{d}</td>
<td>12 (8.1)</td>
<td>25 (9.7)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>37 (25.0)</td>
<td>67 (26.0)</td>
</tr>
<tr>
<td>College graduate</td>
<td>39 (26.4)</td>
<td>61 (23.6)</td>
</tr>
<tr>
<td>More than college degree</td>
<td>58 (39.2)</td>
<td>101 (39.1)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>32.3 (8.2)</td>
<td>30.7 (7.9)</td>
</tr>
<tr>
<td>Comorbid health conditions, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart failure</td>
<td>7 (4.7)</td>
<td>6 (2.3)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>62 (41.9)</td>
<td>110 (42.6)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>32 (21.6)</td>
<td>50 (19.4)</td>
</tr>
<tr>
<td>Visit to health care provider in last 6 months, n (%)</td>
<td>101 (68.2)</td>
<td>190 (73.6)</td>
</tr>
<tr>
<td>Primary care clinic participant, n (%)</td>
<td>40 (27.0)</td>
<td>200 (77.5)</td>
</tr>
<tr>
<td>Bariatric surgery clinic participant, n (%)</td>
<td>108 (73.0)</td>
<td>58 (22.5)</td>
</tr>
<tr>
<td>Site, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>36 (24.3)</td>
<td>8 (3.1)</td>
</tr>
<tr>
<td>B</td>
<td>5 (3.4)</td>
<td>221 (85.7)</td>
</tr>
<tr>
<td>C</td>
<td>42 (28.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>D</td>
<td>3 (2.0)</td>
<td>29 (11.2)</td>
</tr>
<tr>
<td>E</td>
<td>62 (41.9)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

^a ANOVA F test.
^b Chi-square test.
^c Fisher exact test.
^d GED: general education degree.

Discussion

This study reports the experience of the PaTH CRN’s recruitment of patients from primary care and bariatric surgery clinics from 5 health systems into a study cohort. Even though the in-person recruitment had the greatest efficiency (33.5%), this strategy required research staff to identify when patients had upcoming appointments and to be available on site.
Ultimately, only 442 patients were approached in person and 148 enrolled. The majority of participants were recruited using email (730/1185, 61.6%). Although email recruitment required less staff research time, this strategy was limited by having patients’ email addresses recorded and available in the EHRs. The secure patient portal was a strategy employed by 2 health systems and had a recruitment efficiency comparable to email (2.9% of those who received a message enrolled in the study). The electronic recruitment strategies may be particularly desirable during times when research staff cannot be present in the clinic, such as under COVID-19-related restrictions.

Traditionally, researchers have relied on postal mailings, newspaper or radio advertising, or random-digit dialing methods for survey-based research as well as for recruitment into clinical trials [15]. EHRs provide an avenue for screening and then directly targeting recruitment at potentially eligible patients for research studies [4, 15]. Recruitment of patients from EHRs has the potential to be more inclusive by including patients who might be sicker and those who are undergoing care in real-world health care systems [3, 16]. However, no method of recruitment is without the potential for selection biases. With EHR-based recruitment, there are concerns about external validity or generalizability to nonpatient or health care populations, particularly for prevention-oriented studies [17]. In addition, patients with reduced access to care or those who are not regularly followed in the health care setting may be less likely to be approached in person (ie, at the time of a clinic visit) or to receive recruitment messages when they do not have an email address or access the patient portal. While 90% of US adults now use the internet, older adults and Black citizens still show lower rates of internet access [18], but technology usage rates are increasing [19]. A recent study by Walker and colleagues [18] showed that fewer Black patients and patients over the age of 70 had access to an inpatient portal. Notably, in our study, which used a combination of recruitment strategies, approximately 9% of enrolled participants identified as Black compared with 11% among patients identified as potentially eligible. In fact, researchers could leverage the EHR to specifically target patient populations by demographics or medical diagnosis (eg, by race, ethnicity, age, or rare health conditions [20, 21]).

Despite the increasing need for effective and less staff-intensive methods of recruitment for clinical trials and surveys, few studies have compared recruitment strategies [22, 23]. One study reported and compared response rates from various recruitment methods (postal survey, postal invitation to complete an internet survey, and postal invitation for a telephone survey) for an environmental survey but did not include EHR-based recruitment methods [23]. The study showed the highest response rate (30%) for the telephone survey [23]. The EHR provides a new way to identify potential participants for research studies by applying electronic eligibility criteria to sometimes very large pools of potentially eligible patients [24].

A systematic review by Lai and Afseth [25] assessed the effectiveness and efficiency of EHR-based recruitment methods. They identified 13 articles, of which 11 reported recruitment efficiency and most used alerts sent directly to physicians or staff to notify of participant eligibility [25]. EHRs have multiple functionalities to support recruitment [26]. In our study, we utilized the EHR for several purposes: to generate lists of potentially eligible patients using a computable phenotype, to obtain postal mailing addresses and email addresses, and to send recruitment invitations using the secure patient portal at 2 sites. Some academic research centers have designed patient portal recruitment services to enable, but also limit, recruitment using the portal for certain approved studies [1, 21, 27, 28]. In a 2019 single-institution study that included 13 separate EHR-based recruitment strategies using the patient portal recruitment service, the average response rate for patient portal messages was 2.9%, which was the same as our enrollment rate for both email and patient portal recruitment [21]. Interestingly, we offered no compensation to patients to enroll in our study, yet the studies reviewed by Miller et al [21] did offer compensation.

Although the computable phenotype enabled our teams to identify a very large number of patients who were potentially eligible, each health system designed its own outreach methods to patients by targeting specific clinical sites, thereby greatly reducing the potential number of patients that could have been contacted about this research opportunity. Importantly, institutional review boards at each site prohibited the “cold calling” of patients (ie, directly contacting potential research participants based on prior knowledge of the patients’ health information in the absence of a treatment or clinical relationship [29]). Therefore, each site partnered with primary care and bariatric surgery providers, who approached the patients about the study first, either with their signature on the recruitment invitation or through an in-person introduction. However, a recent landscape analysis by McHugh and colleagues [29] highlighted that this universally applied “ban on cold calling” could impose a gatekeeping function and potentially reduce patient autonomy, decreasing access to research and risking the introduction of selection bias into research studies. They suggested alternative approaches to ensuring patient privacy [29], with the goal of broadening access to health research participation [15].

We identified several limitations of this study. First, this was a 5-center, multisite study and the deployed recruitment strategies were dependent on the norms for research recruitment at each site, with the implication that not all samples were directly comparable by site or by strategy. For example, 3 sites did not allow research recruitment using the EHR patient portal and 1 site did not have access to email addresses in the EHRs. Because of the differences in clinical populations’ demographics between sites, there was high correlation between the site’s choice of recruitment methods and the patients who were recruited, limiting our ability to draw conclusions about whether specific recruitment modalities are more (or less) effective for specific racial/ethnic groups or different age categories. Second, the overall response rate was low; however, it is very comparable to response rates from other studies that relied on EHR-based or email-based recruitment. We were able to assess for selection biases by comparing those patients who were deemed eligible with those who enrolled in the study. We showed lower uptake among Latinx patients, but this was in part because the consent and survey were limited to participants able to read in English.
Third, although this study was low burden for participants, as they consented to having the research team review medical records and complete a 20-minute online survey, we did not offer any compensation for their time, which could have limited enrollment. Therefore, we are not able to draw conclusions about how effective our recruitment strategies would be for more intensive studies, for studies not using online data collection, or for studies offering participant incentives. Fourth, we were unable to estimate cost or cost-effectiveness of the recruitment strategies or describe in detail the staffing time or corresponding resources involved for each health system, such as the effort for the health informatics team to support EHR-based research or the time for research staff to conduct in-person clinic-based recruitment. Fifth, recruitment for this study occurred approximately 4 years ago (2015-2016) and it is possible that response rates and methods for electronic recruitment have improved over time. Sixth, the 5 health systems were all based in the mid-Atlantic region of the United States, which could limit the generalizability of these findings to other regions of the country and outside the United States.

The major implication of our study is to inform the selection of recruitment strategies for the design of future cohort studies, utilizing the capabilities of the modern-day EHR system. We anticipate that other researchers could find this information useful in the design of their recruitment strategies and to estimate the expected yields from “low touch” strategies that require less personnel contact with potential participants. As health systems and institutional review boards become more comfortable and familiar with EHR-based recruitment, it will be possible to achieve greater consistency between the recruitment processes and even sample selection to reduce biases across systems. Ultimately, to facilitate EHR-based research across multiple settings (eg, inpatient and ambulatory), large health systems will need to invest in infrastructure to support and link smaller clinical centers and subsidize their use of a common EHR. An example of a successful academic and community-based network is the OCHIN network, which provides a research infrastructure using EHR data from a national network of smaller community health centers [30].

In conclusion, we recruited a total of 1085 patients from primary care and bariatric surgery clinics to complete a survey and participate in an EHR-based cohort study using 4 recruitment methods. The greatest recruitment yield was achieved using the email-based method, but the greatest efficiency resulted from in-person recruitment. Implementation of low-resource recruitment approaches has important implications for future patient-centered studies in health system settings.
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Abstract

Background: With the ever-expanding interconnectedness of the internet and especially with the recent development of the Internet of Things, people are increasingly at risk for cybersecurity breaches that can have far-reaching consequences for their personal and professional lives, with psychological and mental health ramifications.

Objective: We aimed to identify the dimensional structure of emotion processes triggered by one of the most emblematic scenarios of cybersecurity breach, the hacking of one’s smart security camera, and explore which personality characteristics systematically relate to these emotion dimensions.

Methods: A total of 902 participants from the United Kingdom and the Netherlands reported their emotion processes triggered by a cybersecurity breach scenario. Moreover, they reported on their Big Five personality traits, as well as on key indicators for resilient, overcontrolling (internalizing problems), and undercontrolling (aggression) personality types.

Results: Principal component analyses revealed a clear 3-dimensional structure of emotion processes: emotional intensity, proactive versus fight/flight reactions, and affective versus cognitive/motivational reactions. Regression analyses revealed that more internalizing problems (β=.33, P<.001), resilience (β=.22, P<.001), and agreeableness (β=.12, P<.001) and less emotional stability (β=.25, P<.001) have significant predictive value for higher emotional intensity. More internalizing problems (β=.26, P<.001), aggression (β=.25, P<.001), and extraversion (β=.07, P=.01) and less resilience (β=.19, P<.001), agreeableness (β=.34, P<.001), consciousness (β=.19, P<.001), and openness (β=.22, P<.001) have significant predictive value for comparatively more fight/flight than proactive reactions. Less internalizing problems (β=.32, P<.001) and more emotional stability (β=.14, P<.001) and aggression (β=.13, P<.001) have significant predictive value for a comparatively higher salience for cognitive/motivational than affective reactions.

Conclusions: To adequately describe the emotion processes triggered by a cybersecurity breach, two more dimensions are needed over and above the general negative affectivity dimension. This multidimensional structure is further supported by the differential relationships of the emotion dimensions with personality characteristics. The discovered emotion structure could be used for consistent predictions about who is at risk to develop long-term mental well-being issues due to a cybersecurity breach experience.

(J Med Internet Res 2021;23(5):e24879) doi:10.2196/24879
Introduction

Background
The increasing number of Internet of Things devices (IoT) and their diverse application in private and work lives offer unlimited possibilities for a connected life. However, this has also extended the scope of security breaches and cybercriminal behavior [1]. As cyberattacks became more and more focused on specific companies and individual users [2,3], they increasingly create technological, economic, social, and psychological challenges. Because of the deep penetration of IoT in personal lives, cybersecurity breaches on such devices can have far-reaching personal consequences. Work and livelihood can be disturbed, personal and social spheres can be altered, and these changes can sometimes be irrevocable. The most direct psychological effects of such events, which are intrinsically relevant to the personal goals of the user, are the emotional responses they elicit [4,5]. A leading security company reported that negative emotions including anger, annoyance, frustration, upset, and a feeling of being cheated are the common reactions to being a victim of cybercrime [6]. These emotional experiences could develop into long-term, far-reaching psychological turmoil [7-10]. Despite their central role in psychological well-being, very little is known about emotional reactions in the context of cybersecurity breaches. In this study, we (1) explore victims’ emotion processes by employing a scenario study with a cybersecurity breach on a smart security camera, which is one of the most telling examples of invasion of privacy by unauthorized entrance in the private sphere [11,12], (2) explore which personality characteristics predict interindividual differences in emotional reactions to this cybersecurity breach; and (3) designed the explorative research in such a way to generate replicable findings.

Emotion Processes
In emotion research, participants are often asked to report on their own emotions by evaluating emotion and affect terms (e.g., the frequently used Positive and Negative Affect Schedule [PANAS] [13]). While this type of research can generate very interesting findings, it does not allow researchers to unearth the emotion processes these affect terms refer to. To get a comprehensive view of the emotion processes that can be elicited by cybersecurity breaches, emotions are currently studied on the basis of the componential emotion approach [14]. This approach has emerged as an overarching conceptual framework within the scientific field of emotion research. According to this approach, emotions are conceptualized as processes that are elicited by goal-relevant events and consist of an interplay between 5 major components: appraisals, action tendencies, bodily responses, expressions, and subjective feelings [5]. Each component has a function. Appraisals are the evaluation of the eliciting event against one’s goals, needs, and values. Action tendencies refer to the preparation and direction of adaptive action. Bodily responses refer to physiological changes that prepare the body for actual action. Expressions are the facial, vocal, and gestural reactions through which the ongoing emotion process is communicated. Through subjective feelings, the individual becomes aware of the ongoing emotion process. These feelings are often communicated with the use of emotion and affect terms. Moreover, emotion processes are evolutionary-shaped processes that have evolved from reflex-like reactions to dynamic processes open to regulation [5,14]. All aspects of the emotion process can be regulated, from the impulsive reactions to the cognitive evaluations. Having flexible emotion processes allows us to better adapt to our environment [15].

This componential emotion approach is especially promising for studying emotional experiences, as it has been demonstrated across cultural and linguistic groups that the 5 components, as well as regulation are encoded in daily language. First in 3 samples from the United Kingdom, Switzerland, and Belgium [16] and later in 31 additional samples from 24 countries and representing 20 languages (such as Chinese and Japanese) [14], it was demonstrated that 142 emotion features representing the 5 emotion components and regulation systematically constitute the meaning of 24 frequently used emotion terms [14]. The componential emotion approach forms not only a comprehensive theoretical framework but also represents how people naturally think and talk about their emotions.

Thus, to fully understand emotion dynamics, it is important to go beyond feeling and emotion terms and study all emotion components and regulation processes. In this study, the dimensions that structure the emotion processes elicited by a cybersecurity breach of a smart security camera are exploratively identified by taking all emotion components as well as regulation into account.

Person Characteristics and Emotional Reactions
To better understand the emotion dimensions involved in this scenario, we evaluate whether and how characteristics of personality are related to the reported emotional experience. To this end, we have worked with 2 broad personality models that have been shown in the past to relate to emotional functioning: the Big Five personality model [17] and the resilient/overcontrolled/undercontrolled personality type model [18,19].

Big Five Personality Model
In the first model, personality is described by the Big Five broad personality traits: extraversion, emotional stability, conscientiousness, agreeableness, and openness [17]. These traits have been shown to relate to the duration of emotional states and frequency of specific emotional experiences [20]. A very common finding is that extraversion is positively associated with positive affect and emotional stability negatively with negative affect [21]. Additionally, associations of personality traits with emotion regulation were demonstrated in several studies [22-24]. For instance, extraversion, conscientiousness, and openness were predictive for problem solving and cognitive
restructuring, while agreeableness was predictive for social support and cognitive restructuring [22-24].

**Resilient/Overcontrolled/Undercontrolled Personality Type Model**

The second personality model classifies people into 3 broad personality types [18,19]. Resilient people are characterized by a tendency to effectively adapt to changes and have the ability to recover well from stress and negative emotional arousal. Overcontrolled people are introverted and emotionally sensitive but also dependable. They are more likely to experience sadness and fear and are at risk of developing internalizing complaints such as depression and anxiety. Undercontrolled people are low on agreeableness and conscientiousness and high on aggressiveness and delinquency. They are more likely to experience anger and are at risk to develop externalizing problems.

**Gender and Age**

Next to these personality predictors, we have also looked at the relationships with gender and age. Overall gender differences in emotional reactions have been observed, with females having more intense emotional reactions compared with males [25-28]. Regarding age, a general decrease of negative affective experiences [29] and increase of healthier emotion regulation strategies [30-32] have been observed throughout the life span.

**Replicability**

In light of the replicability crisis in psychology [33] and because of the explorative nature of this research with the innovation to root the study of emotional experiences in the componential emotion approach, the study was executed in two samples from different countries (United Kingdom and the Netherlands) speaking different languages (English and Dutch). Moreover, participants in each country received at random one of two versions of the cybersecurity breach scenario. In one version, the smart security camera showed obvious signs of a cybersecurity breach (nonambiguous condition), and in the other version, it showed unclear signs (the ambiguous condition) that could also potentially be caused by other factors (eg, a bug in the software). By adding the latter scenario, the ecological validity of the research was increased, as in daily life it is also often unclear whether or not a dysfunction of internet-connected devices is due to a cybersecurity breach.

**Methods**

**Sample**

A total of 1045 participants were recruited through Qualtrics panel, 524 participants from the United Kingdom and 521 participants from the Netherlands. Before the data analyses, participants showing signs of not properly answering questions were removed. One of the strongest indicators that the validity of responses is at stake is nondifferentiation of the responses [34]. All participants who gave the same response on at least 75% of the GRID items and on 70% of the International Personality Item Pool 50 (IPIP-50) questionnaire items deviated from most participants in scale use and were removed (n=143 deleted cases). This left 902 participants for the analyses. Sample characteristics are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Study sample characteristics (n=902).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td>United Kingdom (n=435)</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td><strong>Condition</strong></td>
</tr>
<tr>
<td>Ambiguous</td>
</tr>
<tr>
<td>Nonambiguous</td>
</tr>
</tbody>
</table>

**Procedure**

The Qualtrics project team organized and coordinated data collection. They recruited samples from both countries based on their Qualtrics panel of participants. Quotas for samples were predefined and balanced by country of residence, gender, and scenario with age range limited from 18 to 65 years. An online questionnaire, located on the Qualtrics survey platform, was presented to participants remotely by sending them a survey link. Each participant electronically signed an online informed consent form prior to completing the questionnaire. Participants had the opportunity to complete the questionnaire within a 1-week period. The average duration of questionnaire completion was 15 minutes. Each participant was presented with an introduction explaining what IoT devices are and specifically what a smart security camera is. This was followed by the presentation of one of the two scenarios (ambiguous or nonambiguous, see complete instructions in Multimedia Appendix 1). Each participant thus evaluated only randomly assigned one scenario.

**Measures**

**Emotion Assessment**

Participants were asked to imagine they experienced one out of two cybersecurity breach scenarios. Scenario 1, which represented the ambiguous condition, was formulated as follows: “Imagine that you bought a smart security camera for your home. After some time, you notice that the shutter on your smart security camera starts opening and closing without your instruction, several times for a few minutes, then it stops for a
minute and starts again opening and closing several times and then it stops.” In the nonambiguous condition (scenario 2), the formulation was “Imagine that you bought a smart security camera for your home. After some time, you notice that the shutter on your smart security camera opens without your instruction and the camera rotates toward you and then starts following your movement.”

Participants were subsequently asked to report the emotional reactions they would have in the situation presented using the Cybersecurity GRID questionnaire (Multimedia Appendix 2). This is an adjusted version of the GRID instrument that was used to study the meaning of emotion words across cultural and linguistic groups [14] and is based on the componential emotion approach [5] including the assessment of the 5 emotion components and emotion regulation. In order to determine and operationalize relevant features of the emotion processes in the specific context of cybersecurity breaches, we executed a preliminary qualitative survey. In this survey, 130 participants reported on their real or expected emotional reactions in cybersecurity breach situations (either from first-hand experience or based on a third-party experience). Participants’ reports included a brief description of the cybersecurity breach situation and the emotional reactions they had or would have had in that situation (referring to each of the 5 emotion components and regulation). The new Cybersecurity GRID questionnaire was based on those emotion features that were reported by at least 15% of the participants. The Cybersecurity GRID contains 76 items (19 appraisals, 16 action tendencies, 11 bodily reactions, 8 expressions, 14 subjective feelings, and 8 emotion regulation strategies). Each emotion feature was evaluated on the 7-point Likert scale commonly used in survey research ranging from 1 (strongly disagree) to 7 (strongly agree) [35].

IPIP-50
IPIP-50 [17] is a validated instrument that measures the Big Five personality factors. Participants rated how accurately each statement described them on a 7-point Likert scale ranging from 1 (very inaccurate) to 7 (very accurate). Person mean-centered scores were calculated for IPIP items and reversed according to instructions. Each factor showed good to very good internal consistency (Cronbach alpha): extraversion: $\alpha=.85$, agreeableness: $\alpha=.83$, conscientiousness: $\alpha=.79$, emotional stability: $\alpha=.83$, and for openness: $\alpha=.72$.

Depression, Anxiety, and Stress Scale–21 Item
The Depression, Anxiety, and Stress Scale–21 Item (DASS-21) assesses internalizing problems, which is a key feature of the undercontrolled personality type. It is a short version of the Buss-Perry Aggression Questionnaire [40] and consists of 21 items rated on a 5-point scale ranging from 1 (extremely uncharacteristic of me) to 5 (extremely characteristic of me). The scale showed a high internal consistency, $\alpha=.92$.

Ego Resilience Scale
The Ego Resilience Scale [41,42] is a short, revised version of the Ego-Resiliency Scale [43], measuring self-reported resilience on 10 items on a 4-point scale ranging from 1 (does not apply at all) to 4 (applies very strongly). The Cronbach alpha of the total score was .78.

Ethical Approval
Ethical approval was obtained from the ethical committee of Ghent University, Faculty of Psychology and Educational Sciences in 2017 (number 2016/67).

Results

Internal Structure of Emotional Reactions
Principal component analyses were applied to identify the major dimensions of variability among 76 emotion features. To avoid confusion between emotion components from a substantive point of view and principal components obtained from analysis, the latter will be referred to as dimensions in the remainder of the text.

To identify the number of dimensions, 3 criteria were used: (1) the scree plot based on the Eigenvalues (Multimedia Appendix 1), (2) interpretability, and (3) replicability for each language, scenario, and gender (Multimedia Appendix 1). The theoretically best interpretable rotation was selected. A highly stable and well-interpretable 3-dimensional structure was identified that accounted for 48% of the total variance (see Table 2 for the highest loading features on each dimension and Multimedia Appendix 1 for the full loading matrix).

On the first dimension, accounting for 31% of variance, all emotion features have a positive loading, with the subjective experiences loading highest (eg, I would feel panic, I would feel upset). The higher participants score on this dimension, the more intense negative emotion processes are elicited by the scenario. Therefore, this dimension is named emotional intensity.

The second dimension, accounting for 12% of variance, is a bipolar dimension. One pole is defined by proactive action tendencies to deal with the cybersecurity breach (eg, I would want to regain control over the device/account, I would want to find a solution and fix the problem). The other pole is defined by fight/flight action tendencies (eg, I would want to take revenge, I would want to isolate myself physically) and features from other components that indicate distress (eg, I would have pain in the chest). Therefore, this dimension is labeled proactive versus fight/flight.
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Table 2. Results from principal component analysis of the Cybersecurity GRID questionnaire (n=920).

<table>
<thead>
<tr>
<th>Dimension 1: Emotional intensity</th>
<th>Dimension 2: Proactive versus fight/flight</th>
<th>Dimension 3: Affective versus cognitive/motivational</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRID items</td>
<td>Dimension loading</td>
<td>Dimension loading</td>
</tr>
<tr>
<td>SF5. I would feel panic.</td>
<td>.73</td>
<td>.20</td>
</tr>
<tr>
<td>SF4. I would feel afraid.</td>
<td>.72</td>
<td>.09</td>
</tr>
<tr>
<td>SF7. I would feel worried.</td>
<td>.70</td>
<td>−.15</td>
</tr>
<tr>
<td>SF6. I would feel upset.</td>
<td>.70</td>
<td>.04</td>
</tr>
<tr>
<td>SF11. I would feel angry.</td>
<td>.67</td>
<td>.01</td>
</tr>
<tr>
<td>AT14. I would want to destroy whatever was close.</td>
<td>.32</td>
<td>.65</td>
</tr>
<tr>
<td>AT15. I would want to take revenge.</td>
<td>.36</td>
<td>.63</td>
</tr>
<tr>
<td>BR4. I would have pain in the chest.</td>
<td>.49</td>
<td>.61</td>
</tr>
<tr>
<td>AT1. I would want to stop what was happening.</td>
<td>.43</td>
<td>−.62</td>
</tr>
<tr>
<td>AT9. I would want to find a solution and fix the problem.</td>
<td>.34</td>
<td>−.64</td>
</tr>
<tr>
<td>AT2. I would want to regain control over the device/account.</td>
<td>.44</td>
<td>−.68</td>
</tr>
<tr>
<td>A19. I would think “It is not safe that this device is connected to the internet.”</td>
<td>.58</td>
<td>−.07</td>
</tr>
<tr>
<td>A7. I would think “My trust is betrayed.”</td>
<td>.58</td>
<td>.13</td>
</tr>
<tr>
<td>A12. I would think “It is happening because someone is trying to hack and take control over my count.”</td>
<td>.56</td>
<td>−.10</td>
</tr>
<tr>
<td>E8. I would be walking around nervously.</td>
<td>.60</td>
<td>.32</td>
</tr>
<tr>
<td>E7. I would be restless (touching face, hair, biting nails, nervously kicking with legs).</td>
<td>.58</td>
<td>.34</td>
</tr>
<tr>
<td>ER3. I would try to calm myself down (eg, by breathing deeply).</td>
<td>.59</td>
<td>−.09</td>
</tr>
</tbody>
</table>

The third dimension, accounting for 5% of the variance, is also bipolar. All appraisal and action tendency features (eg, I would think “It is not safe that this device is connected to the Internet”) have a nonnegative loading, while all subjective experience, bodily reaction, expression, and regulation features (eg, I would try to calm myself down) have a nonpositive loading on this dimension. This dimension is labeled affective versus cognitive/motivational.

Predictors of Emotional Reactions

The scores on each of the 3 identified emotion dimensions were regressed on the personality characteristics. As the Big Five indicators and the resilience, overcontrolled, and undercontrolled indicators show both theoretical and empirical overlap (and the differences and similarities between personality models do not form the focus of this research), their predictive value was investigated separately. Hierarchical linear regression analyses were performed. In the baseline model (model 1), the predictors are country of residence, scenario, gender, and age (with United Kingdom, ambiguous situation, and women being the reference categories). In the second model the personality characteristics were added as predictors: the Big Five personality traits in model 2a and the indicators for resilience, overcontrolled, and undercontrolled personality types in model 2b.

Emotional Intensity

In model 1 (Table 3), it was observed that United Kingdom (β_TheNetherlands =−.20, P<.001), women (β_man =−.14, P<.001), and those imagining the unambiguous scenario (β_unambiguous =.12, P<.001) reported the highest emotional intensity. Model 1 accounted for 8% of the variance (F_4,901 =18.28; P<.001). In model 2a (Table 3), it was observed that less emotionally stable (β =−.25, P<.001) and more agreeable (β =.12, P<.001) participants reported a higher emotional intensity. Model 2a additionally accounted for an additional 5% of the variance (F_9,901 =18.28; P<.001). In model 2b (Table 3) showed that those reporting more internalizing problems (β =.33, P<.001) and more resilient participants (β =.22, P<.001) reported a higher emotional intensity. Model 2b additionally accounted for 17% of the variance (F_7,901 =66.32; P<.001).
### Table 3. Results of hierarchical regression analyses showing amount of variance in the emotional intensity dimension accounted for by country of residence, condition, gender, age, Big Five personality traits, DASS-21, aggression, and resilience.

<table>
<thead>
<tr>
<th>Model</th>
<th>B^a</th>
<th>SE</th>
<th>β^b</th>
<th>t</th>
<th>P value</th>
<th>F^c</th>
<th>R</th>
<th>R^2</th>
<th>ΔR^2d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>0.36</td>
<td>.11</td>
<td>.e</td>
<td>3.22</td>
<td>&lt;.001</td>
<td>18.28</td>
<td>.28</td>
<td>.08</td>
<td>.08</td>
</tr>
<tr>
<td>Country^f</td>
<td>−0.40</td>
<td>.06</td>
<td>−.20</td>
<td>−6.14</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.23</td>
<td>.06</td>
<td>.12</td>
<td>3.60</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>−0.28</td>
<td>.06</td>
<td>−.14</td>
<td>−4.34</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0</td>
<td>0</td>
<td>−.05</td>
<td>−1.39</td>
<td>.16</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>0.21</td>
<td>.11</td>
<td>—</td>
<td>1.89</td>
<td>.06</td>
<td>14.64</td>
<td>.36</td>
<td>.13</td>
<td>.05</td>
</tr>
<tr>
<td>Country^f</td>
<td>−0.35</td>
<td>.06</td>
<td>−.18</td>
<td>−5.54</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.21</td>
<td>.06</td>
<td>.11</td>
<td>3.36</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>−0.17</td>
<td>.07</td>
<td>−.08</td>
<td>−2.52</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0</td>
<td>0</td>
<td>−.02</td>
<td>−.540</td>
<td>.59</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.04</td>
<td>.05</td>
<td>0.03</td>
<td>0.78</td>
<td>.44</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>0.19</td>
<td>.06</td>
<td>0.12</td>
<td>3.05</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>0.08</td>
<td>.06</td>
<td>0.05</td>
<td>1.20</td>
<td>.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Emotional stability</td>
<td>−0.37</td>
<td>.06</td>
<td>−.25</td>
<td>−6.59</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Openness</td>
<td>−0.03</td>
<td>.07</td>
<td>−0.01</td>
<td>−.390</td>
<td>.69</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>−2.41</td>
<td>.24</td>
<td>—</td>
<td>−10.27</td>
<td>&lt;.001</td>
<td>66.32</td>
<td>.49</td>
<td>.24</td>
<td>.17</td>
</tr>
<tr>
<td>Country^f</td>
<td>−0.29</td>
<td>.06</td>
<td>−.14</td>
<td>−4.85</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.18</td>
<td>.06</td>
<td>0.09</td>
<td>3.01</td>
<td>.003</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>−0.32</td>
<td>.06</td>
<td>−.16</td>
<td>−5.42</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0</td>
<td>.14</td>
<td>4.21</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Depression, anxiety, stress</td>
<td>0.44</td>
<td>.06</td>
<td>0.33</td>
<td>7.26</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.09</td>
<td>.05</td>
<td>0.08</td>
<td>1.80</td>
<td>.07</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Resilience</td>
<td>0.04</td>
<td>.01</td>
<td>0.22</td>
<td>7.40</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^a^ B: unstandardized coefficient.

^b^ β: beta standardized coefficient.

^c^ F: F ratio.

^d^ ΔR^2: R^2 change.

^e^ Not applicable.

^f^ Reference category: United Kingdom.

^g^ Reference category: ambiguous situation.

^h^ Reference category: women.

**Proactive Versus Fight/Flight**

More fight/flight reactions were reported by younger participants ($β_{age}=.26$, $P<.001$), by men ($β_{man}=.16$, $P<.001$), and by participants responding to the unambiguous scenario ($β_{ambiguous}=.09$, $P=.006$). Model 1 (Table 4) accounted for 9% of the variance ($F_{4,901}=22.59$; $P<.001$). In model 2a (Table 4), it was observed that less agreeable ($β=.34$, $P<.001$), less conscientious ($β=.19$, $P<.001$), and less open ($β=.22$, $P<.001$) but more extraverted ($β=.07$, $P=.02$) participants showed more fight/flight reactions. Model 2a accounted for an additional 32% of the variance ($F_{9,901}=68.57$; $P<.001$). In model 2b (Table 4), it was observed that less resilient participants ($β=.19$, $P<.001$) and participants with more internalizing problems ($β_{DASS}=.26$, $P<.001$) and more aggression ($β=.25$, $P<.001$) reported more...
fight/flight reactions. Model 2b accounted for an additional 24% of the variance ($F_{7,901}=62.82; P<.001$).

**Table 4.** Results of hierarchical regression analyses showing amount of variance in the proactive versus fight/flight reactions dimension accounted for by country of residence, condition, gender, age, Big Five personality traits, DASS-21, aggression, and resilience.

<table>
<thead>
<tr>
<th>Model</th>
<th>B$^a$</th>
<th>SE</th>
<th>$\beta^b$</th>
<th>t</th>
<th>P value</th>
<th>F$^c$</th>
<th>R</th>
<th>$R^2$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>0.48</td>
<td>.11</td>
<td>_e</td>
<td>4.43</td>
<td>&lt;.001</td>
<td>22.59</td>
<td>.30</td>
<td>.09</td>
<td>.09</td>
</tr>
<tr>
<td>Country$^f$</td>
<td>0</td>
<td>.06</td>
<td>0</td>
<td>0</td>
<td>&gt; .99</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition$^g$</td>
<td>0.17</td>
<td>.06</td>
<td>.09</td>
<td>2.73</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender$^h$</td>
<td>0.31</td>
<td>.06</td>
<td>.16</td>
<td>4.85</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>−0.02</td>
<td>0</td>
<td>−.26</td>
<td>−8.10</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>0.08</td>
<td>.09</td>
<td>—</td>
<td>0.81</td>
<td>.42</td>
<td>68.57</td>
<td>.64</td>
<td>.41</td>
<td>.32</td>
</tr>
<tr>
<td>Country$^f$</td>
<td>0.07</td>
<td>.05</td>
<td>.04</td>
<td>1.37</td>
<td>.17</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition$^g$</td>
<td>0.17</td>
<td>.05</td>
<td>.08</td>
<td>3.23</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender$^h$</td>
<td>0.07</td>
<td>.05</td>
<td>.03</td>
<td>1.21</td>
<td>.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>−0.01</td>
<td>0</td>
<td>−.08</td>
<td>−2.92</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.10</td>
<td>.04</td>
<td>.07</td>
<td>2.44</td>
<td>.02</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>−0.51</td>
<td>.05</td>
<td>−.34</td>
<td>−10.26</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>−0.31</td>
<td>.05</td>
<td>−.19</td>
<td>−6.08</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Emotional stability</td>
<td>−0.05</td>
<td>.05</td>
<td>−.03</td>
<td>−0.99</td>
<td>.32</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Openness</td>
<td>−0.41</td>
<td>.06</td>
<td>−.22</td>
<td>−7.29</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>−0.33</td>
<td>.22</td>
<td>—</td>
<td>−1.51</td>
<td>.13</td>
<td>62.82</td>
<td>.57</td>
<td>.33</td>
<td>.24</td>
</tr>
<tr>
<td>Country$^f$</td>
<td>0.12</td>
<td>.06</td>
<td>.06</td>
<td>2.17</td>
<td>.03</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition$^g$</td>
<td>0.14</td>
<td>.06</td>
<td>.07</td>
<td>2.26</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender$^h$</td>
<td>0.20</td>
<td>.06</td>
<td>.10</td>
<td>3.58</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>−0.01</td>
<td>0</td>
<td>−.07</td>
<td>−2.44</td>
<td>.02</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Depression, anxiety, stress</td>
<td>0.34</td>
<td>.06</td>
<td>.26</td>
<td>6.04</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.27</td>
<td>.05</td>
<td>.25</td>
<td>5.96</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Resilience</td>
<td>−0.04</td>
<td>.01</td>
<td>−.19</td>
<td>−7.02</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$B: unstandardized coefficient.
$^b$β: beta standardized coefficient.
$^c$F: F ratio.
$^d$Δ$R^2$: $R^2$ change.
$^e$Not applicable.
$^f$Reference category: United Kingdom.
$^g$Reference category: ambiguous situation.
$^h$Reference category: women.

**Affective Versus Cognitive/Motivational**

Model 1 (Table 5) showed that for older participants ($\beta_{\text{age}}=.21$, $P<.001$), men ($\beta_{\text{man}}=.13$, $P<.001$), and Dutch participants ($\beta_{\text{The Netherlands}}=.08$, $P=.01$), the cognitive/motivational reactions were more salient. The model accounted for 7% of the variance ($F_{4,901}=18.02; P<.001$). Only emotional stability was a significant predictor of the salience of cognitive motivational reactions in model 2a ($\beta=.14$, $P<.001$). Model 2a (Table 5) accounted for an additional 2% of the variance ($F_{9,901}=10.57; P<.001$). In model 2b, it was observed that more aggression ($\beta=.13$, $P=.01$) and less internalizing problems ($\beta=-.32$, $P<.001$)
related to a comparatively higher salience of cognitive/motivational than affective reactions. Model 2b (Table 5) accounted for an additional 5% of the variance ($F_{7,901}=18.06; P<.001$).

**Table 5.** Results of hierarchical regression analyses showing amount of variance in the affective versus cognitive/motivational dimension accounted for by country of residence, condition, gender, age, Big Five personality traits, DASS-21, aggression, and resilience.

<table>
<thead>
<tr>
<th>Model</th>
<th>B^a</th>
<th>SE</th>
<th>β^b</th>
<th>t</th>
<th>P</th>
<th>F^c</th>
<th>R</th>
<th>R^2</th>
<th>ΔR^2d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>−0.86</td>
<td>.11</td>
<td></td>
<td>−7.81</td>
<td>&lt;.001</td>
<td>18.02</td>
<td>.27</td>
<td>.07</td>
<td>.07</td>
</tr>
<tr>
<td>Country^f</td>
<td>0.16</td>
<td>.06</td>
<td>.08</td>
<td>2.52</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.12</td>
<td>.06</td>
<td>.06</td>
<td>1.79</td>
<td>.07</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>0.25</td>
<td>.06</td>
<td>.13</td>
<td>3.95</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0.02</td>
<td>0</td>
<td>.21</td>
<td>6.59</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>−0.75</td>
<td>.12</td>
<td></td>
<td>−6.52</td>
<td>&lt;.001</td>
<td>10.57</td>
<td>.31</td>
<td>.10</td>
<td>.02</td>
</tr>
<tr>
<td>Country^f</td>
<td>0.11</td>
<td>.06</td>
<td>.06</td>
<td>1.76</td>
<td>.08</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.13</td>
<td>.06</td>
<td>.07</td>
<td>2.06</td>
<td>.04</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>0.23</td>
<td>.07</td>
<td>.11</td>
<td>3.38</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0</td>
<td>.18</td>
<td>5.33</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.06</td>
<td>.05</td>
<td>.04</td>
<td>1.21</td>
<td>.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>−0.04</td>
<td>.06</td>
<td>−.03</td>
<td>−0.66</td>
<td>.51</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>−0.04</td>
<td>.06</td>
<td>−.02</td>
<td>−0.58</td>
<td>.56</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Emotional stability</td>
<td>0.20</td>
<td>.06</td>
<td>.14</td>
<td>3.54</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Openness</td>
<td>0.04</td>
<td>.07</td>
<td>.02</td>
<td>0.51</td>
<td>.61</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>−0.04</td>
<td>.25</td>
<td></td>
<td>−0.18</td>
<td>.86</td>
<td>18.06</td>
<td>.35</td>
<td>.12</td>
<td>.05</td>
</tr>
<tr>
<td>Country^f</td>
<td>0.13</td>
<td>.06</td>
<td>.07</td>
<td>2.03</td>
<td>.42</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Condition^g</td>
<td>0.13</td>
<td>.06</td>
<td>.06</td>
<td>2.04</td>
<td>.41</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gender^h</td>
<td>0.26</td>
<td>.06</td>
<td>.13</td>
<td>4.08</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0</td>
<td>.13</td>
<td>3.63</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Depression, anxiety, stress</td>
<td>−0.42</td>
<td>.07</td>
<td>−.32</td>
<td>−6.50</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.14</td>
<td>.05</td>
<td>.13</td>
<td>2.65</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Resilience</td>
<td>0</td>
<td>.01</td>
<td>−0.01</td>
<td>0.32</td>
<td>.75</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^a^B: unstandardized coefficient.
^b^β: beta standardized coefficient.
^c^F: F ratio.
^d^ΔR^2: R^2 change.
^e^Not applicable.
^f^Reference category: United Kingdom.
^g^Reference category: ambiguous situation.
^h^Reference category: women.

**Discussion**

**Internal Structure**

The first and foremost goal of this study was to investigate the structure of emotional reactions in one of the most emblematic situations of cybersecurity breaches of the upcoming IoT devices—the hacking of one’s smart security camera—by looking at the full emotion process that can be elicited by this situation. Not a 1-dimensional but a 3-dimensional structure clearly emerges.
On the first dimension, all emotional reactions are loading positively. With the subjective experience items loading the highest on this dimension, this general intensity dimension can be best interpreted as a negative affectivity dimension, comparable to, for instance, the frequently used negative affectivity scale of the PANAS [13].

The second dimension represents the relative salience of proactive versus fight/flight action tendencies. This second dimension underlines the central status of action tendencies for the concept of emotion [44,45]. From an evolutionary perspective, emotion processes are phylogenetically shaped processes that quickly prepare the organism for action. However, depending on the concrete situation, these elicited action tendencies can be more or less constructive. In the new internet environment where we interact from a distance, acting aggressively or withdrawing are not adaptive reactions. One often does not know who is responsible and one’s life depends more and more on participating in this interconnected online world. Only the proactive tendencies to stop what is happening and to better protect oneself can be considered adaptive and lead to constructive results.

The third dimension describes the relative salience of cognitive/motivational versus affective (expression, bodily reactions, regulation, and feelings) features. Possibly, this finding can be linked to the different levels of consciousness with which appraisals can occur [46]. When the appraisals are made consciously, one can focus more on what one feels inclined to do and should do. When the appraisals are made unconsciously, the way the emotion is felt and expressed becomes more salient rather than what has elicited the emotion. When the second and third dimensions are combined, a distinction emerges that has been referred to in the stress and coping literature as problem-focused versus emotion-focused coping [47] (Figure 1). The proactive tendencies in the upper-left quadrant correspond with problem-focused coping. The bodily reactions, subjective feelings, and expressions in the lower-left quadrant indicate that one is overwhelmed and regulation is required.

This 3-dimensional structure is highly replicable: exactly the same structure was found across the two versions of the security breach scenario, across the two countries with their respective languages, and across the two genders (Multimedia Appendix 1).

![Figure 1](https://www.jmir.org/2021/5/e24879)

**Predictors of Emotion Dimensions**

The second goal was to explore whether personality characteristics predict the empirically identified emotion dimensions, and, if that is the case, which ones (Tables 3-5). The general finding is that the broad personality characteristics from both personality models relate differentially to the 3 emotion dimensions, which confirms that these emotion dimensions are indeed each capturing valid aspects of the emotion processes.

**Big Five Personality Model**

The two most predictive personality traits are emotional stability and agreeableness. In line with the well-documented negative relationship between emotional stability and negative affectivity [22-24], we observed that emotionally stable participants scored lower on the general emotion dimension and reported a higher
salience of the affective components. Agreeable participants showed more proactive action tendencies and tended also to score a bit higher on the general emotion dimension. It is possible that agreeable people, who value warm interpersonal relationships, appraise negatively intended actions by others, like hacking, as more relevant while at the same time are less inclined to react aggressively, which frees more energy to deal constructively with the situation. Moreover, agreeable people are more likely to use cognitive restructuring and problem-solving approaches [22-24]. Conscientiousness and openness only predicted proactive tendencies. Being diligent, efficient, and orderly, which are characteristics of conscientious people, might help to focus on the action tendencies that can provide support in effectively dealing with the situation. The relationship with the personality trait openness was a bit less self-evident. As IoT is a recent and fast-developing field, people who are more curious and open are possibly more likely to understand the full implications of cybersecurity breaches and act accordingly. Extraversion, which has been found in the literature to be predictive of positive but not negative affectivity [22-24], was virtually unrelated to the emotion dimensions (with the exception of a very small although statistically significant relationship with fight/flight tendencies, probably due to the fact that extravert people tend to express their emotions more) [48].

Resilient/Overcontrolled/Undercontrolled Personality Type Model

Internalization problems, which are important characteristics of an overcontrolled personality type, predicted a higher general emotional intensity, more fight/flight tendencies, and a comparatively higher salience of the affective components. This finding indicates that people who are already vulnerable do not succeed in adequately dealing with the emotional experience. Interestingly, resilience, a characteristic of well-functioning people [43], not only predicts more proactive tendencies but also a higher general intensity of emotional reactions and a higher salience of the affective components. Possibly because resilient people can cope better with stressors, they are less defensive and more willing to appraise the seriousness of the situation and accept their own emotional reactions. Finally, aggression, as an indicator of an undercontrolled personality type, is especially predictive of fight/flight action tendencies and relates to a slightly higher salience of the cognitive/motivational components. People who are high on aggression are more willing to blame others and are primed on aggressive reactions [49,50].

Gender and Age

In addition to the personality predictors, we also found that gender and age played a role. Women had a tendency to have more emotionally intense and affective reactions, while men were more likely to show fight/flight reactions. This is in line with earlier findings that females generally have more intense emotional reactions [25-28], experience more emotions in situations of cyberbullying [51], and have more anxiety in situations of hacking [52] and that males tend to react more aggressively [53].

We also found that older individuals were more prone to have proactive and cognitive/motivational reactions, which fits the observation that older individuals have less negative affective experiences and healthier emotion regulation strategies [29-32]. Additionally, intra-individual differences in emotional reactions to cybersecurity breaches are organized and structured in exactly the same way for males and females (Multimedia Appendix 1).

Ambiguous/Nonambiguous Conditions

While the two cybersecurity scenarios showed exactly the same 3-dimensional structure of emotional reactions, quantitative differences were observed, with the nonambiguous situation eliciting more intense and more fight/flight emotional reactions. The nonambiguous situation is possibly experienced more as though one is confronted with a natural person in real life. The situation becomes more relevant for one’s goals and elicits more fight/flight action tendencies rather than the more adaptive proactive reactions.

Country

Finally, while the emotion structure is the same in the two countries, we observed less intense reactions and a higher salience of cognitive/motivational reactions in the Dutch as compared with the UK sample. A speculative explanation could be that the emblematic example of the hacking of a smart security camera has received more media coverage in the United Kingdom [54-57] than in the Netherlands, which has made these scenarios more emotionally salient in the United Kingdom.

Principal Findings

In this study, only the direct emotional reactions to a cybersecurity breach scenario have been studied. A question for future research is whether and to what extent these immediate emotional reactions set the stage for further mental health problems. Being exposed to hacking has been linked to psychopathology [58-61] in the literature and even to suicide in the media [9]. Based on the discovered emotion structure, very different dynamics can be predicted with respect to the role that a hacking situation will play in a person’s life in the longer run.

Those with intense emotional reactions, fight/flight action tendencies, and salient affective components are probably more likely to stay confronted with the situation and its negative ramifications. They experience the situation as emotionally highly relevant, but they tend to react in a way that does not resolve the challenges created by the problem. Moreover, they are additionally confronted with affective reactions that need to be regulated and thus require extra energy. This combination can be considered the psychologically least adaptive reaction, which sets the stage for further mental health complaints. Those who have no or little negative emotional reactions can only be partially considered better off. They do not have to deal with the negative emotional reactions themselves but also lack the inherent pressure created in the emotion process to take action. Emotions are relevance detectors [5]. Appraising the situation as threatening with its ensuing negative emotional reactions can motivate appropriate action and can therefore be considered adaptive. This interpretation is also supported by
the finding that resilient people score higher on the general intensity dimension.

The most adaptive emotional reaction can be considered to be a negative emotional reaction in which the proactive and constructive action tendencies and cognitive-motivational components are the most salient. Such a reaction pattern implies that the seriousness of the situation is adequately appraised and thus that the emotions play their role as relevance detectors. At the same time, actions are prepared that maximize an effective resolution of the situation without the person being overwhelmed by the affective reactions.

Limitations

One of the limitations of this study is that the causal conclusions about the long-term mental health consequences of a cybersecurity breach cannot be investigated with a scenario methodology based on anticipated emotional experiences. However, as experimental research of real emotional experiences is impossible or at least highly limited in this area due to ethical considerations (it is unethical to actually invade the privacy of people by hacking their security camera), scenarios offer an ethically viable and direct way to study the structure of emotional reactions in this uncharted domain. As this study was conducted in Western Europe, further cultural generalizability is yet to be demonstrated. Future research can also study the ecological validity, generalizability, and long-term mental health implications of these findings. Another limitation is the use of self-assessment instruments. While some emotion components can only be studied through self-assessment (like subjective feelings and cognitive appraisals), other components can be studied by objective data (like psychophysiological and expressive changes). In future research, it would be interesting to complement self-reported data with such objective data.

Conclusion

With the increasing interconnections through the internet and especially the recent development of IoT, people are much more at risk of experiencing cybersecurity breaches. Becoming a victim of cybersecurity breaches, with possibly far-reaching consequences for one’s personal and professional life, is becoming more and more likely. When all components of the emotion processes elicited by such cybersecurity breaches are investigated, a replicable 3-dimensional structure emerges that goes beyond the well-known negative affectivity dimension. These dimensions relate differentially to broad personality characteristics, which further validates the need for a multidimensional representation. Depending on the position of the emotional reaction on these three dimensions, very different predictions can be made about the long-term mental health implications of hacking experiences. With this study, a key process that links the occurrence of a cybersecurity breach situation with possible long-term mental health effects has been mapped out.
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Abstract

Background: Novel consumer and lifestyle data, such as those collected by supermarket loyalty cards or mobile phone exercise tracking apps, offer numerous benefits for researchers seeking to understand diet- and exercise-related risk factors for diseases. However, limited research has addressed public attitudes toward linking these data with individual health records for research purposes. Data linkage, combining data from multiple sources, provides the opportunity to enhance preexisting data sets to gain new insights.

Objective: The aim of this study is to identify key barriers to data linkage and recommend safeguards and procedures that would encourage individuals to share such data for potential future research.

Methods: The LifeInfo Survey consulted the public on their attitudes toward sharing consumer and lifestyle data for research purposes. Where barriers to data sharing existed, participants provided unstructured survey responses detailing what would make them more likely to share data for linkage with their health records in the future. The topic modeling technique latent Dirichlet allocation was used to analyze these textual responses to uncover common thematic topics within the texts.

Results: Participants provided responses related to sharing their store loyalty card data (n=2338) and health and fitness app data (n=1531). Key barriers to data sharing identified through topic modeling included data safety and security, personal privacy, requirements of further information, fear of data being accessed by others, problems with data accuracy, not understanding the reason for data linkage, and not using services that produce these data. We provide recommendations for addressing these issues to establish the best practice for future researchers interested in using these data.

Conclusions: This study formulates a large-scale consultation of public attitudes toward this kind of data linkage, which is an important first step in understanding and addressing barriers to participation in research using novel consumer and lifestyle data.

(J Med Internet Res 2021;23(5):e24236) doi:10.2196/24236
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Introduction

Background

Poor diet and physical inactivity are known to contribute to millions of early deaths worldwide [1,2]. In the United Kingdom, 1 in 7 deaths are attributed to poor diet, whereas 1 in 6 deaths are attributed to physical inactivity [3,4]. A greater understanding of these risk factors for lifestyle-influenced diseases such as type 2 diabetes, certain cancers, and cardiovascular diseases is needed to improve global health. At the same time, technological advancements have led to increasingly large volumes of big data being produced about individual food consumption and exercise habits [5,6].

Historically, a major barrier to research on lifestyle risk factors for noncommunicable diseases has been the availability of accurate, robust, and reproducible data on diet and exercise [7,8]. Big and novel lifestyle data, produced when using services such as supermarket loyalty cards or health and fitness monitoring apps, have many benefits compared with more traditional forms of data collected through surveys, interviews, and food or exercise logs; as these data are collected during everyday activities, they are naturalistic and nonintrusive [9], meaning they do not encounter the selective reporting bias entailed with traditional methods [7]. Furthermore, large volumes of data can potentially be shared with researchers almost in real time, surpassing the scale of traditional methods at a very low cost and requiring little or no effort on the part of the participant [10]. Consequently, these data are uniquely set up for at-scale longitudinal studies with the additional benefit of extending research into traditionally hard-to-reach populations [10].

These data include mobile phone step counts, GPS-tracked exercise, wearable device heart rate monitoring, and store loyalty card records. In health research, few studies have demonstrated the full utility of consumer and personal data of this sort, as they have not typically been available to researchers [7,10,11]. Nonetheless, initiatives such as the Consumer Data Research Center [12] have begun to facilitate access to novel data sources.

In the context of diet and health research, attention has particularly been drawn to the potential of using supermarket loyalty card data (eg, Tesco Club Card) to understand food and drink purchase behavior [7,10,11,13-16] and data from wearable devices (eg, Fitbit and Garmin) or mobile phone fitness apps (eg, MyFitnessPal and Strava) to understand exercise behavior [17-19]. However, studies that have used commercial lifestyle data for research purposes have reported low uptake [10]. Although this may have been influenced by factors such as the methods used to contact participants, there is a clear research need to understand participants’ reluctance to share their data.

The combination of data from multiple sources to create enhanced data sets, known as data linkage, provides new insights for health research that surpass those provided by the data sets individually. The value of consumer and lifestyle data is further amplified when combined with health outcomes data [10]; for example, Aiello et al [11] used supermarket loyalty card data for small geographic areas to study the association between food purchasing and health outcomes. We believe that similar work linking individual health outcomes and lifestyle data, rather than at the ecological study level, would provide added benefits through greater specificity and personalization. However, an individualized approach may highlight data privacy and ethics barriers, especially in light of understandable historical concerns regarding data linkages, such as those proposed by care.data in the United Kingdom in 2013 and 2016 [20]. In addition, data linkage can create disclosure concerns or can increase sensitivity, which must be addressed by researchers seeking to use such methods [21,22].

Public attitudes toward health data sharing for research appear to be dependent on many factors, with the most prominent being the actual data sharing process, including data security considerations [23], the purpose and social license for the research [23-25], and the level of sensitivity attributed to data [26]. Others have reported high levels of trust in health institutions, lower levels of trust in academics, and the lowest levels of trust in private companies for data sharing initiatives [24,27]. As research using big lifestyle data often involves all 3 of these factors, it is important to address how trust might influence people’s willingness to participate in research under these circumstances.

Objectives

Despite the obvious opportunities provided by the proliferation of big data for health research, little is known about public attitudes toward the linkage of lifestyle data with individual health records for research. The LifeInfo Survey is the first of its kind at this scale (n=7101 participants) to consult the public on their attitudes toward sharing novel forms of consumer and lifestyle data for linkage with their health records for health research [28]. Moreover, this survey included free-text response questions that allowed individuals, in their own words, to state what actions would alleviate their concerns about data sharing in this setting. Surveys do not frequently allow for unstructured answers of this kind because of the subjectivity and time commitment imposed with the qualitative coding of texts [29]. The use of novel data science methods, including topic modeling, can facilitate the semiautomated analysis of large amounts of textual data to identify latent themes [30].

This study aims to advance the understanding of attitudes toward data sharing by identifying specific barriers that present themselves when linking store loyalty cards or health and fitness app data with individual health records for research purposes. We recommend procedures and safeguards that can be applied to future research linking lifestyle and health data to increase participant support.

We hypothesize that common issues identified in the literature on public attitudes toward data sharing for health research, such as data security and trust, will be evident within survey responses in addition to concerns specific to the type of data to be linked, in this case, store loyalty card and health and fitness app data.

https://www.jmir.org/2021/5/e24236
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Methods

Data Collection

To gather public opinion on data sharing and linkage, the LifeInfo Survey recruited participants between September 2017 and October 2019 across 2 health settings, the Leeds Teaching Hospitals National Health Service Trust and Low Moor Medical General Practice Surgery, and 2 nonhealth settings, the Leeds Institute for Data Analytics and the Leeds City Council Health Communities survey [31]. The LifeInfo Survey (Multimedia Appendix 1) addressed a hypothetical scenario—whether, if asked for a future study, respondents would give permission for their consumer and lifestyle data to be linked with their health records for health research. This was conditional on their data being stored safely and not shared with anyone outside the research team. The survey consulted participants specifically about 2 types of data: (1) consumer data from store loyalty cards detailing food and drink purchases and (2) lifestyle data from health and fitness apps, websites, and wearable devices. Basic demographic data and which specific loyalty cards and health and fitness apps respondents used were additionally captured. Additional information about the LifeInfo project can be found in the study protocol [32]. Detailed information on the participants and the main survey results are reported elsewhere [28].

Those who responded no or not sure to whether they would share their data were asked, “what (if anything) might make you change your mind in the future?” concerning their (1) store loyalty card data and (2) health and fitness app data. This study primarily analyzes the qualitative responses to these 2 questions (questions 4 and 9 in the original questionnaire included in Multimedia Appendix 1), henceforth referred to as (1) the store loyalty card question and (2) the health and fitness app question, to answer the following research question: “What are the reported barriers to linkage of lifestyle data with health records for research?” Responses were given in free-text format, allowing individuals to state, in their own words, potential desired changes that would make them more willing to share such data, although many also used this space to explain their reasons behind more negative responses. Primary analysis regarding overall willingness to share lifestyle and data demographic trends are reported elsewhere [28] and summarized below. The survey questionnaire and all responses were provided in English.

Ethics

This study was granted ethical approval by the London-Brent Research Ethics Committee (reference 17/LO/0622).

Modeling

Latent Dirichlet allocation (LDA) was applied as a method of automated content analysis on unstructured survey responses. This technique was used to identify the underlying factors that contribute to respondents’ unwillingness or unsureness to having their consumer or lifestyle data and health records linked for research purposes and potential changes that could influence them to do so. LDA is a generative probabilistic model that is frequently applied to textual data. The model has a 3-level hierarchical Bayesian structure under which each document is modeled as several topics, and each topic is modeled as a set of terms [30]. The model uses the Gibbs sampling technique to estimate model parameters. The LDA modeling procedure was applied to free-text responses separately for the store loyalty card question and the health and fitness app question to create a model for each.

Processing

Data cleaning and processing were performed using the R software [33]. Noninformative responses (eg, N/A and no comment) were removed from the data set. Survey responses that consisted of only a single word were removed from the analysis data set, as the underlying mechanisms of LDA are based on the co-occurrence of terms. These are categorized separately, as attitudes are easily ascertained from single-word responses (shown in Tables 1 and 2).

Table 1. Counts of single-word responses to the question, “What (if anything) might make you change your mind in the future?” about sharing store loyalty card data for linkage with health records (n=396).

<table>
<thead>
<tr>
<th>Single word</th>
<th>Counts per word, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nothing</td>
<td>256 (64.6)</td>
</tr>
<tr>
<td>No</td>
<td>98 (24.8)</td>
</tr>
<tr>
<td>Privacy</td>
<td>10 (2.5)</td>
</tr>
<tr>
<td>None</td>
<td>8 (2.0)</td>
</tr>
<tr>
<td>Maybe</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>Private</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Confidentiality; personal</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Confidential; discounts; dk</td>
<td>1 (0.3)</td>
</tr>
</tbody>
</table>

dk: don’t know.
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Preprocessing procedures, standard in natural language processing, were undertaken to create a document term matrix (DTM) on which to perform LDA. This included converting all words to lower case and removing white spaces, punctuation, and common stop-words from texts to leave only meaningful words. Frequent misspellings were replaced with their correct form, and common equivalent words were standardized (Multimedia Appendix 2).

The SMART (System for the Mechanical Analysis and Retrieval of Text) stop-word data set was used to identify uninformative words. However, bigrams (two-word terms) that contain many common stop-words were not removed to uncover attitude positions within responses (Multimedia Appendix 2). Numbers were not removed as numeric bigrams are potentially meaningful (eg, 100 percent and 3rd party). Finally, lemmatization of words was undertaken to convert words into their root form (lemma) and reduce sparsity within the DTM (eg, cards was replaced with card; Multimedia Appendix 2). Lemmatization was preferred over stemming, as lemmas are more human-readable than stems, which are not always complete words (eg, storing would be replaced with the stem stor).

LDA was performed on a DTM of unigrams (one-word terms) and bigrams (two-word terms) within the texts. Bigrams are included in the DTM as this creates more human-interpretable topics, and many words are context-specific, for example, big brother/ change mind, or formulate attitude positions in combination, for example, would change/ wouldn’t change. In the example given, the term brother alone would provide little insight into data sharing attitudes, yet big brother signifies a potential invasion of privacy and distrust. Several papers have reported improved results for including bigrams and higher n-grams in different topic models [34-36]. Only terms that occurred in more than 2 documents were retained, leaving 993 unique terms for the store loyalty card question and 554 unique terms for the health and fitness app question.

**Topic Number Selection**

Selecting an appropriate number of topics is a key challenge for LDA. According to Green et al [37], “too few topics will produce results that are overly broad, whereas choosing too many will result in the ‘over-clustering of’ a corpus into many small, highly-similar topics” that are difficult to interpret in a meaningful way. The number of topics (k) is conventionally chosen as the model with the lowest value of perplexity when applying different models of candidate k to held-out data [30,38]. This perplexity measure captures how well a probability distribution or probability model predicts a sample, indicating how surprised the model is by new data. For LDA, it is equivalent to the inverse of the geometric mean per-word likelihood calculated on the held-out data [30]. For this analysis, ten-fold crossvalidation was used to select an appropriate number of topics (k) from a candidate list of 15 k ranging from 2 to 100, optimizing for perplexity. Candidate k increases in smaller intervals between lower values, as greater change is expected between these values. The crossvalidation process randomly divides the data set into 10 approximately equally sized folds and uses 9 of these to train the model, using the held-out fold to test the model. This process was repeated 10 times such that each fold was used as the testing set once.

Some research has found that the models that produce the most semantically meaningful topics—in that topics are easily interpreted by humans and terms representing concepts are given high probabilities within the model—are not necessarily the models with the best perplexity scores [39]. Hence, a measurement of coherence, which research finds corresponds well with human-interpretable topics [40], was also considered. Average topic probabilistic coherence measures topic quality based on how commonly topic terms co-occur, controlling for statistical independence [41-43]. This was compared for models of candidate k topics and balanced with perplexity scores.

Once an appropriate number of topics were selected for each LDA model, the final models were created using responses from all individuals for the given question. This method was chosen, rather than using commonly used training and testing approaches, to support the study aim of summarizing survey responses rather than creating a predictive model to categorize new data, as no new LifeInfo Survey data will be collected in the future. Moreover, the size of the data set is small compared with many others that use LDA, and splitting the data set into fewer responses could reduce the model quality.

For both topic number selection and the final models, the LDA hyperparameters were set at α=1, influencing document-topic density, and β=.05, influencing word-topic density. The α prior was set at this relatively low value because LifeInfo Survey responses were short (refer to Multimedia Appendix 3 for plots.
showing the distribution of response lengths in words, averaging 12 words per document for the store loyalty card question and 9 words for the health and fitness app question), so we would expect there to be only a few topics formulating each document. $\beta$ was also set to a relatively low value, as we expected a small number of words to be highly influential per topic given the short responses. $\alpha$ is modeled as asymmetrical, as we expected some topics to be more common than others within the survey responses. Previous work has found that asymmetrical $\alpha$ values provide substantial advantages to LDA results, whereas asymmetrical $\beta$ priors provide no benefit [44].

Hierarchical Clustering

To make the topics more easily interpretable, those created through LDA modeling were further categorized into thematic groups with the aid of hierarchical clustering of topics (Multimedia Appendix 4). These topics were given summarizing names, shown in Tables 3 and 4 by subheadings in bold, based on their content, considering both topic top terms and the contextual use of these terms in texts (Multimedia Appendix 5). The Hellinger distance [45] between topics was calculated based on their term $\varphi$ values, and the 2 closest topics were clustered together. $\varphi$ values are the probability of a term being used within a text given; therefore, topics that more frequently use the same terms are considered closer. This was done iteratively until hierarchical clusters split topics into meaningful thematic categories. In some cases, topics thematically aligned with a category that was found to be semantically different to the topic according to hierarchical clustering; these are marked with a superscript in the tables and dendrogram and were reassigned to their appropriate thematic category.
Table 3. Topics created by latent Dirichlet allocation modeling of LifeInfo store loyalty card question, showing topic names, top 15 terms per topic according to term $\phi$ values, topic prevalence, and topic probabilistic coherence. In total, 9 thematic categories are shown.

<table>
<thead>
<tr>
<th>Themes and SC topic number</th>
<th>Topic name: top 15 terms selected by highest probability of the term given the topic</th>
<th>Prevalence (estimated survey responses; n=1930)$^b$, n (%)</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nothing would change mind</td>
<td>Wouldn’t change mind: change, mind, change mind, nothing, would change, don’t think, make, wouldn’t change, nothing change, anything would, change, think anything, and would make</td>
<td>134.52 (6.97)</td>
<td>0.47</td>
</tr>
<tr>
<td>Store loyalty card/don’t use store card</td>
<td>Store loyalty card/don’t use: card, store, loyalty card, store card, health, store loyalty, link, card health, don’t use, use loyalty, why store, no need, card would, and use store</td>
<td>147.65 (7.65)</td>
<td>0.34</td>
</tr>
<tr>
<td>&quot;Big Brother” and privacy invasion</td>
<td>Big brother/nanny state: feel, privacy, big brother, brother, nothing, invasion privacy, regard, don’t feel, thing, feel like, state, choice, watch, and nanny</td>
<td>80.10 (4.15)</td>
<td>0.16</td>
</tr>
<tr>
<td>Privacy and cold calling</td>
<td>Privacy and cold calling: concern, privacy, concern about, confidentiality, would concern, email, require, call, future, bombard, advertise, market, guarantee, about privacy, and would require</td>
<td>73.15 (3.79)</td>
<td>0.13</td>
</tr>
<tr>
<td>Personal information sharing and access by others</td>
<td>Concerns about linkage and insurance: information, give, idea, insurance, don’t like, health, like idea, good, information could, wrong, reassurance, health insurance, hand, affect, and know about</td>
<td>80.87 (4.19)</td>
<td>0.05</td>
</tr>
<tr>
<td>SC19 Data access and others: information, private, personal, access, company, stored, detail, hold, information stored, sell, people, safe, personal information, personal health, and party</td>
<td>103.45 (5.36)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>SC3 Don’t want to share personal information: share, information, information share, personal, share information, personal information, don’t want, nothing, detail, want information, nothing don’t, want share, wouldn’t want, don’t like, and not share</td>
<td>100.36 (5.20)</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Data accuracy</td>
<td>Data accuracy and bias: buy, shop, make, purchase, family, people, food, eat, lifestyle, relate, supermarket, diet, healthy, product, and good</td>
<td>117.92 (6.11)</td>
<td>0.09</td>
</tr>
<tr>
<td>Data security and protection</td>
<td>Don’t trust organizations with data: data, trust, don’t trust, NHS, share, organization, system, personal data, data share, hack, personal, guarantee, secure, not trust, and safety</td>
<td>95.34 (4.94)</td>
<td>0.09</td>
</tr>
<tr>
<td>SC12 Data protection: data, data protection, protection, data would, data use, access, issue, how data, health data, would use, health, wouldn’t want, data link, secure, and link</td>
<td>81.06 (4.20)</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>SC9 Data security: security, data, data security, breach, worry, assurance, worry about, security data, data breach, about security, information security, increase, improve, risk, and security information</td>
<td>82.41 (4.27)</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>SC5 Guaranteed data safety/security: secure, 100, 100 percent, percent, convince, stored, safely, safe, stored safely, prefer, separate, if could, NHS, control, and how secure</td>
<td>74.88 (3.88)</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Understanding research purpose and process</td>
<td>Don’t understand benefit: understand, benefit, don’t understand, why would, need, understand why, necessary, link, purpose, need understand, understand benefit, understand purpose, why need, would necessary, and need link</td>
<td>82.41 (4.27)</td>
<td>0.17</td>
</tr>
<tr>
<td>SC6 Require demonstratable benefits: benefit, not sure, benefit would, link, explanation, see benefit, explain, appropriate, explanation why, would benefit, explain benefit, if could, sure would, care, and sure why</td>
<td>69.48 (3.60)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Themes and SC\textsuperscript{a} topic number</td>
<td>Topic name: top 15 terms selected by highest probability of the term given the topic</td>
<td>Prevalence (estimated survey responses; n=1930)\textsuperscript{b}, n (%)</td>
<td>Coherence</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SC4\textsuperscript{d}</td>
<td>Require reassurance: research, depend, data, purpose, specific, would depend, study, team, anonymize, happy, access, research team, if data, contact, and not use</td>
<td>92.06 (4.77)</td>
<td>0.07</td>
</tr>
<tr>
<td>SC18\textsuperscript{d}</td>
<td>Require more information: information, more information, would use, information would, would need, would want, need know, information use, know why, want know, need more, would like, why would, information about, and how would</td>
<td>146.68 (7.60)</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Health records shouldn’t be linked</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC17</td>
<td>Health record should not be linked: health, record, health record, link, link health, nothing, private, confidential, don’t know, would link, why would, health care, nothing health, record would, and care</td>
<td>110.20 (5.71)</td>
<td>0.26</td>
</tr>
<tr>
<td>SC11\textsuperscript{d}</td>
<td>Shopping habits and health shouldn’t be linked: shop, health, habit, shop habit, interest, health care, link, wouldn’t want, professional, shop health, condition, business, supermarket, health professional, and commercial</td>
<td>73.15 (3.79)</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Don’t understand reason/relevance of data linkage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC13</td>
<td>Unsure of reason for linkage: not sure, relevant, medical, would need, unsure, sure why, record, medical record, don’t see, why would, relevant health, not relevant, sure would, medical information, and sure how</td>
<td>92.45 (4.79)</td>
<td>0.04</td>
</tr>
<tr>
<td>SC10</td>
<td>Don’t see reason for linkage: reason, don’t see, link, relevance, can’t see, reason why, nothing, see relevance, point, see why, 2, see reason, should link, connection, and good</td>
<td>91.87 (4.76)</td>
<td>0.08</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SC: store card.
\textsuperscript{b}Total prevalence does not sum exactly to 100%, and the total survey response counts do not sum exactly to N because of rounding.
\textsuperscript{c}NHS: National Health Service.
\textsuperscript{d}Topic has been regrouped to the category most thematically aligned with its contents from the category hierarchical clustering indicated as semantically similar.
Table 4. Topics created by latent Dirichlet allocation modeling of the LifeInfo health and fitness app question.

<table>
<thead>
<tr>
<th>Themes and HA topic number</th>
<th>Topic name: top 15 terms selected by highest probability of the term given the topic</th>
<th>Coherence</th>
<th>Prevalence (estimated survey responses; n=1206)^b</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nothing would change mind</td>
<td>Nothing would change mind: change, mind, change mind, nothing, would change, don’t think, nothing would, think anything, make, wouldn’t change, anything would, make change, would make, future, and think would</td>
<td>0.46</td>
<td>75.86 (6.29)</td>
<td></td>
</tr>
<tr>
<td>Apps/websites/wearable devices and don’t use</td>
<td>Device and don’t use: device, use device, not use, wear, don’t use, device not, wearable, collect, future, wearable device, data collect, wear device, app, data, and device future</td>
<td>0.10</td>
<td>59.09 (4.90)</td>
<td></td>
</tr>
<tr>
<td>HA11</td>
<td>App/website and don’t use: app, fitness, use app, don’t use, device, fitness app, lifestyle, app not, user, website, applicable, health app, not applicable, use fitness, and device app</td>
<td>0.13</td>
<td>53.67 (4.45)</td>
<td></td>
</tr>
<tr>
<td>“Big Brother” and privacy invasion</td>
<td>“Big Brother:” feel, good, idea, life, big brother, brother, feel like, make, don’t like, watch, like idea, bit, exercise, control, and NHS^c</td>
<td>0.06</td>
<td>55.8 (4.62)</td>
<td></td>
</tr>
<tr>
<td>HA2</td>
<td>Privacy invasion and safety/security of data: privacy, safe, store, securely, invasion, not safe, store securely, invasion privacy, feel, hacker, issue, nothing, code, data store, and partly</td>
<td>0.05</td>
<td>53.43 (4.43)</td>
<td></td>
</tr>
<tr>
<td>Personal information sharing</td>
<td>Information would be shared: information, share, information share, information wouldn’t, store, know information, share information, wouldn’t share, information store, sure information, worry, will share, health information, would share, and information will</td>
<td>0.04</td>
<td>65.12 (5.40)</td>
<td></td>
</tr>
<tr>
<td>HA14</td>
<td>Information is personal: personal, information, private, access, personal information, don’t want, personal use, private information, information personal, reason, people, access information, point, long, and personal detail</td>
<td>0.08</td>
<td>61.75 (5.12)</td>
<td></td>
</tr>
<tr>
<td>Who has access to these data?</td>
<td>Data access by insurance/private companies: company, insurance, lifestyle, relevant, make, insurance company, health, monitor, fitbit, will not, not relevant, point, interest, unsure, and wear</td>
<td>0.12</td>
<td>53.79 (4.46)</td>
<td></td>
</tr>
<tr>
<td>HA7</td>
<td>Health records and linkage: record, health, health record, access, link, doctor, don’t want, information, access health, food, buy, not want, put, people, and link health</td>
<td>0.20</td>
<td>63.44 (5.26)</td>
<td></td>
</tr>
<tr>
<td>Data inaccuracy</td>
<td>Inaccurate data and partial use: accurate, phone, not accurate, step, activity, app, hold, give, run, exercise, don’t think, record, count, picture, and walk</td>
<td>0.11</td>
<td>52.58 (4.36)</td>
<td></td>
</tr>
<tr>
<td>Data security and protection</td>
<td>Not sure and security: not sure, secure, sure how, sure would, would secure, sure about, secure would, convince, illegible, situation, how secure, sure anything, sure if, would convince, and if would</td>
<td>0.07</td>
<td>53.79 (4.46)</td>
<td></td>
</tr>
<tr>
<td>HA18</td>
<td>Don’t trust data security: trust, secure, nothing, don’t trust, computer, hack, fully, website, internet, not trust, nothing don’t, nothing secure, wouldn’t trust, information, and trust information</td>
<td>0.08</td>
<td>60.66 (5.03)</td>
<td></td>
</tr>
<tr>
<td>HA10^d</td>
<td>Data protection against sharing: data, share, protection, data could, data protection, not share, data not, if data, share data, breach, system, sure data, thing, NHS, and bad</td>
<td>0.14</td>
<td>59.21 (4.91)</td>
<td></td>
</tr>
<tr>
<td>HA12^d</td>
<td>Requires data security: security, data, concern, concern about, assurance, data security, safety, internet, information, about security, security information, use data, security would, assure, and matter</td>
<td>0.06</td>
<td>66.33 (5.50)</td>
<td></td>
</tr>
<tr>
<td>Understand research purpose and process</td>
<td>Depends on assurances and purpose: depend, would depend, 100, 100 percent, percent, guarantee, depend how, depend information, depend use, depend why, give, depend if, depend purpose, percent guarantee, and how use</td>
<td>0.32</td>
<td>59.94 (4.97)</td>
<td></td>
</tr>
</tbody>
</table>
Making Recommendations

The recommended actions that researchers can take to address the key barriers to data sharing and linkage identified through LDA modeling are presented. These recommendations are based on the synthesis of participant suggestions and expertise regarding wider research on data sharing.

Results

Data Collection

The LifeInfo Survey recruited 7101 participants. The primary results of this study are reported elsewhere [28]. In brief, of those who reported using the services, 51.50% (2521/4895) responded favorably to sharing their loyalty card data for linkage to health records and 70.80% (1717/2425) responded favorably to sharing data from health and fitness apps or wearable devices to link with their health records. For the store loyalty card question, 62.28% (1489/2391) of respondents who answered no to whether they would share their data provided free-text responses that were included in the analysis (n=35 for the store loyalty card question and n=127 for the health and fitness app question). In total, 2338 individuals provided a free-text response to the store loyalty card question and 1206 for the health and fitness app question. Single-word responses were considered separately and are shown in Tables 1 and 2.

Health and Fitness Modeling

Topic Number Selection

For the store loyalty card question, perplexity scores for each model of candidate number of topics (k) indicated that the best model has a number of topics within the range of k=20 to k=60, as the perplexity scores plateau at their minimum value within this range (Figure 1). For the health and fitness app question, perplexity scores were minimized to within the topic number range of 20-30 topics (Figure 2). The average probabilistic coherence scores within these ranges of k varied by only very small amounts, indicating that the models had near-equivalent topic quality (Figures 3 and 4). To maximize human interpretation and for comparability between the 2 questions, parsimonious models of 20 topics were chosen for both the store loyalty card question and health and fitness app question.
**Figure 1.** Perplexity scores for the models—LifeInfo store loyalty card question, 10-fold cross-validation of topic modelling to establish the optimal number of topics for latent Dirichlet allocation.

**Figure 2.** Perplexity scores for the models—LifeInfo health and fitness app question, 10-fold cross-validation of topic modelling to establish the optimal number of topics for latent Dirichlet allocation.
Figure 3. Average probabilistic coherence scores for the models—LifeInfo store loyalty card question, 10-fold cross-validation of topic modelling to establish the optimal number of topics for latent Dirichlet allocation.

Figure 4. Average probabilistic coherence scores for the models—LifeInfo health and fitness app question, 10-fold cross-validation of topic modelling to establish the optimal number of topics for latent Dirichlet allocation.
LDA Topics

Table 3 shows the 20 topics created by the final LDA model of free-text responses to the store loyalty card question. The table includes the 15 top terms most representative of each topic, selected according to their \( \phi \) values. As \( \phi \) values are the probability of a term being used within a text given the topic, those terms with the highest \( \phi \) values are representative of the topic content. The table includes 2 further topic measures: first, topic prevalence, which indicates how common each topic was within the survey responses (eg, prevalence 5.0 indicates 5% of survey responses fell into this topic), and second, probabilistic coherence, as an indicator of the semantic meaningfulness of each topic (this can range from 0 to 1, where higher numbers are more meaningful). Lower values of probabilistic coherence are owing to lower frequencies of topic term co-occurrences within texts and/or topic terms being highly frequent within the data set at large. Low coherence scores are associated with conceptually less defined topics [40]; however, they could also be caused by fuzzy topics with many different terms or semantic crossover within other topics. Table 4 shows the same information for the 20 topics created by LDA modeling of the health and fitness app question responses.

LDA modeling also assigns survey responses with probabilities for each topic, known as \( \theta \) values. A higher \( \theta \) value for any given topic indicates that the response more likely be categorized into that topic (Multimedia Appendix 5 shows example responses most associated with each topic). Some responses, especially those that are very short (consisting of only 1 substantive term), are given equal \( \theta \) values across all topics, which can be regarded as uncategorizable (Multimedia Appendix 6). There are some differences in LDA topic frequency depending on demographic groups (eg, age and gender); further analysis demonstrating demographic patterns can be found in Multimedia Appendix 7. Topic stability is validated by comparing results across multiple LDA runs (Multimedia Appendix 8), indicating that the thematic categories reported are consistently produced in topics created through LDA.

Discussion

Principal Findings

Understanding attitudes toward using big lifestyle data for health research is important for the success of research initiatives interested in using these data in the future. More than half of our participants who generated big lifestyle data reported that they would be happy for these data to be linked to health records for future research. As only individuals who stated that they were unwilling or unsure about sharing their lifestyle data were prompted to respond to what would make them change their mind, these topics identified specific barriers to data sharing. Topic modeling on survey responses produced thematic topics that summarized latent themes of concern to potential data subjects. We believe that the intelligence generated will support researchers in addressing these issues in the future with the appropriate use of safeguards and consent procedures to generate a publicly acceptable study design.

It is also worth noting that, although LDA modeling aims to create distinct topics, individual responses may discuss multiple topics, and many of the topics identified were interconnected and complementary. In addition, topic quality varies and can be inferred by topic probabilistic coherence scores, which indicate how clearly defined each topic is semantically. For example, topic HA2 (Table 4) had a low value of probabilistic coherence (0.05) and primarily focused on the issue of privacy invasion; however, it also discussed the safety and security of data.

Barriers to Data Linkage

The topics uncovered by LDA modeling indicated that many of the same issues arise for both sharing store loyalty cards and health and fitness app data. Many topics can be matched across Tables 3 and 4 or highlight similar themes. Overall, key barriers to the use and linkage of store loyalty cards and physical activity data for health research included data safety and security, personal privacy, the need for further understanding about the research and study purpose, fear that data could get into the wrong hands, problems with data accuracy, and not understanding the reason for data linkage. These barriers can potentially be addressed by researchers with varying degrees of ease. However, for some respondents, nothing would make them share these data, whereas others did not use store loyalty cards or health and fitness apps. Many of these issues are common in the literature on health, consumer, and personal data sharing, and as such, these are expected findings; however, new concerns also arise specific to individual data linkages. Example responses most associated with each topic are used throughout this discussion and are labeled with their relevant topic. These responses were selected as those with the highest probabilities of being categorized into a given topic and can be viewed in Multimedia Appendix 5.

Nothing Would Change My Mind

Among those who responded negatively to sharing their lifestyle data for health research, a large proportion would be unwilling to change their mind. This is indicated first by the number of texts that LDA modeling categorized as the topic nothing would change mind, which refers to SC14 and HA17, constituting approximately 6.94% (134/1930) and 6.30% (76/1206) of the analyzed responses, respectively, and second, by the single-word answers excluded from the analysis, which were mainly the words nothing, no, and none for both the store loyalty card question and the health and fitness app question (Tables 1 and 2). These 3 single-word answers combined account for 90.3% (361/396) of the single-word responses about store loyalty cards and 85.8% (265/309) of single-word responses about health and fitness apps.

“Don’t Use Services”

Others mentioned that they did not use these services and thus would not have data to share. This was most clearly identified within the topics related to health and fitness apps (HA16 and HA11) and was evident for store loyalty cards (SC16). For example:

“I’m not going to use a wearable device in the future. [HA16]
Currently don’t use store loyalty cards. [SC16]
For this group, only greater participation in big lifestyle data production would allow them to share their data.

“Big Brother” and “Privacy Invasion”
Some respondents reported feeling that the proposed data linkage was a big brother and an invasion of privacy (SC8, SC1, HA2, and HA3). However, for the fitness app question, these topics were less clearly defined by LDA modeling, reflected in their low probabilistic coherence scores for these topics (0.05 and 0.06). Answers such as “not interested to a ‘big brother is watching’ on all aspects of my life” (SC8) and “[I] wouldn’t want to feel every area of my life is out of my control and being watched by an institution that already makes me feel like I have no autonomy” (HA3) indicate a dislike and feeling of surveillance through the data. Actions by researchers to address these feelings are limited as they are related to a broader distrust of big data; however, greater transparency as to how data are being used and assurance of anonymity may convince some users. Within the responses about store loyalty cards, SC1 specifically identified privacy concerns related to unwanted emails, phone calls, and text that can be addressed through data protection and security actions.

Personal Data and Linkage
Many responses focused on concerns about sharing these data, which respondents perceived as highly personal information (HA20, HA14, SC19, and SC3). References to data being personal and confidential appeared across topic categories, particularly in the context of not wanting to store loyalty card data and health records linked, data protection and security, and concerns about who is able to access these data. For example:

Nothing, this information is for my personal use. Access to my private devices can lead to security risks. [HA14]

The degree to which an individual believes that their data are personal and sensitive influences their willingness to share data and with whom. Medical information is personal, particularly for individuals with complex health conditions. Health and fitness app data and store loyalty card data are personal in different ways. Fitness apps are primarily used for personal monitoring, meaning data are not created with the idea that they might be shared with other actors, whereas for store loyalty card data, individuals exchange information about purchase history with shops in exchange for discounts and points. However, in the case of transaction data, Skatova et al [13] found that people regarded the graduality of transactional data as personal.

“Who Has Access to Private Data?”
Health data are regarded as particularly sensitive and confidential [26], related to the theme of private information, and many responses mentioned worries that data would be accessed by other actors without their permission (SC2, HA15, and HA7). For example, “if the information was available only to the research team, and not to others, e.g. insurance companies, mortgage companies, even the medical team” (HA15).

Private companies, third parties, and health insurance companies were frequently mentioned by respondents as actors they feared would gain access to their data. This is expected, as research has found that these institutions are trusted least by the public to use data appropriately [24,27]. Many respondents believed these companies would use their data for profit, to increase the cost of premiums, or to deny treatment altogether. However, respondents also mentioned concerns that health care professionals would be able to access their lifestyle data. For example:

It’s my information for me. If I want my doc to know it I’ll tell him/her or put it on my health record myself. [HA7]

This finding is less expected, as research finds that health care providers are one of the most trusted actors for data sharing [24,27]. This indicates that there is no straightforward relationship between an individual’s willingness to share their data and their trust in the actors involved. A further barrier for data linkage is illuminated in that data are often created for specific purposes, and alternative uses of data outside of this domain can create suspicion.

There was also a common misunderstanding that sharing lifestyle data for research would allow all involved actors to access these data. This was reflected in the previous example and others. For example, one respondent asked, “Why would I want Tesco knowing my health records?” (SC17).

Similar findings were reported by Skatova et al [13] in their research on transaction data sharing. This indicates that one easily achievable action that could influence people to share their data would be to explicitly state that data would not be available to anyone but researchers.

Closely related to data access by others was a reported general belief that health records should not be linked with other data and should be accessed only by health professionals (SC17 and SC11). This again reflects the belief that data should only be used for its designated purpose. For example, one respondent felt that “Health records should be kept in health care” (SC17).

Data Accuracy
Data accuracy was another identified barrier. Many respondents indicated that their purchase history or fitness tracking was only partial, creating misleading data about lifestyle behaviors (SC7 and HA5). Indeed, missingness and data integrity have been identified as a challenge for research using big lifestyle data and a concern for participants [10,26]. Nevertheless, good results have been found by comparing or combining these data with more traditional collection forms, for example, modeling individual consumption from household-level data [10,46].

When looking at responses within this topic, most participants reported concerns that their data would make them appear less healthy than their real activity. For example:

I buy all my fruit and veg at a farm shop...my data would provide misleading associations. [SC7]

[my mobile data] shows a terrible step count, but that’s because I don’t hold my phone while playing netball, long walks etc. [HA5]
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Implicitly, respondents worried that they would be judged unfavorably on their lifestyle behaviors. Researchers could address these concerns by making explicit in the study protocol that (1) data are not expected to be complete, (2) detailed actions they will take to accommodate for this with modeling techniques or additional surveying, and (3) all data would be made unidentifiable foreclosing the possibility of judgment.

Data Protection and Security

Topics that focused on data protection and security formulated a large proportion of the responses (approximately 17.31% (334/1930) of responses for the store loyalty card question and 19.90% (240/1206) for the health and fitness app question). Changes frequently mentioned were assurances that these data would be stored completely safely and securely and that they would be protected from hacks and data breaches. These are common concerns for data sharing, especially with data that are regarded particularly private or sensitive, such as health data [26]. Although these assurances were given as a condition for data sharing within the question wording (Multimedia Appendix 1), many responses highlighted their importance or were not convinced that this would happen. Action would, therefore, need to be taken to give participants greater confidence, which could be achieved through transparency in the research process and providing details of how these data will be protected.

Understanding More About the Research Purpose, Process, and Benefit

Across both store loyalty cards and health and fitness app data sharing, respondents mentioned that understanding the research better and being given more control over their participation would influence them to change their mind. This includes being provided with more information (SC18 and HA8), giving permission only for specific research projects (SC4 and HA4), and a greater understanding of the reason or benefits of research (SC20, SC4, SC6, HA9, and HA1). These findings are supported by the research of Skatova et al [13], who found that support for data sharing is contingent on its context and purpose, highlighting the importance of well-informed participants. Given that the LifeInfo Survey aimed to assess attitudes toward data sharing in the future, rather than requesting participants to consent to data sharing at this time, the participant information sheet (Multimedia Appendix 9) needed to be suitably broad, which would not be the case when recruiting participants to an actual data linkage study.

Researchers have found that a strong social motive, such as improvements to health or treatment, in addition to clearly defining the purpose of research, are key motivating factors for personal data donation [47], whereas using health data for insurance, marketing purposes, or commercial exploitation is unacceptable to the public [23]. This was reflected in the unstructured answers from the LifeInfo Survey. A respondent answered that they would be supportive “if the data fed into important public health or similar research and was not used to further commercial gains by these giants of commerce” (HA4).

Again, although LDA separates topics, they are connected, and the involvement of private companies creates concerns about whether these entities will be able to access health data for profit once linked.

Control and consent for health data being used for research have been found to be key for public acceptance [25]. A respondent answered that the data “has to be linked to a condition or specific research project with additional approval provided in advance” (HA2).

This is something that can be adapted into the research process, allowing participants to consent to or deny the use of their data, given the specifications of the study.

In addition to a desire for more understanding, another thematic category was identified of individuals who did not understand the reason or relevance of data linkage (SC13 and SC10). For example, one respondent said, “Do not see any reason why they should be linked” (SC10).

These topics were only produced when modeling the store loyalty card question, although topic HA5 also encompassed responses that stated data are not relevant. This perhaps indicates that respondents found the link between purchasing and health to be less relevant than fitness tracking and health.

Strengths and Limitations

The application of LDA modeling has clear strengths, enabling semiautomated analysis of large text corpora to readily identify barriers for data sharing. Nonetheless, some limitations present themselves; the topics identified through LDA modeling may hide rarer topics that do not have highly frequent mentions or a homogenous lexicon; for example, some LifeInfo Survey responses mention financial compensation (eg, vouchers), but this is not identified as a topic. In addition, texts that are linked by similar terms but are thematically different are sometimes grouped by LDA modeling; for example, HA6 included responses that require 100 percent reassurance of certain criteria. However, these criteria span several different issues. These more granular findings may be better identified by human qualitative coding; however, this comes with its own limitations, especially for large data sets.

The LifeInfo Survey sample size was large, thereby facilitating the identification of important topics; however, the size of this data set was smaller than those often used for topic modeling, and responses were relatively short. As previously mentioned, those texts that were extremely short were uncategorizable by the model, which is a limitation of this methodology and data. Similarly, the survey was designed to elicit responses only from those unwilling or unsure about sharing their data. This provided benefits as it focused on the scope of topics to identify key barriers; yet, it would be insightful to obtain the opinions of those more supportive of lifestyle data sharing initiatives (which was 52.30% (2521/4820) of loyalty card holders and 70.80% (1717/2425) of health and fitness app users in our study), which should be considered in future studies. In examples where positive and negative responses are captured, it would be useful to explore a sentiment analysis approach to text mining; however, this was not relevant for our study.

Research has found LDA model results to be sensitive to model hyperparameters [44], and it is possible to use methods that
optimize LDA across different $\alpha$ and $\beta$ values. These methods were not applied in this study as trialing them increased the computational intensity of the analysis and did not provide better solutions.

Due to resource limitations, the LifeInfo Survey questionnaires were only available in English. This means that we are unlikely to have reached the <2% of the population who are not able to speak English. However, the LifeInfo Survey is overrepresented in the traditionally hard-to-reach, most deprived communities and Asian and other ethnicities [28].

**Recommended Actions**

Several actions can be taken by researchers to directly address the key barriers to data sharing identified through LDA modeling, a summary of which is detailed in Textbox 1.

**Textbox 1.** Summary of recommendations to improve support for the linkage of novel consumer and lifestyle data with health records for research purposes.

<table>
<thead>
<tr>
<th>Motivation</th>
<th>Control and consent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide detailed and specific information about the study purpose and benefit.</td>
<td>Provide detailed information about research and specific opt-in mechanisms to give participants more control.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Access by others</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide an explicit statement that data linkage does not give all parties access to linked data. Lifestyle data will not be shared with health services, and health records will not be shared with supermarkets or technology companies.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Third-party access</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide reassurances that data will not be shared with third parties, such as health insurers.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inaccurate data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide acknowledgment within the study specification that data might be partial and outline mechanisms for how this will be addressed, such as data quality checks, modeling techniques, and supplementary data collection.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non and/or infrequent use of services</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase participation in novel data collection and more complete use.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data security and protection</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Put in place stringent precautions to keep data protected from hacks or data breaches.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Personal data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide assurances that data will be made anonymous and nonidentifiable.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>“Big Brother” and privacy invasion</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Widely used good practice and exemplar studies, which provide a clear benefit to public health, and excellent data security could help increase trust in data sharing initiatives.</td>
<td></td>
</tr>
</tbody>
</table>

Findings and recommended actions incorporate some areas we hypothesized would emerge, for example, data security and protection, but are far more comprehensive and nuanced than the existing literature reflects.

**Future Work**

There is extensive scope to use LDA in future research, where free-text responses are collected in large surveys. LDA allows the detection of topics in free-text responses to be generated at a scale that is not feasible in more traditional qualitative thematic methods. Other text mining approaches, such as sentiment analysis, may be applicable where identification of positive and negative responses is important.

More work is needed to be able to further unpick concerns within topics such as who has access to data, where this could be context-dependent, for example, patients with a complex medical history who are worried about being judged on their lifestyle behaviors by their clinical team, and big brother, where it is clear that greater transparency is required regarding data being used for research purposes.

Future research could explore the utility of encouraging patients or research participants to use store loyalty cards and health and fitness apps or wearables as part of their personalized care, extending research that is already being done. This is of particular significance for those relating to the don’t use services topic.

There has been significant interest in the use of supermarket loyalty cards and health and fitness app data in health research, in addition to the greater availability of these data in recent years. This provides exciting opportunities to gain new insights into lifestyle risk factors for diseases through individual-linked...
data. The growth of this research requires that the common concerns of participants regarding ethics, data security, research aims, and personal privacy, among others, are understood so that they can be addressed by future projects. Researchers may use the findings and recommended actions shared in this paper so that greater trust can be built in practices of data linkage for health research.

Conclusions

Analysis of the LifeInfo Survey responses with topic modeling techniques revealed key barriers that prevent people from willingly sharing their novel lifestyle data for health research. This large-scale public consultation provides actionable recommendations that will allow researchers using big lifestyle data to adapt their study design and provide safeguards based on expressed concerns important to the general public that are specific to novel lifestyle data and health record linkage.
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Abstract

Background: HIV disproportionately affects young Black men who have sex with men (YBMSM) in the United States. eHealth holds potential for supporting linkage and engagement in HIV prevention and care and the delivery of HIV information to YBMSM.

Objective: This study aims to investigate HIV information acquisition and use among YBMSM who use the internet.

Methods: A web-based self-administered survey and semistructured interviews were conducted. The survey findings informed the development of the interview guide. Descriptive statistics were used to characterize the survey sample, and interview data were analyzed thematically using modified grounded theory methodologies.

Results: Among the internet sample (N=83), the average age was 29.2 (SD 3.5) years, 41% (n=34) of participants self-reported living with HIV, 43% (n=36) were HIV-negative, and 15% (n=13) were unsure of their HIV status. Most participants (n=79, 95%) acquired HIV information through the internet while using a mobile phone. Web-based HIV information was intentionally sought from consumer health information websites (n=31, 37%), government health information websites (n=25, 30%), and social media (n=14, 17%). Most men incidentally acquired HIV information via advertisements on social media sites and geospatial dating apps (n=54, 65%), posts on social media sites from their web-based social ties (n=44, 53%), and advertisements while browsing the internet (n=40, 48%). Although the internet is the top source of HIV information, health care providers were the most preferred (n=42, 50%) and trusted (n=80, 96%) source of HIV information. HIV information was used to facilitate the use of HIV prevention and care services. The qualitative sample included YBMSM across a range of ages and at different points of engagement in HIV prevention and care. Qualitative findings included the importance of the internet as a primary source of HIV information. The internet was used because of its ease of accessibility, because of its ability to maintain anonymity while searching for sensitive information, and to mitigate intersecting stigmas in health care settings. Participants used HIV information to assess their risk for HIV and AIDS, support their skill building for HIV prevention, inform patient–doctor communication, and learn about HIV prevention and treatment options. Men expressed concerns about their diminishing access to online spaces for HIV information exchange among YBMSM because of censorship policies on social media sites and the stigmatizing framing and tone of mass media HIV-prevention advertisements encountered while using the internet.

Conclusions: YBMSM in this sample had high utilization of eHealth for HIV information acquisition and use but diminished access to their preferred and most trusted source of HIV information: health care providers. Future eHealth-based HIV interventions culturally tailored for YBMSM should aim to reduce intersectional stigma at the point of care and support patient–provider communication. The findings demonstrate the need for community-informed, culturally tailored HIV messaging and online spaces for informational support exchange among YBMSM.
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Introduction

Background

Young Black men who have sex with men (YBMSM) are disproportionately affected by HIV in the United States, accounting for more HIV diagnoses than men who have sex with men (MSM) of other ethnoracial groups [1,2]. Black MSM have a 50% chance of acquiring HIV in their lifetime, and if the current incidence rates persist, 40% of Black MSM will be diagnosed with HIV by the age of 30 years [3,4]. YBMSM experience disparities across every stage of the HIV prevention and care continuum [5-8]. Compared with MSM of other ethnicities, YBMSM are less likely to have knowledge of their HIV status and are more likely to be infected, yet unaware [1,6]. Biomedical advancements in HIV prevention and treatment, such as pre-exposure prophylaxis (PrEP), provide an opportunity to reduce HIV transmission and related disparities, but awareness and adoption of these advancements remain the lowest among YBMSM [9-14].

Related Literature

HIV-related information is a critical resource for people living with HIV (PLWH) and those at high risk for HIV. Assessing and managing the risk of acquiring or transmitting HIV requires the successful acquisition and application of accurate HIV information. As possessing HIV information does not automatically lead to health behavior change, individuals must be informed before they are motivated and equipped with the skills to perform HIV risk-reduction behaviors [15,16]. Improving our knowledge of how YBMSM acquire and use HIV-related information outside of planned interventions will aid in efforts to disseminate information and messages among this group, which is at an elevated risk for HIV.

There is a growing body of literature that examines health information behavior (eg, health information acquisition, sharing, management, and use) within the domain of HIV [17-20]. Much of the literature examining HIV-related health information behavior has been explored among samples consisting primarily of PLWH, heterosexual youth, and individuals living outside of the United States [21-27]. Consequently, such findings are not generalizable to YBMSM. For instance, because the HIV epidemic disproportionately affects YBMSM, heterosexual young adults often seek information about contraception (eg, pregnancy prevention) and less information about HIV [28-30]. Furthermore, previous research examining HIV information acquisition among Black MSM was conducted at a time when the internet was not as accessible via wireless connection and mobile devices [31].

There is an opportunity to leverage eHealth modalities (eg, the internet, mobile technologies, social media, video games, geospatial networking apps, and text messaging) to provide access to accurate HIV information and support its use among YBMSM [32-36]. Although there are several technology-enabled HIV interventions that provide access to credible HIV information and aim to improve HIV-related outcomes among YBMSM, most are specifically for YBMSM living with HIV [37-40]. Few eHealth or mobile health (mHealth) HIV interventions are inclusive of YBMSM of varying HIV status [41-46]. To inform the design of future eHealth and mHealth interventions that provide HIV-related information and encourage its application among YBMSM, we need a better understanding of how YBMSM currently use these technologies to access and interact with HIV information and services outside of planned interventions. This paper describes a part of a larger study on HIV-related information behaviors of YBMSM and factors affecting their engagement along the HIV prevention and care continuum [47]. This study aims to explore HIV information acquisition and use among YBMSM who use the internet.

Methods

Mixed Methods Study Design

A sequential, explanatory mixed methods design guided this study [48]. During the first phase of the study, a convenience sample of 83 YBMSM completed a web-based, self-administered survey. The survey data were then analyzed to help inform the development of the interview guide. In the second phase of the study, semistructured interviews were conducted among a subsample (n=22) of survey respondents to help elaborate on the survey findings and provide new insights. The survey and interview data were integrated or mixed during both the collection and analysis of data. The results from the quantitative and qualitative data analyses were triangulated during interpretation.

Participants and Recruitment

A convenience sample of 83 YBMSM was recruited from December 18, 2018, to May 28, 2019, through a variety of venues such as HIV or sexually transmitted infection (STI) clinics, AIDS Service Organizations, a convenience sample from the UNC Center for AIDS Research, social media sites, geospatial dating apps, bars or clubs, lesbian, gay, bisexual, trans, and queer (LGBTQ) organizations, historically Black colleges and universities, mobile instant messaging apps (GroupMe and WhatsApp), and public postings. The eligibility criteria included the following: self-identification as Black or African American; identification as gay, bisexual, same-gender loving, or a man who has had sex with other men; being aged between 18 and 34 years; residing in the state of North Carolina; willing and able to provide informed consent; and being able to read, write, and speak English. The study received ethical approval from the institutional review board of the University of North Carolina at Chapel Hill. A certificate of confidentiality was obtained from the National Institutes of Health for the study.
HIV-related information behaviors have been conducted among YBMSM (data not included in the final analysis). The final survey contained 72 possible questions and took an average of 15.7 minutes to complete. In addition to sociodemographic information, the survey content included questions regarding technology ownership or use, HIV information behaviors, HIV or STI testing, HIV or STI treatment, and PrEP use. The web-based survey was administered using Qualtrics software (Qualtrics).

A total of 225 interested parties clicked on the Qualtrics link to read about the survey. Among these, 45.3% (102/225) consented to participate in the survey. Among these 102 participants, 11 (10.7%) were not eligible as they identified as female (5/102, 4.9%), 2 (1.9%) were aged above 34 years, and 4 (3.9%) reported a zip code outside of the state of North Carolina. Of the remaining 91 eligible participants, 83 (91%) completed the survey.

Descriptive statistics of the survey measures were conducted using Microsoft Excel (Microsoft Corporation) to summarize survey data, including sociodemographic characteristics and technology ownership or usage. In this paper, the reported HIV-related information behaviors included information seeking, incidental information acquisition, and information use. To assess HIV information seeking, 3 measures were used: decision to take action (eg, seeking motivators), selection of information source (eg, preference and trust), and sources of HIV information. To measure the frequency of incidental HIV information acquisition, participants were asked to respond how many times (“never,” “a little,” “some,” or “a lot”) in the past 2 years they had received HIV information in the following ways: “I learn unexpected things about HIV while browsing the Internet.” Additional response options were reflected in the data. HIV information use was measured by asking participants to identify the ways in which they applied the HIV information they acquired.

Part II: Interviews

Between June and July 2019, 22 men who completed a survey in the first phase of the study participated in semistructured interviews using Zoom videoconference software (Zoom software citation [533]). Only survey respondents who consented to being contacted to participate in an interview were considered for selection. Purposive sampling was used to select interviewees based on the following criteria: HIV-positive diagnosis (n=9), HIV-negative and using PrEP (n=7), and HIV-negative and not using PrEP (n=6). Given that most previous studies of HIV-related information behaviors have been conducted among PLWH, the purposive sampling criteria were developed to include the perspectives and experiences of YBMSM at different points of engagement along the HIV prevention and care continuum.

Interviews, which lasted on average for 1 hour and 16 minutes, were guided by participant responses to survey items and included questions on topics including experiences of using mobile devices and the internet to locate HIV information, incidental acquisition of HIV information while using social networking sites and geospatial dating apps, experiences acquiring HIV information online, motivators and deterrents of HIV information acquisition, the application of HIV information, use of technologies to overcome barriers to HIV information acquisition, and their criteria for evaluating and selecting HIV information sources. All participants who completed the interview were given a US $35 Amazon e–gift card. Interviews were audio recorded, transcribed verbatim, and member checked. Each participant was assigned a pseudonym.

The interview transcripts were analyzed thematically using Dedoose software (version 8.0.35) using grounded theory methodologies [54,55]. Our thematic analysis was guided by the Wilson model of information behavior, Erdelez model of information encountering, and Kari conceptualization of information use [51,52,56]. The Wilson model of information behavior explores the following:

The totality of human behavior in relation to sources and channels of information, including both active and passive information seeking, and information use. Thus, it includes face-to-face communication with others, as well as the passive reception of information as in, for example, watching TV advertisements, without any intention to act on the information given [51].

The main constructs of the Wilson model of information behavior used for this thematic analysis were activating mechanisms, which are the factors motivating a decision to take action to satisfy a need for information (eg, information seeking), and the sources and channels of information. The Erdelez model of information encountering focuses on information acquired incidentally rather than through intentional information seeking [52]. We applied Kari conceptualization of information use as the application of a resource in some specific action [56].

Each interview transcript was read, and all texts related to HIV information acquisition and use were highlighted. The selected text was re-read and coded line-by-line to identify the initial emergent themes. Next, the most frequently reappearing initial codes were selected to begin explaining larger sections of data, and codes were condensed based on their thematic similarity. Codes were compared within and across interview text data to yield the most significant themes and provide more detailed information about HIV information acquisition and use among YBMSM.
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**Results**

**Internet Survey Sample**

The average age of the internet sample was 29.2 (range 19-34) years. Most of the sample (70/83, 84%) consisted of men aged between 26 and 34 years. Most identified as gay (67/83, 80%), with 15% (13/83) identifying as bisexual. More than half of the sample (46/83, 55%) had less than a bachelor’s degree and were employed (62/83, 74%; Table 1). Most participants had health insurance (56/83, 67%), and 32% (27/83) reported being uninsured. The annual household income varied with one-third (34%) of the participants earning less than US $20,000 per year. A total of 43% (36/83) of participants self-reported receiving an HIV-negative test result, 41% reported living with HIV, and 15% (13/83) were unsure of their HIV status. Of the men living with HIV, 68% (23/34) were using antiretroviral therapy (ART) at the time of the study, and only 30% (11/36) of the HIV-negative men used PrEP.
<table>
<thead>
<tr>
<th>Sample demographics</th>
<th>Value, n (%)</th>
</tr>
</thead>
</table>
| **Age (years)**
| 18-25               | 13 (15)     |
| 26-34               | 70 (84)     |
| **Education**
| Less than high school | 3 (3)       |
| High school or GED | 35 (42)     |
| Associate degree    | 8 (9)       |
| Bachelor’s degree   | 24 (29)     |
| Graduate degree     | 13 (15)     |
| **Health insurance status**
| Insured             | 56 (67)     |
| Uninsured           | 27 (32)     |
| **Employment**
| Unemployed          | 12 (14)     |
| Full-time student   | 9 (11)      |
| Employed part time  | 12 (14)     |
| Employed full time  | 50 (60)     |
| **Annual household income (US $)**
| <20,000             | 28 (34)     |
| 20,000-39,000       | 30 (36)     |
| 40,000-69,000       | 15 (18)     |
| 70,000-149,000      | 10 (12)     |
| **Residence**
| Urban               | 53 (64)     |
| Rural               | 18 (21)     |
| Regional city and suburban | 12 (14) |
| **Sexual orientation**
| Homosexual          | 67 (80)     |
| Bisexual            | 13 (15)     |
| Other               | 3 (3)       |
| **HIV testing, lifetime (self-report)**
| Never tested        | 6 (7)       |
| Previously tested   | 77 (93)     |
| **HIV status (self-report)**
| Positive            | 34 (41)     |
| Negative            | 36 (43)     |
| Unknown             | 13 (15)     |
| PrEP use (self-report) | 11 (13)   |
| ART use (self-report) | 23 (28)   |

\[\text{aMean 29.2 (range 19-34) years.}\]

\[\text{bGED: general education development.}\]
Technology Ownership and Use

Participants reported significant access to multiple technological devices and frequent internet use (Table 2). Most participants (83/83, 100%) reported connecting to the internet through a cellular network on a mobile phone, with 94% (78/83) using a wireless connection. Approximately 100% (83/83) of the survey respondents who owned a mobile phone reported using the internet daily. In the web-based survey, the past use of eHealth and mHealth for HIV information was found to be high. Most men had used mobile phones or computers to seek HIV information.

Table 2. Technology ownership and use—internet sample (N=83).

<table>
<thead>
<tr>
<th>Technology ownership</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone</td>
<td>79 (95)</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Laptop computer</td>
<td>63 (76)</td>
</tr>
<tr>
<td>Desktop computer</td>
<td>46 (43)</td>
</tr>
<tr>
<td>Tablet</td>
<td>47 (57)</td>
</tr>
<tr>
<td>Gaming console</td>
<td>58 (70)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internet connectivity</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellular network (3G/4G)</td>
<td>83 (100)</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>78 (94)</td>
</tr>
<tr>
<td>Broadband via DSL³, cable, or fiber optics</td>
<td>19 (23)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frequency of internet use</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use internet daily on smartphone or mobile phone</td>
<td>83 (100)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Past eHealth use and HIV information seeking</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used mobile phone to look for HIV testing location</td>
<td>50 (60)</td>
</tr>
<tr>
<td>Used mobile phone to find other HIV information</td>
<td>79 (95)</td>
</tr>
<tr>
<td>Used computer to find HIV testing location</td>
<td>19 (23)</td>
</tr>
<tr>
<td>Used computer to find other HIV information</td>
<td>60 (72)</td>
</tr>
</tbody>
</table>

³DSL: digital subscriber line.

HIV Information Seeking and Source Selection

Most men (28/83, 34%) in the internet sample decided to seek HIV information as they believed it would be need-to-know information for the future (Table 3). Other participants (25/83, 30%) sought HIV information to satisfy their existing information needs and some (20/83, 24%) sought HIV information following a conversation with a member of their social network (eg, a friend, family member, or romantic partner). Approximately half of the participants (42/83, 50%) preferred to acquire HIV/AIDS information from a doctor or health care provider. The internet was the second most preferred source of HIV information at 36% (30/83). The 3 most trusted sources of HIV/AIDS information were a doctor or health care provider, the internet, and libraries, with 96% (80/83), 87% (72/83), and 72% (60/83), respectively, reporting that they trust these sources “a lot” or “some.” When asked, “the most recent time you looked for information related to HIV where did you go first?”, the internet was the top choice reported by 84% (70/83) of the participants. Web-based HIV information seeking was primarily mediated by default mobile phone search engines (eg, Google, Bing, and Yahoo). Consumer health information websites (31/83, 37%), government health information websites (30%), and social media sites (17%) were the top sources of intentionally sought web-based HIV information.
Table 3. HIV information acquisition and use—internet sample (N=83).

<table>
<thead>
<tr>
<th>Decision to take action and seek HIV information</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need-to-know information for the future</td>
<td>28 (34)</td>
</tr>
<tr>
<td>Satisfy existing information need</td>
<td>25 (30)</td>
</tr>
<tr>
<td>Following conversation with member of social network</td>
<td>20 (24)</td>
</tr>
<tr>
<td>Experiencing HIV or STI-like symptoms</td>
<td>10 (12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Selection of information source</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred sources of HIV information</td>
<td></td>
</tr>
<tr>
<td>Doctor or health care provider</td>
<td>42 (50)</td>
</tr>
<tr>
<td>Internet</td>
<td>30 (36)</td>
</tr>
<tr>
<td>Community organization</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Friend or coworker</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Print media (eg, book or pamphlet)</td>
<td>1 (1.4)</td>
</tr>
</tbody>
</table>

| Trust on sources of HIV information                                                   |              |
| Doctor or health care provider                                                          | 80 (96)      |
| Internet                                                                               | 72 (87)      |
| Libraries                                                                              | 60 (72)      |
| Newspaper or magazine                                                                  | 20 (24)      |

| HIV information seeking                                                                 |              |
| Most recent source of HIV information                                                  |              |
| Internet                                                                               | 70 (84)      |
| Doctor or health care provider                                                          | 9 (11)       |
| Community organization                                                                 | 3 (1)        |
| Book                                                                                   | 1 (1)        |

| Sources of HIV information in the past 2 years                                         |              |
| Internet                                                                               | 80 (96)      |
| Doctor or health care provider                                                          | 41 (49)      |
| Print media (eg, book, pamphlet, magazine, or newspaper)                                | 29 (5)       |
| Community organization                                                                 | 16 (19)      |
| Friend or coworker                                                                     | 11 (13)      |

| Sources of web-based HIV information                                                   |              |
| Consumer health information                                                             | 31 (37)      |
| Government health information websites                                                 | 25 (30)      |
| Social media site                                                                       | 14 (17)      |
| Community organization website                                                          | 13 (16)      |

| Sources of incidentally acquired HIV information                                        |              |
| Advertisements on social media sites and geospatial dating apps                         | 54 (65)      |
| Postings on social media sites from web-based social ties                               | 44 (53)      |
| Advertisements while browsing the web (non–social media platforms)                      | 40 (48)      |
| While talking to other people                                                           | 30 (36)      |
| While watching television or reading the newspaper                                      | 27 (32)      |

<table>
<thead>
<tr>
<th>Social media sites and geospatial dating apps (advertisements and postings from web-based social ties)</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>44 (53)</td>
</tr>
<tr>
<td>Application of HIV information</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Find HIV or STI testing location</td>
<td>56 (67)</td>
</tr>
<tr>
<td>Received an HIV test</td>
<td>53 (64)</td>
</tr>
<tr>
<td>Begin treatment for HIV within 3 months following diagnosis (participants living with HIV)</td>
<td>19 (53)</td>
</tr>
<tr>
<td>Discuss HIV status with sexual partners</td>
<td>46 (55)</td>
</tr>
</tbody>
</table>

**Incidental HIV Information Acquisition**

Incidental HIV information acquisition was high among the internet sample (Table 3) [57,58]. Respondents (54/83, 65%) most often incidentally acquired HIV information on the web via advertisements on social media sites and geospatial dating apps, postings on social media sites from their web-based social ties (eg, people and organizations they follow; 44/83, 53%), and advertisements encountered while browsing the internet (40/83, 48%). Most participants who incidentally acquired HIV/AIDS information while using social media sites or dating apps did so via Facebook (44/83, 53%), Instagram (40/83, 48%), and the dating app Jack’d (38/83, 46%).

**Information Use**

Most men in the internet sample applied the HIV information they acquired by looking for HIV or STI testing locations (56/83, 67%) and utilizing HIV or STI testing services (53/83, 64%; Table 3). Among participants who were living with HIV (34/83), more than half (19/34, 53%) used the knowledge of their status to begin ART within 3 months of receiving a diagnosis. Approximately 55% (46/83) of the internet sample used the HIV information they acquired to discuss HIV status with their sexual partners.

**Interview Sample**

**Interview Sample Characteristics**

Semistructured interviews were conducted with 22 YBMSM, aged between 22 and 33 years, who completed the web-based survey during the first phase of the study (Table 4). The interview sample included individuals residing in 9 counties in the state of North Carolina. A total of 9 men were living with HIV, 7 men were HIV-negative and using PrEP, and 6 men were HIV-negative and not using PrEP. The sample criteria were selected to reflect the varying HIV information needs and information interactions of YBMSM at different points of engagement along the HIV prevention and care continuum.
Table 4. Interview sample demographic characteristics (n=22).

<table>
<thead>
<tr>
<th>Interview sample characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>5 (23)</td>
</tr>
<tr>
<td>26-34</td>
<td>17 (77)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (4)</td>
</tr>
<tr>
<td>High school or GED&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>5 (23)</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
</tr>
<tr>
<td>Private health insurance</td>
<td>10 (46)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Uninsured</td>
<td>9 (41)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Employed part time</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Employed full time</td>
<td>11 (50)</td>
</tr>
<tr>
<td><strong>Annual household income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>9 (41)</td>
</tr>
<tr>
<td>20,000-39,000</td>
<td>8 (36)</td>
</tr>
<tr>
<td>40,000-69,000</td>
<td>5 (23)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>16 (73)</td>
</tr>
<tr>
<td>Rural</td>
<td>4 (18)</td>
</tr>
<tr>
<td>Regional city and suburban</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Homosexual</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>5 (23)</td>
</tr>
<tr>
<td><strong>HIV testing, lifetime (self-report)</strong></td>
<td></td>
</tr>
<tr>
<td>Never tested</td>
<td>0</td>
</tr>
<tr>
<td>Previously tested</td>
<td>22 (100)</td>
</tr>
<tr>
<td><strong>HIV status (self-report)</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Negative</td>
<td>13 (59)</td>
</tr>
<tr>
<td>PrEP&lt;sup&gt;c&lt;/sup&gt; use (self-report)</td>
<td>7 (54)</td>
</tr>
<tr>
<td>ART&lt;sup&gt;d&lt;/sup&gt; use (self-report)</td>
<td>9 (100)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean 28.8 (range 22-34) years.
<sup>b</sup>GED: general education development.
<sup>c</sup>PrEP: pre-exposure prophylaxis.
<sup>d</sup>ART: antiretroviral therapy.
The Internet as a Primary Source of HIV Information

The use of the internet and mobile technology for HIV information was high in both the web and survey samples. All men in the interview sample confirmed using a mobile phone to search for HIV information on the internet. The most common themes were convenience and the ease of accessibility that mobile phones provided for seeking HIV information from multiple sources. Most perceived the HIV information they acquired on the web to be accurate:

Mostly because they usually give me the correct answer. It's really easy to navigate and you can find reputable sources like dot orgs or dot gov that's really accurate, something you can believe in as a source. That's why I trust it and then you don't have to go anywhere. Like you can pull out your phone and with quick searching, know the answer in like 10 seconds. Okay. Yep. [Preston, HIV-negative, using PrEP, 23 years]

Government health information websites and health organization websites were deemed to be the most trustworthy sources of web-based HIV information. Men also valued the ability to seek HIV information privately through the internet while using a mobile phone but expressed concerns about others discovering their browsing history:

I usually use my phone and I like go into private browsing. You know like you just start typing something or if someone is using my phone I don’t want them to start typing something, then it auto fills and then I hear “hey, what’s this?” [Nathan, HIV-positive, 30 years]

In the interviews, men confirmed that doctors and health care providers were their preferred and most trusted source of HIV information. Despite this preference, mobile HIV information seeking was used by men to circumvent barriers preventing them from accessing it from doctors and health care providers. The most common subthemes included discomfort communicating with health care providers about same-sex sexual behaviors and the underutilization of health care providers as an information source because of the experienced and anticipated intersectional stigma rooted in racism, homophobia, and HIV stigma in health care settings:

I didn’t tell my doctor that I was sleeping with men, and he didn’t ask. I’m already Black, and when they see me, they already treat me like I’m a statistic. I’d rather not talk to them about this stuff, because I don’t want them to treat me even worse. [Rashod, HIV-negative, not using PrEP, 22 years]

HIV Information Use

The internet was used to seek HIV information by men in the interview sample to assess their risk of acquiring or transmitting HIV, support their skill building for HIV prevention, inform patient–doctor communication, and learn about HIV prevention and treatment options (Table 5). HIV-negative and participants living with HIV used resources to build skills to discuss their HIV or STI status and testing history with their sexual partners. One participant described his experience looking for HIV information about PrEP and eventually initiating PrEP to minimize his HIV risk once he started dating someone who was HIV-positive:

My expartner was HIV-positive. And I knew that going into that relationship, so I started to do research myself. Just looking online, browsing different online websites. And then, when I wanted to pursue Truvada, I actually spoke with a local PRIDE center. [Artez, HIV-negative, taking PrEP, 32 years]

Several participants used HIV information to inform patient–doctor communication, including (1) participants self-diagnosing themselves before seeing a health care provider, (2) verifying HIV information they acquired on the web by speaking with a health care provider, and (3) seeking information to educate health care providers about PrEP. One participant described his experience of self-diagnosing himself before speaking with a provider because of the presence of flu-like symptoms (Table 5).
Use of Social Media for HIV Information Support Exchange

Although participants expressed displeasure with the framing and tone of advertisements on social media sites and geospatial dating apps promoting HIV prevention, they still used the sites as a space for informational support and communication with other Black MSM. Many participants reported acquiring HIV information from Black and other MSM of color who posted about their experiences living with HIV, being in a mixed HIV status relationship (serodiscordant), and the adoption of HIV risk-reduction behavior (eg, PrEP use and HIV self-testing):

I guess you can say that with me being on this medication, I do have a best friend that was also pretty much in the same boat as I am dealing with someone that was HIV positive as well. He really didn’t know much about PrEP as well, so I talked to him about it, I gave him the same information that my doctor pretty much you know gave to me. I actually pretty much introduced him to my doctor that I’m with right now, and so they’ve been on PrEP for a while now. I guess you can say that I’ve been on it, and I hadn’t received this information prior, and I was able to share it with someone else that was pretty much unaware of it as well. [Antonio, HIV-negative, using PrEP, 27 years]

Unfortunately, some participants noted their diminished ability to exchange HIV information with Black and other MSM of color because of censorship policies on social media sites. When probed about where he obtained HIV information on the web, one participant noted his loss of HIV information from Black MSM on Tumblr. Other participants noted the loss of online community due to the suspension of some accounts and content removed because of censorship policies.

Concerns About Incidentally Acquired Web-Based HIV Information

The widespread use of social media sites and geospatial dating apps was confirmed in the interview sample. Encountering HIV information on these platforms was common. All participants expressed concerns about the framing and tone of the HIV prevention information and messages they encountered on the web via mass media HIV-prevention advertisements. Men described the framing of HIV prevention information as “judgmental” and perceived the tone of the information to be “pushy” and “fearmongering”:

Illustrative quotes from participants

Table 5. HIV information use—interview sample (n=22).

<table>
<thead>
<tr>
<th>Interview sample</th>
<th>Illustrative quotes from participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage or assess risk for HIV/AIDS</td>
<td>“When I learned about medication resistance, it made me really on top of taking my medication. Because previously, I might go in for a sore throat and they’ll give you some antibiotics and they’ll tell you, ‘hey, make sure you take two a day for 10 days, make sure you finish it,’ and here we are two months later, and I still have like 4 pills there. So, I wasn’t always on top of it. Once I started feeling better, I’d be like, ok whatever. But learning about medication resistance particularly with HIV has def made me very much on top of taking medication as I’ve been directed to by my doctors. I have to aggressively handle my sexual health myself.” [Jerry, HIV-positive, 28 years]</td>
</tr>
<tr>
<td>Inform patient-doctor communication</td>
<td>“Well, a lot of times I do a lot of self-diagnosing first just to kind of give them an idea as to what’s going on, give myself an idea of what’s going on. And to be able to explain my signs and symptoms more in detail. So that gives them a better view of what potentially could be going on. So, I went ahead and got tested just to make sure it was ok...and then if there was treatment to go along with it, it would be syphilis, the series of three shots, over the course of like six weeks...and I never wanted to go through that again, so I ask my doctor what to look for in myself and in others.” [Chris, HIV-negative, non-PrEP user, 29 years]</td>
</tr>
<tr>
<td>Self-diagnosis</td>
<td>“Whenever there is something new or a new medication or something that I hear about I will research it. And look at it. Or if it’s like it has to do with different studies, I’ll look at the things that’s part of the study. And then I will ask that information of my doctor.” [Thomas, HIV-positive, 24 years]</td>
</tr>
<tr>
<td>Information verification</td>
<td>“I just know I have a few friends that had experiences going to doctors, asking for PrEP or anything like that and the doctor was very closed minded or not very up-to-date on medical history in our aspects. We have to look for stuff on our own to tell them about it. I don’t like that. I still mostly trust doctors, but I’ll always think I’ll have a shred of not doubt, but like I’m gonna double check and make sure you’re telling me the best stuff. I’m going to make sure I’m with a good doctor...who is knowledgeable on whatever I need them to be knowledgeable on.” [John, HIV-negative, PrEP user, 26 years]</td>
</tr>
<tr>
<td>Educate health care providers</td>
<td>“I started looking for this information because I needed help figuring out how to talk about it with other people. I’m in the point now where in the past if I got burned by somebody, I wouldn’t ask them, I would just go get treated. I was afraid of saying something to this person. But I do better now just telling people like, ‘hey I just went and got treated you might want to get tested on what’s going on.’ I was afraid to do so because the first thing you think about is them passing judgment.” [Will, HIV-negative, non-PrEP user, 27 years]</td>
</tr>
<tr>
<td>Skill building for HIV prevention</td>
<td>“I would like look up, cause I found out there’s different strands to HIV, like it’s not just one person has HIV, like there’s levels to it. So, I’d try to Google and find information about that. And I also heard about PrEP, it was like maybe a cure or whatever I guess to try to prevent you from getting it, or lessen your chance of getting it. To be honest, my doctor had told me about it before, but I wanted to do my own research on it, so I just Googled and read up on that to find out what it’s all about.” [Patrick, HIV-negative, non-PrEP user, 32 years]</td>
</tr>
<tr>
<td>Understand HIV prevention and treatment options</td>
<td>“I just know I have a few friends that had experiences going to doctors, asking for PrEP or anything like that and the doctor was very closed minded or not very up-to-date on medical history in our aspects. We have to look for stuff on our own to tell them about it. I don’t like that. I still mostly trust doctors, but I’ll always think I’ll have a shred of not doubt, but like I’m gonna double check and make sure you’re telling me the best stuff. I’m going to make sure I’m with a good doctor...who is knowledgeable on whatever I need them to be knowledgeable on.” [Thomas, HIV-positive, 24 years]</td>
</tr>
</tbody>
</table>

*PrEP: pre-exposure prophylaxis.*
The ads were overreacting, but just in a way that’s like, do this or you’ll die or do this and you definitely get, you know, you’ll definitely get syphilis...do this or you’ll end up here or there and it’s kind of stigmatizing, because I know I noticed a lot of their targeted audience where it wasn’t really straight male, and it isn’t fair to the LGBT community cause it’s almost like, okay, you’re targeting them, like making them feel like they have to get tested because they have something because they’re a part of this community versus this guy, he’s on the football team or this girl who is a cheerleader. Right. And they have, they may have something, not know it and passing it along to everyone else. [Rick, HIV-negative, non-PrEP user, 22 years]

Discussion

Principal Findings

The purpose of this mixed methods study among YBMSM who use the internet was to explore their HIV-related health information behavior and to conduct formative work to inform the development of future, culturally tailored eHealth HIV interventions. The study found high technology ownership and use of mobile and social computing technologies to facilitate the utilization of HIV prevention and care services. Web-based HIV information was highly accessible to men in the sample through mobile phones and computers. Men in the interview sample discussed using eHealth to circumvent barriers to obtaining HIV information offline from a health care provider and for the ability to seek this information using private browsers. These findings indicate the importance of considering privacy and confidentiality when developing culturally tailored eHealth HIV interventions for YBMSM.

Men in the internet and interview sample preferred to acquire HIV information from a health care provider. However, men primarily used the internet to acquire HIV information because of barriers, including discomfort disclosing same-sex sexual behaviors to a health care provider, and intersecting stigmas experienced in health care settings. Previous studies with Black MSM have found perceptions of racism and medical mistrust to affect provider communication, health care access, and uptake of prevention services [59,60]. Black MSM have been found to be less likely to report their same-sex sexual behaviors to primary care providers compared with White MSM [57]. Prior research with young men who have sex with men (YMSM) reported barriers to communicating same-sex sexual behaviors and sexual health concerns to providers because of the fear of heterosexist bias, concerns about sexual health information being disclosed to parents, and a general belief that sexual minority youth did not receive equitable treatment in health care settings [58]. As reported in this study, the intersecting stigmas YBMSM experience related to sexuality, HIV, and racism can hinder access to HIV information from reliable and trusted sources of information [61,62]. To support engagement in HIV prevention and care, structural barriers to accessing HIV information such as racism, HIV-stigma, and homophobia must be minimized [63-65]. Future culturally tailored eHealth HIV interventions should aim to reduce intersectional stigma at the point of care and improve communication between providers and YBMSM. The development of these interventions should be community-driven. YBMSM need to be engaged in each step of the research process to identify and prioritize their needs and experiences during health care encounters. Health care providers should also receive training to provide antiracist, culturally competent care to YBMSM [66,67].

Health care providers must be equipped to provide timely recommendations on HIV prevention methods such as PrEP and HIV or STI testing [68]. In the interview sample, YBMSM shared experiences speaking with health care providers who were uninformed about PrEP and other HIV-prevention methods such as undetectable equals untransmittable (U=U); i.e., a person who is HIV-positive with a consistently undetectable viral load cannot transmit HIV to a sex partner). To assist health care providers in providing timely HIV-prevention recommendations, the application of machine learning methods could be used to create an HIV risk prediction tool that identifies potential candidates for PrEP and other HIV-prevention strategies [69,70].

Previous research has found that when communicating about sensitive subjects, people may be more comfortable interacting with humans through a computer than through face-to-face interactions [71,72]. Owing to the high use of eHealth for HIV information acquisition and use among YBMSM in this sample, eHealth modalities may be especially advantageous for facilitating shared decision making between men and providers. eHealth interventions for YBMSM should aim to enhance shared decision making by increasing awareness and practical expectations of the advantages and disadvantages of prevention strategies such as PrEP and provide an environment in which they are comfortable communicating with providers [73,74]. This may help mitigate obstacles at the social, structural, and individual levels before enrolling them in health care services [75,76].

Concerns about the framing and tone of web-based, mass media HIV-prevention advertisements targeting YBMSM were raised during this study. Participants perceived the advertisements to be stigmatizing and judgmental of YBMSM. This aligns with research that found public health messaging aimed at reducing HIV disparities to be alienating [77-79]. Pleasure-centric and sex-positive framing of HIV information and messages may be helpful for promoting HIV risk-reduction behaviors among YBMSM [80]. To avoid further stigmatization of YBMSM, future eHealth HIV interventions should include community-informed, culturally tailored HIV messaging [81].

The use of social media sites for sharing and exchanging HIV information with web-based communities of Black MSM was a common theme of this study. Participants valued receiving HIV information from Black MSM who shared their experiences living with HIV, navigating serodiscordant relationships, and using PrEP and HIV self-testing kits. This aligns with the literature that found that social media sites are often used by LGBTQ individuals who may use these platforms to find information that may not be available through their offline social networks, formal education spaces, or health care providers [82,83].
In this study, it was noted that participants experienced diminished access to HIV information from Black MSM on the web because of censorship policies on social media sites such as Tumblr. These censorship policies are a direct result of FOSTA/SESTA legislation, and point to its harmful impact on minoritized communities who relied on these spaces for online social support building. Participants described Tumblr as a platform where they built community and received nonstigmatizing information related to HIV. This finding supports previous research that conceptualized Tumblr as a “queer technology” and explored how the policy change pushed away communities of users, especially communities that relied on the “adult content” banned in this space for medical education and knowledge. Future eHealth interventions should provide online spaces, such as forums, that promote community building and information support exchange among YBMSM.

Limitations
This study has several limitations. First, the findings of this study are limited in their generalizability and thus do not encompass the experiences of all YBMSM, as local and individual differences are also present from this data source. Many participants living with HIV in the study were recruited from HIV clinics and community-based organizations and thus may not be reflective of the population of YBMSM in North Carolina who are out of care. The size of the quantitative sample and qualitative nature of the study also make it difficult to generalize the results to all YBMSM in the United States. Future research would benefit from a larger study sample and a more rigorously recruited study sample. However, this study does show strength over previous internet-based research with YMSM, which has traditionally been limited to mostly White participants in a single geographic region for the sample. Second, internet access familiarity with web-based technology may have influenced the decision to participate in the study. YBMSM who use a different type of electronic device to access the internet may be able to navigate websites easily and may encounter technical challenges.

Although web-based surveys and video chat platforms for qualitative data collection have been found to reduce response bias and minimize barriers for research participation (eg, financial barriers related to travel expenses or time off from work, stigma associated with research participation, and physical disabilities precluding mobility), they do not account for limited literacy. Notwithstanding these limitations, our findings represent a novel characterization of HIV information acquisition and use among YBMSM in the southeastern United States who use the internet—a topic and population that warrants further study given the high rates of HIV diagnoses among this population in this geographic region. The data from this study may provide invaluable information concerning limitations to HIV information access and the potential to use technologies to reduce social, structural, and individual-level barriers to HIV prevention and treatment among YBMSM.
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Abstract

Background: Identification of the essential components of the quality of the data collection process is the starting point for designing effective data quality management strategies for public health information systems. An inductive analysis of the global literature on the quality of the public health data collection process has led to the formation of a preliminary 4D component framework, that is, data collection management, data collection personnel, data collection system, and data collection environment. It is necessary to empirically validate the framework for its use in future research and practice.

Objective: This study aims to obtain empirical evidence to confirm the components of the framework and, if needed, to further develop this framework.

Methods: Expert elicitation was used to evaluate the preliminary framework in the context of the Chinese National HIV/AIDS Comprehensive Response Information Management System. The research processes included the development of an interview guide and data collection form, data collection, and analysis. A total of 3 public health administrators, 15 public health workers, and 10 health care practitioners participated in the elicitation session. A framework qualitative data analysis approach and a quantitative comparative analysis were followed to elicit themes from the interview transcripts and to map them to the elements of the preliminary 4D framework.

Results: A total of 302 codes were extracted from interview transcripts. After iterative and recursive comparison, classification, and mapping, 46 new indicators emerged; 24.8% (37/149) of the original indicators were deleted because of a lack of evidence support and another 28.2% (42/149) were merged. The validated 4D component framework consists of 116 indicators (82 facilitators and 34 barriers). The first component, data collection management, includes data collection protocols and quality assurance. It was measured by 41 indicators, decreased from the original 49% (73/149) to 35.3% (41/116). The second component, data collection environment, was measured by 37 indicators, increased from the original 13.4% (20/149) to 31.9% (37/116). It comprised leadership, training, funding, organizational policy, high-level management support, and collaboration among parallel organizations. The third component, data collection personnel, includes the perception of data collection, skills and competence, communication, and staffing patterns. There was no change in the proportion for data collection personnel (19.5% vs 19.0%), although the number of its indicators was reduced from 29 to 22. The fourth component, the data collection system, was measured using 16 indicators, with a slight decrease in percentage points from 18.1% (27/149) to 13.8% (16/116). It comprised functions, system integration, technical support, and data collection devices.

Conclusions: This expert elicitation study validated and improved the 4D framework. The framework can be useful in developing a questionnaire survey instrument for measuring the quality of the public health data collection process after validation of psychometric properties and item reduction.
data quality; data collection; HIV/AIDS; public health informatics; health information systems; component validation; expert elicitation; public health; health informatics

Introduction

Background

Public health, a data-intensive discipline, relies on high-quality data to monitor the health and well-being of the population, make appropriate policy decisions for intervention, and evaluate intervention outcomes [1-3]. After two decades of development in the design and implementation of information and communication technologies (ICTs) for national public health data management, public health information systems (PHISs) have developed into essential data repositories [1,4,5]. PHISs have been well integrated into many nations’ health information management systems, such as those of the United States, Australia, and China [6-9]. The data stored in PHISs, for example, on women’s and children’s health, aging population, and people living with HIV/AIDS, have enabled public health agencies to formulate evidence-based policies and plans and evaluate program performance to ensure accountability for citizens and countries [1,6,7,10].

As data-driven public health management assumes data are accurate, timely, and reliable, data quality assessment needs to be continuously and rigorously conducted to ensure high-quality data in PHISs [4]. Data quality is a 3D concept that includes the quality of data, data collection process, and data use. Improving the quality of the data collection process is critical for PHIS data quality management [11]. Identification of the essential components of the quality of the PHIS data collection process is the starting point for the design of effective public health data quality management strategies [4,7].

Through appraisal and synthesis of literature that reports the factors affecting the rigor of the PHIS data collection process, we have proposed a preliminary conceptual framework that focuses on four dimensions of the quality of the process [12]. These are data collection management, data collector, information system, and the data collection environment. We name them 4D components, which consist of 12 subcomponents and 149 indicators (Multimedia Appendix 1 [7,12-15]). Data collection management is an administrative process by which data are acquired, validated, stored, protected, and processed [7,13]. Its indicators include appropriate data collection methods, data entry forms, and ongoing quality assurance. At the individual level, data collection personnel (replacing data collector) need to have a right attitude, adequate skills, and competence for the job. They must maintain adequate communication with each other. For them to execute their tasks adequately, their organization needs to provide adequate staffing with the right skill mix [12]. A data collection system (replacing information system) requires different systems and elements to integrate and assist data capture, data entry, and data logging. Thus, continuous and systemic functionality and technical support are required [14]. A good data collection environment includes training, strong leadership, and funding support for data collection [15]. Given that this preliminary 4D component framework was derived from an inductive analysis of the literature, validation of the framework within a certain PHIS was needed.

Expert elicitation is a research method used to identify and address uncertain subjects, especially when relevant local evidence or information is incomplete [16]. This method has been widely used in public health for policy decisions to generate evidence [17,18] to achieve various research goals, such as environmental health impact assessment [16], health technology assessment [19], and economic evaluation of health gains of antenatal care [20]. Knowledge synthesized from expert opinions can form the foundation for further research.

The main procedures for a formal expert elicitation include characterization of uncertainties, selection of experts, elicitation of expert judgments, and possible aggregation and reporting in a temporary summary [16]. The criteria for expert selection include the following: the person should be representative of the main population of interest and he or she should have sufficient intellectual ability to provide the theoretical definitions, rank the importance of the data items, and explain a potential causal relationship between them [16]. Expert judgments should adhere to the principles of the scientific process. These are accountability, neutrality, fairness, and the ability for empirical control [21]. A facilitator, often a trained interviewer, has the enormous potential to reduce bias in expert elicitation by clarifying the questions to the expert [16,19]. A systematic elicitation session could increase the validity, transparency, and trustworthiness of research [16].

Objectives

Using an expert elicitation approach, this study aims to obtain empirical evidence to confirm the components of the 4D framework and, if needed, to further develop the framework.

Methods

Study Setting

The study was conducted within a country-level PHIS, the Chinese HIV/AIDS Comprehensive Response Information Management System (CRIMS). Acknowledged as one of the milestones for China’s HIV/AIDS response programs over the past three decades [22], the CRIMS is a web-based national AIDS information management system that was established in 2008 [5]. The system has been used for routine HIV/AIDS prevention and control data collection from hospitals and all units of the Chinese Center for Disease Control and Prevention (China CDC) in 2893 counties. The data stored in the CRIMS include demographic information, case reporting, antiretroviral treatment, methadone maintenance therapy, behavioral interventions, laboratory testing, counseling, and surveillance. These real-time data can be used for decision making.
monitoring, and evaluating HIV/AIDS prevention and control programs in health bureaus and CDCs at national, provincial, city, and county levels [10]. Therefore, high-quality data in the system are imperative for China’s HIV/AIDS program monitoring and evaluation. However, prior studies found that public health professionals lacked trust in the quality of data in the CRIMS and expressed concerns over the quality of the data collection process [17,23,24]. This primary concern of public health professionals in China has also motivated this study.

Data management within the CRIMS includes data collection, data entry, data analysis, data assurance, and data use [25]. The personnel involved in the CRIMS data management include health administrators in health bureaus, epidemiologists and laboratory technicians in CDCs, and clinicians and data registrars in hospitals. They have accumulated rich experiences from long-term empirical work in HIV/AIDS data management and were thus appropriate experts who could provide inputs for this study.

**Ethical Approval**

This study was approved by the Human Research Ethics Committee at the University of Wollongong and the Institutional Review Board of the National Center for AIDS/STD Control and Prevention at the China CDC. All participants provided informed written consent to participate in the study and to publish individual data.

**Design of Interview Guide and Data Collection Form**

To ensure the validity of the study, we followed three broad categories of validity for qualitative research in information systems proposed by Venkatesh [26]. These are (1) design validity (eg, descriptive validity, credibility, and transferability), (2) analytical validity (eg, theoretical validity, dependability, consistency, and plausibility), and (3) inferential validity (eg, interpretive validity and confirmability).

During the design phase, an interview guide was developed in consultation with 7 information system researchers at the University of Wollongong: a professor, an associate professor, a lecturer, a research assistant, and 3 PhD candidates. Two open-ended questions were suggested: “What are the components of quality of the CRIMS data collection process?” and “What are the attributes of these components?”

An item represents a component or subcomponent of the 4D component framework in reference to the literature [12]. An item weight table was developed to elicit an expert’s opinion about whether an item is a component or subcomponent of the quality of the CRIMS data collection process. To avoid bias in directing the expert to the preliminary 4D component framework, we reconstructed the testing items according to group discussions with consultant researchers. Four items that are not part of the framework but frequently identified in practice were added, including parallel organization, high-level management, social factors, and organizational policy. Four items that are elements of a certain original subcomponent or component were used to represent their parental components. These were data collection forms and data quality assessment strategies of the component data collection management, data collector’s data quality audit skills, and demographics of the component data collection personnel. Four original items—funding, data collection personnel’s communication, staffing pattern, and integration of different systems—were purposely excluded to test the completeness of the framework item spectrum. Each item was answered as yes or no. If the answer was yes, the expert was asked to rank the importance of the item for the quality of the CRIMS data collection process. The rankings ranged from 1 (the highest contribution) to 16 (the smallest contribution; Multimedia Appendix 2).

The interview guide and item weight table were translated into Chinese. Three bilingual authors validated the Chinese translation. The interview guide was pilot tested for content validity and face validity with 8 Chinese public health practitioners who worked within the CRIMS. All 8 practitioners agreed with the fit of the interview questions and the item weight table for the study.

**Sampling and Recruitment of Study Participants**

To ensure generalizability of the study, personnel from all administrative levels in all types of organizations with at least one data management role for the CRIMS were considered as potential experts. They were eligible for inclusion as experts to ensure a comprehensive capture of diverse expert opinions. Those who did not have a role in CRIMS data management were excluded.

Following the aforementioned selection criteria, we used a stratified sampling method to identify the participating organizations [27]. Representativeness was ensured by a lack of significant statistical differences in data quality among provinces [23,24]. A total of 19 organizations were selected, including 3 departments of health bureaus (1 each at the central, provincial, and county levels), 10 departments of the CDCs (1 each at the national, provincial, and city levels and 7 at the county level), and 6 hospitals (4 tertiary, 1 secondary, and 1 primary).

HC was an epidemiologist who specialized in HIV/AIDS prevention and control in a provincial CDC in China. She used a convenient sampling method to recruit participants working in health bureaus and CDCs. A personalized invitation message containing a cover letter and a consent form was sent through the Chinese social media QQ to 20 potential participants. All participants agreed to participate by returning a completed consent form. Web-based interviews were arranged with 18 of them through QQ media. The other 2 withdrew quoting time constraints. Of the 18 participants, 3 were from health bureaus at different levels. The remaining 15 came from 4 tiers of the CDCs: 1 at the national level, 4 at the provincial level, 3 at the city level, and 7 at the county level.

HC recruited potential participants from 6 hospitals via direct contact with hospital management. She explained the project’s purpose and research process to the relevant managers in the hospitals and sought their support in recommending eligible data management personnel to participate in the field study. Being introduced by the facility management, HC contacted the potential participant and organized an interview with the person at a designated venue and time. An interview would start only after providing written consent. Overall, 10 potential
participants were recommended and completed interviews. Of the 28 participants, 16 (57%) were female; 23 (82%) participants were aged between 30 and 50 years, and the other 5 (18%) were aged under 30 years. Most participants (25/28, 89%) had multiple job roles in HIV/AIDS data management.

Interview Procedure
Both telephone and face-to-face interviews were conducted. An internet voice call was made for telephone interviews with the practitioners during their work break or after hours. Face-to-face interviews were conducted at hospitals. The average duration of the interviews was 44 minutes (SD 23 min).

Each interview started with asking the practitioner to provide answers to the 2 open-ended questions. Answers from 3 of the first 5 practitioners were related to data quality instead of the focused topic of this study, the quality of the data collection process. To clarify the research topic, the researcher started subsequent interviews with the question, “What do you think the differences are between data quality and quality of the CRIMS data collection process?” A further probe clarified any emerging issues raised by the practitioners. Once information saturation was reached, that is, no further issues emerged, the interview was concluded.

After the practitioners answered all the open-ended questions, they were invited to assess the 16 items listed in the weight table. The other 7 items were raised by the practitioners. Their average rankings were not calculated because of the small sample size.

Data Processing and Analysis
All audio recordings were transcribed verbatim. The transcripts were sent to the interviewees for confirmation, translated into English, and back translated. Qualitative data analysis was conducted in accordance with the framework analysis approach suggested by Pope et al [28]. The theoretical (thematic) framework was the 4D component of the quality of the PHIS data collection process. The unit of analysis was each transcript. The data analysis was conducted in 3 steps.

Step 1: Generating the Initial Codes
Each transcript was thoroughly read to identify and understand the meaning of the relevant text. A concise phrase was created to summarize a sentence. For example, “Reward and punishment system, which is important for a working system...This should be in organizational management policy” (C102) was coded as “clear reward and punishment in organizational policy.” “If they (managers) understand the importance to the job (data collection), you will work easily; if they don’t, it is hard” (H306) were coded as “managers should understand the importance of data collection.”

After the first round of transcript encoding, 302 codes were extracted and stored in an Excel database.

Step 2: Mapping the Codes Using the Preliminary 4D Component Framework
All the 302 codes were compared and mapped with the original indicators and subcomponents in the preliminary framework. Three data processing strategies were used in 3 different scenarios.

Scenario 1
When a code had a similar meaning to an original subcomponent or indicator of the preliminary 4D framework, the original subcomponent or indicator remained or was further refined by merging, condensing, and grouping to represent the code.

Scenario 2
When the meaning of a code was not matched by any original subcomponent or indicator in the preliminary 4D framework, a judgment was made to add the code as a new subcomponent or indicator to the framework.

Scenario 3
When no empirical data could match the meaning of a certain subcomponent or indicator in the preliminary 4D framework, the subcomponent or indicator was deleted from the framework.

Iterative and recursive coding, mapping, and classification processes were applied continuously between steps 1 and 2. The 302 codes converged to the 4D component framework; 88 were grouped into the component data collection management, 86 into the data collection environment, 77 into the data collection personnel, and the remaining 51 into the data collection system. A total of 46 new indicators emerged from the extracted codes. Of the 149 original indicators, 37 (24.8%) were further merged with codes with similar meaning but different wording. Finally, 116 indicators, 16 subcomponents, and 4 components were synthesized.

Step 3: Interpreting the Framework
The nature of and associations among the components, subcomponents, and indicators were further assessed by the author group. Each indicator was identified as either a facilitator or a barrier for data collection. Data and themes that had been extracted from expert elicitation were constantly compared between hospitals and CDCs with varying data collection processes and contexts and between different data collection roles played by different experts. The data analysis outputs were triangulated and discussed within the team until a consensus was reached (Figure 1).
Results

Overview

The 4 dimensions of the 4D framework were verified as data collection management, data collection environment, data collection personnel, and data collection system. Three new subcomponents were added: organizational policy, high-level management support, and collaboration among parallel organizations. A total of 16 subcomponents were validated and grouped into the appropriate 4D components. They were measured by 116 indicators, including 82 facilitators and 34 barriers (Figure 2).

Figure 1. The validation process for the 4D framework.
The next section presents the results using the 4D components to tabulate and elaborate the evidence that supports the subcomponents and indicators of the validated 4D framework situated in the CRIMS.

**Data Collection Management**

Data collection management includes 2 essential subcomponents: data collection protocol and quality assurance. Of the 302 interview codes, 88 (29.1%) supported 59 original indicators of data collection management. The remaining 14 were deleted because of a lack of evidence support. Furthermore, 5 new ones emerged from the interview codes. After merging 23 supported original indicators to amalgamate similar meaning with different wording, 41 indicators, including 28 facilitators and 13 barriers, were finalized for measuring the data collection management (Multimedia Appendix 3).

**Data Collection Protocol**

A total of 56 interview codes were related to the subcomponent data collection protocol. They validated 23 indicators, including 16 facilitators and 7 barriers, and fell under the subdimension of data collection form and data collection methods.

Six practitioners (C302, C303, C201, C101, C106, and A101) suggested that the data collection protocol should be aim-focused, operable, scientific, rational, and feasible for frontline data collectors. It should contain comprehensive, step-by-step guidance for the entire process of data collection (A101 and C201). The involvement of frontline data collectors in the development of a data collection protocol was an optimal practice (C302).

A total of 16 practitioners (C101, C102, C103, C104, C105, C106, C107, C201, C203, C303, C304, A101, H302, H305, H101, and H202) stressed that a data collection form needs to be clear, readable, comprehensive, and unambiguous. One of the practitioners mentioned:

*It [design of the form] needs to be rational to make data collection convenient and simple, and provides comprehensive data, should reduce data collectors burden and reduce unnecessary effort.* [C102]

To ensure that the questions about data collection are articulated in a scientific, rational, and operable manner, 3 CDC practitioners (C201, C202, and C107) recommended the following: (1) to solicit a question, one can ask questions from different angles; (2) the number of questions should be suitable and controlled within the allotted data collection time; (3) the wording of the questions, including options for the multiple-choice questions, must be accurate, direct, understandable, and answerable; and (4) questions should be bound within ethical considerations and should not cause harm to respondents, particularly in places where it is challenging to find confidential and private space for question elicitation.

The data collection methods should be well developed, uniform, applicable, and implementable for data collectors (C302 and C301). A method is considered optimal for data collection if the task is integrated into routine data flow in a health care facility.

**Quality Assurance**

Overall, 32 interview codes were related to the subcomponent quality assurance and validated a total of 18 indicators, including 12 facilitators and 6 barriers. Three topics were elicited: the criteria of quality assurance, the constituency of quality assurance, and the implementation of conduct of quality assurance.

The criteria of quality assurance were consistent with the requirements of data quality, that is, accuracy, completeness, and timeliness. Therefore, quality assurance is “able to
thoroughly, quickly and accurately assess data accuracy, completeness and timeliness” (C203).

Clinicians believed that data quality audits were useful in motivating data collectors because their managers may provide extra funding to incentivize this activity. H201 explained the advantage of a data audit:

*On one side, it is useful to provide further verification guidance to our routine work, and correct deficiencies inevitable in operational procedures because we are new to this job. On the other side, if they could brief the findings to our manager, it would be even better...For example, if my workplace was equipped with the needed amenities, then it will be easy and convenient. It does not necessarily need further monetary injection. [H201]*

Two health administrators (A401 and A301) who held a position at the national and provincial administration used the CRIMS data regularly for decision making. They relied on the quality of the data quality assessment conducted by all levels of CDCs. “The professionals will ensure the quality of data collection process” (A401), whereas “it is impossible to verify the situation (of data) in the front line” (A301).

A401 expressed his concern about the deliberate falsification of data, especially the soft data. Soft data means that its data quality is difficult to assess even with field verification, such as data from high-risk population intervention, follow-up, and health education. Hard data are more likely to be true, for instance, the methadone treatment data documented on the site, and thus, hard data are less prone to errors:

*It does have difference in level of data accuracy. Some data are relatively accurate, such as the data about methadone treatment because they were recorded when the patient took the medicine; that possibly would not be falsified, right? However, intervention data, the “relatively soft data”, are hard to verify in the office. If you do not make an on-site verification, it is hard to control the recording of them. [A401]*

**Data Collection Environment**

The data collection environment includes 3 original subcomponents (leadership, training, and funding) and 3 newly added ones (organizational policy, high-level management support, and collaboration among parallel organizations). Of the 302 extracted codes, 86 (28.5%) were about the data collection environment, with 32 relating to the 3 new subcomponents. A total of 27 new indicators emerged from these interview codes. Of the 20 original indicators, 5 were deleted because of a lack of evidence and another 5 were merged further for a similar reason. A total of 37 indicators, including 27 facilitators and 10 barriers, were finalized to measure the data collection environment (Multimedia Appendix 3).

**Leadership**

Of the 28 practitioners, 26 (93%) agreed that leadership is a subcomponent of the quality of the CRIMS data collection process, ranking first among all subcomponents. Twenty-four codes were related to leadership. A total of 9 indicators, including 7 facilitators and 2 barriers, were validated for measuring leadership.

Concerning qualification and role, leaders should be role models with professionalism (C103, C105, C106, C203, and H304). They are “able to ensure the procedures to be executed up to standards, ensure the implementation of requirements and protocols of data collection, analysis, and use, and thus ensure data quality” (C203). To initiate a new task data collection, the leaders should have a clear roadmap for assigning and executing the task (A101). Leaders should have strong organizational capabilities to push it forward (H301, H303, and C106).

Therefore, leaders do not necessarily have to do everything by themselves but should be familiar with the task requirements (C103, C104, and C105). They should have the power to issue policies, clarify and assign duties and tasks, and provide financial support (C302 and C104).

The extent to which a leader attaches importance to data collection determines the quality of this task. “People follow the example of their superiors” (H304 and H305). Clinicians (H202, H203, H301, and H306) mentioned that a significant indicator of adequate notice by a leader in charge is the frequency of his or her attending the meetings or the supervision and inspection events organized by the CDC.

From the practitioners’ perspective, a good leader could “lead us well, ensuring those willing to do to have the opportunity to do, and turn those reluctant to do into willing to do; this is good leadership” (H304). The management recognition of the contribution of data collection personnel to data quality is an important motivation factor for data collectors (C102 and H305).

It could be in the format of “oral praise to recognize and formal acknowledgement beyond financial incentives” (C102). As commented by H305 and H306, “our leaders all think highly of this job (data collection). Otherwise, the staff would not care.” “Data collection personnel need to be respected, trusted, acknowledged, and complemented by leaders” (H304, C104, and C302).

**Training**

Of the 28 practitioners, 27 (93%) agreed that training is a subcomponent of the quality of the CRIMS data collection process, ranking second among all components. A total of 19 interview codes about training generated and validated 7 indicators, including 6 facilitators and 1 barrier focusing on the objective of training, and the methods to deliver it and evaluate it.

The goal of training is to equip data collectors with qualified work competence and professionalism (C102, C103, C104, C105, C106, and C302): *The training objective is to equip the data collectors with work competence, with good work professionalism, such as work abilities and skills. [C302]*

*I think training is more related to communication of [data collection] skills. Firstly, we must be familiar with the survey, then we will explore how we get good...*
data. Learning skills is an objective to be reached via training. [C104]

Therefore, training needs to focus on the standardization and uniformity of the data collection process. These include objective, methods, and time frames for data collection (C203, C103, C104, C106, and H304). The trainees should understand the definition of data to be collected, have good knowledge about all procedures for data collection, and adhere to the standardization.

Interactive training between trainers and trainees has been suggested (C103). During training, trainers should address work issues and help trainees learn what to do and how to do it (C103 and C105). Trainers should not just talk and go and be disinterested in whether the trainees understand or not. Trainers who were welcomed by trainees were those who quickly responded to trainees’ questions (C105) and those providing empirical field practice examples in the training session. C103 suggested “if the trainers give more empirical examples for the training, the trainees may obtain a better understanding.”

Data collection personnel, especially the newly recruited staff, need training after recruitment and refresh their knowledge every year about what and how to do. On-the-job training, hospital webpage training, and exams have been used in health facilities (H101 and H306). Building up a training network that installs materials and sources under the circumstance of high staff turnover is recommended (C106).

Given that the training results might vary among trainers, a training assessment was recommended, including selecting trainers, training methods, and training contents. C103 claimed that the higher the level of a training organization, such as international organizations and high-level CDCs, the better the training quality.

Funding

Although the subcomponent funding was not included in the item weight table, 10 relevant codes emerged from the interview transcripts and generated 3 new indicators. Three original indicators remained. They gave rise to 5 facilitators and 1 barrier to measuring the subcomponent funding.

From the CDC professionals’ perspective, funding should support purchasing data collection devices such as computers, printers, and even vehicles (C301, C103, and C104). Funding should provide compensation, such as gifts for health clients to seek their cooperation (C103). Otherwise, “without funding support, without policy, and without competent personnel, data quality may be problematic, or even a fake product made up in office” (C103). Continuous funding support for previously funded projects is needed to avoid the situation of “when the Demonstration Project finished, funding decreased significantly” (C104).

From the hospital data registrars’ perspective, HIV/AIDS work does not bring in profit, an activity that does not support the profit goal of the hospital (H301, H202, and H203):

- HIV/AIDS prevention activities do not bring in profit, the doctors in the hospital should be committed and have spirit of dedication. However, in market economy, hospital needs profit, and is focused on pursuit of economic cost effectiveness. [H301]

Without funding support, clinicians think they are volunteers for HIV/AIDS data collection. Therefore, sometimes, they are unwilling to do this job. [H203]

Therefore, given that “funding support can provoke work” (H201) and “the cost of management and treatment can be reimbursed” (H203), “funding support for data collectors must be fully implemented” (H202 and H203). The health administrator (A101) had already recognized this need and promised to further push this agenda:

In another aspect, it might be related to boosting work morale to encourage them [data collection personnel] by increasing funding support. For example, they may get some subsidies for the work they are doing or have done. Currently we do have some funding. The performance-based salary system is inflexible. It may be problematic to link their income with their performance. This shortage, maybe, is what we need to tackle, for example, from the perspective of national management. We should be able to do, but not much has been done yet. They should get a better income. This aspect is what we should do. [A101]

Organizational Policy

Organizational policy is a new subcomponent. Of the 28 practitioners, 23 (82%) agreed to place it in the component of the data collection environment. A total of 13 codes were related to the organizational policy and generated 7 indicators, 3 facilitators and 4 barriers. These indicators were primarily concerned with what organizational policy is desirable for HIV/AIDS data collection.

The organizational policy was critical to ensure the execution of the data collection activities (C104 and H101). “If they attach importance to the job, you will work easily; if they don’t, your work is a challenge” (H306). It was regarded as more important than the actual process of data collection because the latter was under the control of the data collector (H303). The organizational policy should “support recognition and reflection of the real situation and encourage analysis of existing issues, a proactive adaptation of scientific findings generated from analysis of high-quality data” (C203).

Desired organizational policies of the CRIMS data collection process included (1) ensuring sufficient funding, staffing and material support, for example, “as long as the workload is increased, more staff is assigned” (H101); (2) embodying good management and coordination; (3) having a built-in reward and bonus scheme (C301 and C202) to “motivate people to work well” (H303).

Indicators of a poor organizational policy relating to data collection included the following aspects: (1) data collection was set up as a part-time job, (2) narrow workspace insufficient for data collection (H302), (3) increased workloads without adequate payment (H201), and (4) the culture of “eating big-pot-rice” (C106).
High-Level Management Support

High-level management support was another newly added subcomponent that 79% (22/28) of the practitioners agreed to. A total of 19 interview codes generated 5 indicators, including 4 facilitators and 1 barrier, to measure this subcomponent of high-level management support.

High-level management support provides assurance (C201); assistance for training; responsibility for policymaking (H305); and being scientific, specific, and rigorous for decision making (C104 and C106). It enforces an appropriate reward and punishment mechanism (H303). High-level management support also means funding support and making essential data collection tools such as vehicles available (C103).

Conversely, high-level management support should not impose excessive administrative pressure on data collectors because it may compromise data integrity and accuracy in data collection. The management should not affect and intervene in the data collection process and the data. Otherwise, it may cause a negative consequence of manipulating results” (C203). In practice, the policy had a significant impact on the data quality (C104 and C302). The health administrator (A301 from the provincial health bureau) had a different viewpoint: “currently, as for the HIV/AIDS epidemic data collection, indeed there is no intervening in our work, basically it (data) is reliable, no concealment.”

High-level management support was recognized as “a strong power that can veto by just a couple of words” (A101 from the county health bureau). The more the emphasis on data quality placed by upper management, the more time would be invested by data collectors toward data quality and vice versa (C102). “No site auditing, no proper work” (H303). However, the more the layers between the high-level management and the frontline data collection organization, the more difficult it is for the organization to execute the data collection process (C104).

The CDCs were considered by H201, a clinician in a secondary hospital, as “supportive” high-level management; they were expected to provide hospitals with support and advocacy. The CDCs were also expected to be of help and to understand “why, what and how” about data collection. H301, a data registrar in a tertiary hospital, suggested that the local CDC should “clarify the work-flow in hospital and do not just require us doing this and doing that without distinction.”

Collaboration Among Parallel Organizations

Collaboration among parallel organizations was a third newly added subcomponent, with 82% (23/28) practitioners agreeing. A total of 14 interview codes were related to this subcomponent, which may contribute to HIV/AIDS data collection, for example, through hospitals and CDCs. Furthermore, 3 indicators, including 2 facilitators and 1 barrier, were added to the 4D framework to measure collaboration among parallel organizations.

It was found that sometimes the quality of the data collected by the collaborating organizations may have inferior quality to those collected by the CDCs, if they are without staff in charge. Therefore, if data to be collected were provided by a collaborating organization, C403 suggested a coordinating HIV/AIDS committee would contribute to high-quality data collection. He stressed,

“If the parallel organizations with dependency in data do not have a right attitude toward data collection, or conduct data collection in a reckless manner, then the data to be collected would be worse (in quality) and useless. [C403]

A public health professional (C203) working at a city-level CDC stated that the parallel organization “should not use vicious competition and negative approaches to intervene with public health data collection and organizations. They should cooperate, coordinate and facilitate.”

Data Collection Personnel

The component data collection personnel included 4 essential subcomponents: perception of data collection, skills and competence, communication, and staffing patterns. Of the 302 interview codes, 77 (25.5%) supported 20 of the 29 original indicators of the data collection personnel in the preliminary framework. Six new indicators emerged, and 4 were merged further. There were 22 indicators, including 17 facilitators and 5 barriers for measuring data collection personnel.

Perception of Data Collection

All 28 practitioners agreed that data collectors’ perception of data collection is an important subcomponent determining the quality of the CRIMS data collection process. Of the 6 original indicators about the perception of data collection, 4 were supported by the interview transcripts. 1 was deleted because of a lack of evidence, and the other was merged with 2 newly added indicators. Six indicators, including 3 facilitators and 3 barriers, were finalized to measure the perception of data collection.

From some practitioners’ perspectives (C102, C103, H306, H202, and H203), the CRIMS data collection process would not be as complicated if the data collection personnel were aware of its importance, which would also lead to better data quality. As H203 said:

It is a matter of how serious they (doctors) are definitely. Because this (data collection) is a very simple and easy job. If you pay attention to it, you can do it well. [H203]

H202 and H203, 2 public health data registrars working in a secondary hospital, agreed that the priority given by clinicians and managers in the hospital could significantly improve the quality of the data collection process and thus data quality:

It is an issue of whether the doctors and management value it (data collection). If the management values data collection, doctors will also value the activity. [H203]

It was suggested that the perception of data collection should not only be measured by receptibility to data collection but also by 2 new indicators, including commitment of the data collection personnel to data collection and their attitude to integrity (C103, C201, C203, C302, and H203). The manifestation of good attitude may be “data were consistent between the paper-based
and the electronic records of the CRIMS" (C103). The fabrication of data or negligence is often caused by poor attitudes rather than incompetence or lack of training for data collection. Burnout demotivates data collection personnel to treat the job as their job responsibility. C106, a public health professional with 8 years of work experience at a county CDC for HIV/AIDS prevention and control, suggested that burnout may appear after working on the same job for a long period. “Now nobody values much about this job, so not many are willing to do it, including me” (C106).

Skills and Competence

All 28 practitioners agreed that data collection skills and work competence were important for data collection personnel. Five indicators, all facilitators, were recommended for measuring subcomponent skills and competence.

This subcomponent was a must-have capability for frontline data collectors (C202), which is more important than the data collector’s education level (C201, C102, and C103):

*If they [with high education degree] do not have adequate work experience, if they do not have work skills, they cannot find the solution to the problem. [C201]*

Besides the skills for data quality check, the subcomponent skills and competence includes an accurate understanding of the objective of data collection, contextual knowledge, and the definition of data items (C102, C103, C106, and H102). Data collection personnel should be able to make a rational judgment about the reliability of a data source and ensure data accuracy and completeness (C302, C202, C203, C104, C105, C106, A101, and H302). Communication, organization, coordination, and writing skills were also desired skillsets recommended by practitioners for a competence-based framework (A101, C302, C201, C102, H302, and H305).

The data collection personnel should be professional and receive training in data collection. Interns were not considered qualified for data collection and reporting. H302, a clinician from a tertiary hospital, suggested that work competence means being mature and experienced, which is not what an apprentice is up to. H301 and H306 reported that the interns in tertiary hospitals were asked to fill in the data collection forms for busy clinicians.

Communication

Although communication was not listed in the item weight table, a lack of good communication among data collectors, as described in the preliminary framework with 5 facilitative indicators, was verified by the practitioners, particularly those who need to directly interact with health clients in routine work (H302, H305, H201, and C106).

H201, an HIV/AIDS clinical specialist, felt embarrassed in detecting transmission routes through conversations with AIDS patients. She thought that transmission routes were a private issue, especially for young men. If the data to be collected do not affect treatment, then data quality can be compromised in the interest of preserving the privacy and dignity of patients:

*All in all, it (knowing whichever transmission route) does not affect treatment. Through conversation with* them, *I feel that these patients are worried about us, doctors, are discriminating against them. This is the major concern. So, collecting this type of data (transmission route) is neglected in my job.* [H201]

C106, a county CDC professional, felt that it was difficult to communicate with AIDS patients during follow-up:

*Sometimes, I do not even know how to communicate with them. Like meeting someone new, I am not sure what kind of psychological characteristics the person has. Basically, I feel them difficult to deal with. I do not even know how to talk to them. Sometimes it is fine; this feeling has always been there.* [C106]

She also felt that she was not getting adequate support from her colleagues in a routine job:

*Having been in this job so long, it is embarrassing to ask others certain problems you encounter. You can only formulate solutions by yourself. You find it difficult to ask others. Better do it yourself.* [C106]

Staffing Pattern

Although the staffing pattern was not in the item weight table, it was mentioned by 11 practitioners. A total of 18 interview codes supported 6 of the 7 original indicators, including 4 facilitators and 2 barriers.

Practitioners frequently mentioned a lack of an adequate number of competent public health professionals:

There are only two staff members assigned to work at the front line of HIV/AIDS control by the Department of HIV/AIDS. These two staff members have to collect all data, and they are under enormous pressure; this indicates the staffing level is inadequate. [C103]

*I feel the most challenging is staffing level. Lots of work needs people to do. It does not mean there is no staff to do the work but almost everyone has several parallel lines of work happening at a given time. Like us, old employees, all part time regarding data collection.* [C107]

In C107’s workplace, employment of contractors was a major approach to fill the vacancy, but it was not favored by local public health professionals because of high turnover. The professionals even refused to train the contractors because they were worried that their efforts would be wasted if the contractors quit the job soon after the training was completed.

Experienced staff and female staff were considered (by C302, C201, C101, C106, and H302) to be the optimal personnel for collecting quality data, rather than young practitioners, because of their experience in interacting with and establishing rapport with AIDS patients. Four practitioners (C302, C105, C106, and H305) suggested that education level, training, experience, personality, and value could affect work competency and, thus, the quality of data collection.

The health administrator from the national Ministry of Health (A401) suggested a need to increase the recruitment of frontline data collectors to cope with the increased workload in HIV/AIDS prevention and control.
Data Collection System

The component data collection system includes 4 subcomponents: functions of the system, integration of different information systems, technical support, and devices for data collection. A total of 51 codes for this component were identified, which supported 67% (18/27) of the original indicators about the data collection system in the preliminary framework and generated 9 new indicators. After comparison, 11 original indicators were further merged. A total of 16 indicators, including 10 facilitators and 6 barriers, were developed to measure the component data collection system (Multimedia Appendix 3).

Functions of the Data Collection System

A total of 17 interview codes were related to the subcomponent functions of the data collection system. They supported 8 original indicators of this subcomponent. Two new indicators emerged, and 5 original indicators were merged. A total of 5 indicators, including 3 facilitators and 1 barrier, were finalized to measure the subcomponent functions of the data collection system.

The practitioners agreed that the functions of the CRIMS should facilitate the visualization of routinely collected data. The CRIMS system should be humane, convenient, and error-free for data collection. For example, the system should remind data collectors wherever logic errors or incompleteness appear in data entry. In H304’s words, “Machine can do something for human beings.”

In recognition of the effect of smart chart and drop-down menus, some practitioners (C202, H302, and H305) suggested that the CRIMS should provide a user-friendly interface, allowing clinicians to add descriptive free text data; visualize data; and search by keywords, such as symptoms of a disease. The system should have convenient or automatic functions, such as iPhone’s one-click for all end users, and should eliminate tedious extra work. The hospital practitioners were not satisfied with the CRIMS menu allowing limited details. It was inconvenient and difficult for H303 to add additional text data:

Some definitions are too narrow. For example, loss for follow-up could have a variety of reasons in reality, but we could not enter these data. Another example is the patient background. They may have lots of opportunistic infections without clinical symptoms; however, there are not enough options provided by the system to capture all situations. [H303]

An information system without adequate functions may impair data quality. C301 spent nearly 15 minutes, one-third of her interview time, to elaborate on this topic according to her work experience. Ascertain definitions of data items in the system were not in accordance with those of the data collectors, which may lead to missing data or inaccurate data collection.

Integration of Different Information Systems

The interview transcripts supported 4 of the 7 original indicators that discussed the integration of different information systems. Four indicators, 2 facilitators and 2 barriers, were clarified for measuring this subcomponent.

Although the item “integration of different information systems” was not in the weighting table, the negative effects caused by the lack of integration of data across information systems were emphasized by practitioners from hospitals (H302, H303, H304, H305, and H201). Hospital information systems are internal systems that do not connect to external systems via the internet. Access to the CRIMS was only available on a few authorized computers in hospitals via internet connectivity. Clinicians could not read any information from the CRIMS beyond their hospital. Repetition in reporting often happened, causing a wasted job that could lead to clinicians’ reporting cards being “thrown into a rubbish bin” (H305). Therefore, it is a common sentiment that appropriate integration of the CRIMS with hospital information systems is needed.

In addition, 6 practitioners raised the importance of comprehensive data storage in the CRIMS information system (A101, A401, C106, H302, H303, H305). They suggested the system should include all work functions and topics, and cover all geographic regions from village, county, city to the province and national levels. From the national health administrator’s perspective (A401), the CRIMS should be such a system:

From the perspective of a specific case reporting system, I think, it is a very comprehensive system; maybe no other disease reporting system can be as comprehensive as it is. The AIDS (CRIMS) should be the most comprehensive one. [A401]

Technical Support

A total of 12 codes identified from the transcripts discussed technical support. Two new indicators emerged and supported the original indicators in the preliminary framework. Three indicators, 2 facilitators and 1 barrier, were finalized for measuring this subcomponent.

Practitioners (C302, C202, C104, C105, and H101) stated that insufficient technical support could inhibit the quality of the CRIMS data collection process. They emphasized that technical support should also be available for data entry. Technical support differed from training. It should be available before and during data collection. Practitioners from the county CDCs (C104 and C105) recommended that technical support for data entry should include a multimedia-supported electronic network that stores frequently asked questions, allows end users to share experiences, and provides help to use the system. It should offer access to higher level support such as that from national institutions. Technical support must be comprehensive, problem-focused, and formal.

Technical support became exceptionally critical for a data collection task assigned by high-level authority without training. Given that data collection tasks were often directly deployed by the high-level authority through issuing an official notification (C104), A101 believed that a competent team leader could play a role in offering technical support.

Devices for Data Collection

Of the 5 original indicators about devices for data collection, 4 were supported and the other was merged. A new indicator emerged and was added. Four indicators, 2 facilitators and 2
barriers, were finalized to measure the subcomponent. The compatibility of the devices used for data collection with the CRIMS data collection system was a major concern.

The practitioners suggested that data collection devices should be of good quality (C106, C104, C102, and H101), reliable, fast, and fit for surfing the internet and should neither crash nor break down (C302 and C304). Prompts, such as “the system is under maintenance” (C102), were not welcomed by practitioners. They expected that the devices could help them perform their data work even at the peak time of data entry. It should be free from traffic jams (H306, H305, C203, and C102).

Regarding data backup and security, the CRIMS has specific policies requesting the duration of data storage and the frequency of data backup to mitigate the risk of data loss (H306).

Discussion

Principal Findings

This study used the expert elicitation research method to verify a preliminary 4D component framework for measuring the quality of the PHIS data collection process in the context of the Chinese HIV/AIDS information management system, the CRIMS. The 28 public health data management experts for the CRIMS, with varied work experience and roles in their organizations, provided insightful inputs to issues related to the quality of the data collection process. They agreed with the 4 main components derived from the literature [12]. They ranked and commented on the importance of the original subcomponents based on their perceptions of the CRIMS data collection process. The 302 codes identified from the interview transcripts supported 75.2% (112/149) of the original indicators. These results provided the basis for a validated 4D component framework that fits well with the preliminary framework.

The validated 4D component framework was an improvement on the preliminary version. New items were identified in the expert elicitation process and added to the subcomponents of the data collection environment. These were organizational policy, high-level management support, and collaboration with parallel organizations. A total of 46 new indicators were generated and integrated into the framework, showing a wide range of characteristics elicited from the specific research context.

The original indicator statements were further simplified, merged, or deleted based on the 3 data analysis scenarios. The number of indicators in the framework finally decreased from 149 to 116.

There were changes within the framework in the proportions of the indicators for the 4 main components. The proportion of the indicators of the data collection environment increased from 13.4% to 31.9%, that for data collection management decreased from 49.0% to 35.3%, and that for the data collection system decreased from 18.1% to 13.8%. There was no change in the proportion for data collection personnel (19%). The factors that affect the quality of the data collection process are multifaceted from the practitioners’ perspective.

Lessons Learned

The detailed feedback from the participants provided deep insights into many issues related to the quality of the data collection process and matters that require ongoing negotiation and development to improve it.

Under data collection management, the methods and protocols with the third ranking among all subcomponents need to be well developed, uniform, and implemented by data collection personnel. Responses on quality assurance emphasized the importance and challenges of this area. In some cases, data collection protocols and quality assurance procedures were developed and issued by high-level management in public health, but frontline personnel were not involved. This might make the data collection protocol and methods not operable or unfeasible in the field. Strategies to improve data collection management should include the involvement of frontline public health data collectors, especially those in hospitals, in the design phase of data collection protocols and quality assurance procedures [29].

A friendly data collection environment is an indispensable component of a high-quality public health data collection process. Participants ranked leadership and training as the two most important items for this component. This is consistent with and corroborated by the International Standard Organization’s recommendation that the top management should “demonstrate leadership and commitment with respect to the quality management system” [30].

Various identified organizational issues complemented the subcomponent spectrum for the data collection environment. This included avoidance of data collection intruding unduly on health facilities’ operations, such as routine health services in hospitals. This also included the adequacy of communication between different organizations, such as health administration and hospitals, CDCs and hospitals, and between data collection staff and their superiors. Financial and logistical support for the data collection process appeared to be a major issue, as is the case for health care organizations in many countries [29,31-33].

If the level of support is inadequate or not suitably administered, data quality will deteriorate.

On the data collection personnel component, all practitioners agreed on the importance of work attitude, competence, and data audit skills. There was some variation in opinion regarding the difficulty of the data collection process. The priority placed by the management in a hospital that performs the data collection process can significantly affect performance [34]. The fabrication of data or negligence indicated a poor attitude, requiring action by managers and supervisors. Burnout exhibited by staff might appear after long-term work in data collection and would require remediation, especially in hospitals [34].

Work competence was considered as a must-have capability for frontline data collectors. In addition to data quality audit skills, there should be an understanding of the objective of data collection and the definition of data items. Increasing the number of competent staff would, in principle, help to improve the data collection quality, although a practical difficulty has been the high turnover of recruited contract staff following training [32].
The fourth component, the data collection system, is an area that is influenced by the continuing changes in the performance and availability of ICTs [35]. Functions in the system should facilitate the visualization of routinely collected data. The system should be humane for those who operate it and be convenient and error-free for data collection [35]. An inappropriate function in the system may impair data quality. For example, if the definition of data items in the system does not reflect the reality of the work undertaken, the results will be unconvincing.

As identified in the preliminary 4D component framework, insufficient technical support inhibits the quality of the PHIS data collection process [12]. Additional features suggested by participants included storage of frequently asked questions and shared experiences, help for staff using the system, and access to higher level support such as that from national institutions. They also saw a need for the integration of the data collection system with other information systems because disconnection may result in repetitive reporting and inappropriate use of resources [5,33].

A study contribution is that, for the first time, we confirmed that the 4D components provide a picture of the structure and operation of the HIV/AIDS data collection process in China. The findings suggested that the Chinese HIV/AIDS information management practice provided an effective validation case and enriched the field of the quality of the PHIS data collection process. Three new subcomponents—organizational policy, high-level management support, and collaboration among parallel organizations—were considered to influence the quality of China’s public health data collection process. This provided evidence to clarify the effect of the data collection environment on the quality of the CRIMS data collection process. The 4D framework also advocates the involvement of relevant stakeholders in data quality management. This provides an example to suggest the potential of using this framework for root cause analysis to investigate and identify the real factors behind poor data quality.

Although this study provides useful inputs to management decisions within the CRIMS and to negotiations with other parties on resources and requirements, it is reasonable to believe that the framework is also applicable to other settings, such as emerging infectious disease surveillance [36], general health care, education, and criminal justice.

Comparison With Prior Work

The context of this investigation was the Chinese HIV/AIDS program. However, many of the issues identified in the 2 sources of validation, the CRIMS and China, are also echoed in other health care systems. Inadequate staff training for data collection and limited support were also reported in birth registration in the United States [37] and in antiretroviral treatment for HIV infection in South Africa [38]. Poor communication across the health care sector and between providers was found in Aboriginal cardiac rehabilitation in Australia [39]. A lack of data linkage and sharing in electronic immunization data collection systems was described in Canada [40]. Job fatigue was found in general practitioners in European countries [34].

Regarding the transferability or generalizability embedded in the findings, this validation study has achieved design validity via a well-organized and executed research process [26].

As there are few extant public health frameworks focusing on the quality of the data collection process, there is a genuine contribution that this research has made to fill a critical gap on this topic. The successful abstraction of the 4D framework components, subcomponents, and indicator statements demonstrates the need for qualitative research in a problem domain without known measurement methods. Therefore, this study has taken the right method and approach given the novelty of the research topic, despite its importance in ensuring public health data quality.

Limitations

A potential limitation of this study is that a relatively small sample of experts participated in the interview, which may be small for statistical probabilistic generalizability. The control strategy was to use the theoretical sampling method, including all levels and types of participating organizations, personnel roles, and experts in the CRIMS system. This eventually brought data saturation for qualitative inquiry and provided comprehensive views of the HIV/AIDS data collection process in China. Given that the purpose of this study was to use a qualitative method to validate a preliminary conceptual framework, we have achieved our aim.

Although the number of indicators was reduced from 149 to 116, these indicators need further item reduction for ease of use in large-scale public health settings. This can be achieved by conducting quantitative questionnaire surveys with public health data management personnel at all levels. This will improve the validity of the 4D component framework and allow the reduction of measurement items to a manageable level.

Conclusions

This qualitative study validated 4D components for the quality of the PHIS data collection process in the context of the Chinese HIV/AIDS information management system, the CRIMS. The findings demonstrate that data collection management, data collection environment, data collection personnel, and data collection system are key components that determine the quality of the Chinese HIV/AIDS data collection process. The 4D component framework was further modified into a new pool containing 16 subcomponents and 116 indicators. They can be further tested and judged by practitioners and researchers in future public health data quality assessment studies.
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Abstract

Background: Unlike most virtual reality (VR) training programs that are targeted at homogenous populations, a set of VR games for rehabilitation purposes targeted at a heterogeneous group of users was developed. The VR games covered physical training, cognitive training (classification and reality orientation), community-living skills training, and relaxing scenery experiences. Special considerations for local older adults and people with disabilities were made in terms of hardware choice and software design.

Objective: This study aimed to evaluate the feasibility, acceptance, and efficacy of VR training among users with varying abilities.

Methods: A single-arm pretest-posttest evaluation study was conducted. The participants of the evaluation study were encouraged to undergo 30-minute VR training three times a week for 6 weeks. The 30-minute session consisted of 10 minutes of upper-limb motion games, 10 minutes of lower-limb motion games, and 10 minutes of cognitive games/community-living skills training/relaxing scenery experiences, as appropriate. On completion of each session, usage statistics were documented via the built-in VR software, whereas feedback on the experience of the VR games and adverse events was collected via self-reports and staff observations. Feasibility was reflected by usage statistics, and acceptance was reflected by positive feedback. In addition, health outcomes, including upper-limb dexterity, functional mobility, cognitive function, and happiness, were assessed at baseline, as well as 6 weeks and 3 months after baseline. The primary outcomes were upper-limb dexterity and acceptance of playing VR games.

Results: A total of 135 participants with a mean age of 62.7 years (SD 21.5) were recruited from May 2019 to January 2020, and 124 (91.9%) completed at least one follow-up. Additionally, 76.3% (103/135) of the participants could attend at least 70% of the proposed 18 sessions, and 72.5% (1382/1906) of the sessions had a training time of at least 20 minutes. Linear mixed effect models showed statistically significant effects in terms of upper-limb dexterity (small effect) and cognitive function (moderate effect). Among the 135 participants, 88 provided positive comments. Additionally, 10.4% (14/135) reported mild discomfort, such as dizziness, and none reported severe discomfort.

Conclusions: A set of VR training games for rehabilitation could be applied to users with heterogeneous abilities. Our VR games were acceptable to local older adults and those with different disabilities. Benefits in upper-limb dexterity and cognitive
function were observed despite partial compliance to the training protocol. Service providers could refer to our experiences when developing VR training systems for their clients.

(J Med Internet Res 2021;23(5):e27640) doi:10.2196/27640
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Introduction

Virtual reality (VR) has been widely used in many areas, including education, aviation, medicine, and entertainment. For control and navigation in VR games, users are required to have relatively high cognitive and physical levels. In this regard, researchers and service providers are developing and refining various VR games to extend their applications to older adults and people with disabilities or diseases, who usually have longer response times and cannot handle controllers with buttons because of their weak fine-motor skills. With successful modifications, VR training provides these users the opportunity to engage in motivational training with many repetitions, salient stimuli, and challenging tasks [1]. Examples of VR training, particularly those with a rehabilitation purpose, are well documented in different populations, such as adults with stroke [2], community-dwelling older adults [3], people living with dementia and mild cognitive impairment [4], and children with cerebral palsy and Down syndrome [5].

VR games, particularly those related to living skills training and cognitive training, would be more appealing to users if they are based on local elements and culture that are familiar to the users. Hence, in our local setting (Hong Kong), there are various VR training programs targeting different populations, for example, people with intellectual disability [6,7], acquired brain injury or stroke [8-11], schizophrenia [12], dementia [13], high fall risk [14,15], and different geriatric conditions [16,17].

Despite many VR training programs being developed, they mainly target homogenous populations. There is a lack of an integrated VR training program that suits users with various types of conditions or disabilities. Therefore, there is a need to develop a universal VR training program in Hong Kong to serve a heterogeneous group of users comprising older adults and adults with different disabilities or conditions living in different settings. In 2019, one of the leading nongovernment organizations (NGOs) in Hong Kong took the initiative to develop a universal VR system to supplement the rehabilitation of older adults and people with disabilities, both in the residential care setting and the community setting, with a view to enrich the life experience of service clients and improve their training and treatment outcomes. The common rehabilitation goals of this heterogeneous population were upper-limb dexterity and cognitive status, since these are of utmost importance in maintaining activities of daily living for both institutional and community-dwelling populations. While mobility is also important, it was not one of the common goals, since some of the targeted users already lost this ability. Regarding such development, the efficacy of such VR training in improving health outcomes among users has to be scientifically evaluated. Therefore, the objective of this evaluation study was to investigate the feasibility, acceptance, and efficacy of VR training among older adults and people with different disabilities.

Methods

Study Design

This was a service evaluation study employing a single-arm pretest-posttest design. Although a randomized controlled trial or a quasieperimental design was preferred, such designs would have to involve at least 145 participants per group in order to detect a small-to-medium effect. As the service units might not be able to support recruitment and intervention of such a large sample, these designs could not be adopted.

Participants

The target population included clients of the service units for rehabilitation or the service units for older adults of one NGO in Hong Kong. The inclusion criteria were service clients of the selected units, covering both residential care settings and community settings; age 18 years or above; ability to understand instructions in VR training; and presence of at least one of the following disabilities: functional impairment, mobility limitation, cognitive impairment, intellectual disability, and visual impairment. The exclusion criteria were conditions that restricted participation in VR training and severe discomfort with VR training.

The VR facility was expected to serve at least 130 clients. Depending on the functional status, cognitive status, and possible attrition among users, it was expected that at least half of the users (ie, 65 participants) would be eligible for outcome assessments. This would result in about 80% power and 5% level of significance to detect a small-to-medium effect size (Cohen d=0.35) in pre-post difference.

Interventions

A set of multipurpose immersive VR games was developed for VR training. These programs fit the language, content, and VR scenes specially designed for Hong Kong individuals, which enhanced usage experience. Various elements, including hardware, virtual setting, gaming operation, and game setting, were specially considered during program development to cater to users with different disabilities and functional levels, so as to ensure user friendliness and comfort for users (Table 1).

The components of the VR games included physical training, cognitive training (classification and reality orientation), community-living skills training, and relaxing scenery experiences (Table 2). To date, the types of VR training, as well as training intensity and frequency to achieve desired outcomes, have not been consistent. Benchmarking with other VR
programs for rehabilitation [18-21], the participants of the evaluation study were encouraged to undergo a 30-minute VR training three times a week for 6 weeks. The 30-minute session consisted of 10 minutes of upper-limb motion games, 10 minutes of lower-limb motion games, and 10 minutes of cognitive games/community-living skills training/relaxing scenery experiences, as appropriate.

Table 1. Some of the key considerations during program development to cater to the different conditions and disabilities of the users.

<table>
<thead>
<tr>
<th>Element</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware</td>
<td>Fully immersive simulation was adopted, with head-mounted display (HMD) devices and limb motion trackers used as the display method and control interface, respectively. Through the HMD, the images of virtual reality (VR) games were manifested in front of the users’ eyes. It enabled users with low vision to see the VR scenery clearly. Moreover, the HMD device was highly portable and could be used with minimal space requirement, which fitted well for a densely populated place such as Hong Kong. Button-free limb motion trackers allowed the users to participate in VR games by simple limb movements without relying on fine-motor control.</td>
</tr>
<tr>
<td>Virtual setting</td>
<td>An approximately 180-degree interaction zone within the VR environments was adopted, where interactive objects or training tasks were set at arm’s length or attached to users’ virtual hands. Hence, users could play the games safely in a sitting posture without moving or bending forward. Agile body and head movements were excluded or minimized from the gaming design to alleviate cybersickness such as dizziness and nausea. The backdrop and characters of VR games were not too fancy or stimulating to cater to users with limited cognitive and visual perceptions.</td>
</tr>
<tr>
<td>Game operation</td>
<td>Users only needed to move the button-free trackers with their limbs to a target position and hold for about 2 seconds. Then, a preprogrammed action would be triggered. Moreover, some of the VR games allowed users to either stand up or sit down to play, whereas some permitted the use of one or more limbs to play selectively (eg, left, right, or both), whichever suits the user, such that even those with mutilation could enjoy VR games. Motion-detection sensitivity was tailor made to the capability of users so that even the smallest movement of their limbs and the slowest reaction time could be detected. Then, those with minimal mobility could also easily participate in VR games using button-free trackers.</td>
</tr>
<tr>
<td>Game setting</td>
<td>Most of the games were designed with three levels of difficulty so that users and/or staff could choose the most suitable one according to their abilities. All games have timely and encouraging feedback and cues. By providing immediate feedback, users would realize that what they do in the real world could trigger something in the VR games. In addition to feedback, cues were provided in the form of images, words, and sounds, which served as guides to help users understand what they should do in the VR games. Staff could also use their own cues as additional guidance. Only positive reinforcement was adopted in the game design, allowing users to freely explore the VR games without any sanction and penalty (eg, score deduction). It also provided a sense of achievement to users and encouraged them to continuously engage in VR training.</td>
</tr>
</tbody>
</table>

Table 2. Virtual reality games in the training session.

<table>
<thead>
<tr>
<th>Component</th>
<th>Virtual reality (VR) games</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>The games involved the upper limbs (handball), lower limbs (football), or full-body motions (gatekeeping). Users repeatedly mobilized their limbs and used their muscles, which aimed to help slow down the deterioration of bodily functions.</td>
</tr>
<tr>
<td>Cognitive (classification skills)</td>
<td>Nostalgic elements were employed to appeal to the users. Three signature games/scenes from a local amusement park that operated from the 1940s to the 1990s were included. The games, namely Elephant Feeding, Feather Duster Throwing, and Coin Tossing, were familiar to most Hong Kong older adults. They could provide not only cognitive stimulation but also a reminiscence of the old days. Another game, named Home Items Locating, simulated a home setting and required users to identify the appropriate items in the corresponding rooms.</td>
</tr>
<tr>
<td>Cognitive (reality orientation)</td>
<td>In the game named Hong Kong Footprint, users were virtually brought to familiar local places, including Shek Kip Mei, Man Mo Temple, Hung Tai Sin Temple, and Chun Yung Street. Each scene was played with a soundtrack that briefly introduced the place. Along the VR journey, a trained staff member discussed the place that the user was watching. The experience allowed older adults to revisit familiar places and widened the horizons of residential care clients. These aimed to elicit pleasure and satisfaction, improve communication, and enhance self-esteem and social skills.</td>
</tr>
<tr>
<td>Community-living skills</td>
<td>The game Seven Must-Dos Before Leaving Home aimed to promote users’ awareness (especially older adults) of the seven safety measures that keep them and the living environment safe before leaving their homes. Another game named MTR GO GO GO aimed to help those with disabilities to develop skills in taking public transport and going to different places in Hong Kong by themselves. It simulated a Mass Transit Railway (MTR) station scene and aimed to familiarize users with travelling via the MTR under various conditions repeatedly and purposefully.</td>
</tr>
<tr>
<td>Relaxing scenery experiences</td>
<td>Four relaxing scenes, including diving, river, starry sky, and grassland, accompanied by relaxing music, were provided. The experience aimed to relieve users’ physical tension, calm their agitated mood, and engage with them in an interactive virtual environment. In the virtual scenes, various interactive objects were merged with a real 3D scene. Users could interact with them and trigger a particular preprogrammed effect. Additionally, the scenes aimed to provide dramatic multisensory stimulation for those frail users who could not engage in real sceneries that require limb motions.</td>
</tr>
</tbody>
</table>
Procedure

Trained staff of the NGO identified and recruited potential participants to join the evaluation study. Upon recruitment, written informed consent was sought from the participants or their legal guardians. Eligibility screening and assessment were conducted by trained research assistants. Then, eligible participants engaged in 30-minute VR training three times a week for 6 consecutive weeks (giving a total of 18 sessions). Deviations were allowed according to the actual situation of the users. For example, if a week of training was missed due to sickness, the user was allowed to continue the program in the seventh week.

For each session, a trained staff member always accompanied the participant in the same room. The staff member was responsible to assist the user in putting on the head-mounted display (HMD) device and limb motion trackers (both hand and foot), to guide the user in playing the VR games, and to closely monitor the conditions of the user during game play to ensure safety. In between different training components, the participants could take off the HMD device and rest if needed. Any training component that was not applicable to the users would be skipped, for example, those with total loss of lower-limb function would not engage in lower-limb motion training. The participants could terminate the session whenever they wished. Adverse events were monitored and recorded as appropriate. After each session, the staff asked the participants for feedback on their experience of the VR games in that particular session.

Data Collection and Outcome Measures

Demographic and medical information, which included age, gender, living arrangement (community-dwelling vs institutional setting), education level, dependence status, mobility status, cognitive status, intellectual disability status, visual impairment status, medical history (eg, stroke and fracture), and medical conditions (eg, mental illness and autism), were extracted from the records of the residents/members at baseline.

Health outcomes, including upper-limb dexterity, functional mobility, cognitive status, and happiness, were assessed by the trained research assistants at baseline (T0), 6 weeks after baseline (T1), and 3 months after baseline (T2). Participants with conditions that prohibited them from performing certain assessments were excluded from the analysis for that outcome.

Upper-limb dexterity was measured by the standard Box and Block Test (BBT). The BBT has been shown to be a valid measure of dexterity in the older population [22]. The participants were asked to transfer blocks from one compartment to the other in 1 minute according to a standard procedure [23]. The number of blocks transferred to the second compartment is counted, and a larger number indicates better dexterity.

Functional mobility was measured by the Timed Up and Go Test (TUG). The participants were asked to get up from an armchair, walk 3 meters, turn back, and return to a seated position according to a standard protocol [24]. The time required to finish the task at each round was recorded. Three measurements were made. Shorter walking time indicated better balance. The best (fastest) time of the three TUG trials was used [25].

Cognitive status was measured using the Montreal Cognitive Assessment 5-Minutes (Hong Kong Version) (HK-MoCA 5-Min) protocol. The validated assessment test covered the following four domains: attention, executive functions/language, orientation, and memory [26,27]. The total score ranged from 0 to 30, with a higher score indicating better cognitive status. The alternate version was not used in subsequent assessments, as literature suggested that the results were unlikely to be affected if the same assessment tool was used over the follow-up period [28]. If the participants were incapable of answering the HK-MoCA 5-Min, they were examined using the Benton Temporal Orientation Test (BTO), which involves only questions about orientation to time (including identifying the year, month, day, day of the week, and time of the day) [29]. An error score was calculated according to the Benton Temporal Orientation Scale (BTOS), with a lower error score indicating better cognitive status [30].

Happiness was measured using a single question “for most of the time, do you feel…” [31], accompanied with a 11-point Likert-scale ruler or 5/3/2 facial expression pictures about happiness [32]. Following the pretest protocol suggested for the Personal Wellbeing Index–Intelligence Disability (Chinese-Cantonese), the intellectual ability of respondents was assessed to determine the response options [32]. The options (for respondents with descending order of ability) included an 11-point scale (0-10), a 5-point scale (0-4), a 3-point scale (0-2), and a 2-point scale (0-1). Then, the score was standardized into units of “percentage of scale maximum,” with a possible range of 0 to 100 and higher scores indicating higher levels of happiness [32].

Usage time of VR training was collected via the built-in VR software system to ensure data accuracy. At the end of each session, the trained staff who accompanied the participants in the VR training collected qualitative feedback on the training experience, using the question “Do you like or dislike the VR training? Why?” The participants could provide multiple feedback responses, both positive and negative, if they wished. Any adverse health effects (such as dizziness) induced after playing the VR games were also recorded through self-reports and staff observations. The staff accompanying the participants in the VR training closely observed any discomfort experienced by the participants, in addition to explicitly asking the participants about any discomfort.

Statistical Analysis

The primary outcomes were upper-limb dexterity and acceptance of VR training. The secondary outcomes were usage statistics, functional mobility, cognitive status, and happiness. SPSS version 25 (IBM Corp) was used for statistical analyses. A 5% significance level was adopted.

The participant characteristics were summarized using descriptive statistics. Characteristics of dropout participants were examined using a logistic regression model. VR training usage statistics in terms of the number of weeks engaged in VR training, number of total sessions of VR training attended, and duration of each VR training session were calculated and used to reflect the feasibility of the intervention. Linear mixed effect models were used to analyze the change in health outcomes,
adjusting for age, gender, education level, living arrangement, disability, and medical history/condition. Assessment time was used as the independent variable, and its fitted coefficients indicated the temporal change in health outcomes in T1 and T2 as compared with T0. Missing data at follow-up were not imputed as the linear mixed effect models could cater for missing data. The standardized effect size in terms of the Cohen $d$ index was calculated using the adjusted mean difference divided by the standard deviation [33]. Cohen $d$ index values of 0.2, 0.5, and 0.8 indicated small, moderate, and large effect sizes, respectively.

Content analysis was performed for the qualitative feedback on the experience of VR training. First, the presence of concepts related to positive and/or negative comments was determined. Then, the presence of keywords and related concepts, such as tiredness, equipment, excitement, and exercise, was counted. Lastly, the frequency and percentage were calculated accordingly. The acceptance level of VR training experience was reflected by the number of participants providing positive comments, with a larger proportion indicating a higher level of acceptance. As the participants could provide multiple feedback responses, both positive and negative, when we calculated the proportion of participants using the total number of participants as the denominator, the proportion could exceed 100%. Therefore, in order to investigate factors associated with a higher level of acceptance, participants had to be further classified into the following three mutually exclusive groups: (1) only or mostly positive comments, (2) only or mostly negative comments, and (3) no comments or equal positive/negative comments. The proportions of participants in each group were calculated. Multiple multinomial regression was conducted to identify the associated factors. Adverse health events were also summarized.

**Ethics Approval**

This study was approved by the Institutional Review Board of the University of Hong Kong/Hospital Authority Hong Kong West Cluster (reference number: UW19-336).

**Results**

**Characteristics of the Participants**

A total of 158 participants were recruited from both institutional and community settings, including four homes for the severely disabled, eight homes for the intellectually disabled, six homes for the visually impaired, one old-age home, one community center for the intellectually disabled, and three elderly community centers. Of the 158 participants, 23 (14.6%) were not eligible, giving a total of 135 participants for the evaluation study (Figure 1). Table 3 summarizes the baseline characteristics of the 135 participants. The participants had a mean age of 62.7 years (SD 21.5). Additionally, 50.4% (68/135) of the participants were male, 76.3% (103/135) had an education level of primary school or below, or special educational needs, and 70.4% (95/135) were living in residential care settings. All participants had at least one type of disability, with 52.6% (71/135) having moderate-to-severe functional dependence, 78.5% (106/135) requiring walking aids or wheelchairs, 28.1% (38/135) having mild-to-severe cognitive impairment, 54.8% (74/135) having mild-to-severe intellectual disability, and 45.9% (62/135) having mild-to-severe visual impairment. Moreover, 9.6% (13/135) of the participants had a stroke history, 9.6% (13/135) had a fracture history, 13.3% (18/135) had mental illness, and 9.6% (13/135) had autism.

Additionally, 91.9% (124/135) of the eligible participants completed at least one follow-up. Some of them dropped out because of loss of interest (n=8), while a few of them did so because of nonprogram-induced injuries (n=2) and hospitalization (n=1). The logistic regression model showed that none of the participant characteristics was associated with dropout.
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram. VR: virtual reality.
Table 3. Baseline characteristics of the participants (N=135).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (years)</td>
<td>62.7 (21.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>68 (50.4)</td>
</tr>
<tr>
<td>Female</td>
<td>67 (49.6)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Primary or below, or special educational needs</td>
<td>103 (76.3)</td>
</tr>
<tr>
<td>Secondary or tertiary</td>
<td>32 (23.7)</td>
</tr>
<tr>
<td><strong>Living arrangement</strong></td>
<td></td>
</tr>
<tr>
<td>Community dwelling</td>
<td>40 (29.6)</td>
</tr>
<tr>
<td>Residential care setting</td>
<td>95 (70.4)</td>
</tr>
<tr>
<td><strong>Dependence level</strong></td>
<td></td>
</tr>
<tr>
<td>Independence or slightly dependence</td>
<td>64 (47.4)</td>
</tr>
<tr>
<td>Moderate-to-severe dependence</td>
<td>71 (52.6)</td>
</tr>
<tr>
<td><strong>Mobility status</strong></td>
<td></td>
</tr>
<tr>
<td>Without auxiliary equipment</td>
<td>29 (21.5)</td>
</tr>
<tr>
<td>Require walking aids</td>
<td>34 (25.2)</td>
</tr>
<tr>
<td>Wheelchair bound</td>
<td>72 (53.3)</td>
</tr>
<tr>
<td><strong>Cognitive status</strong></td>
<td></td>
</tr>
<tr>
<td>No cognitive impairment</td>
<td>97 (71.9)</td>
</tr>
<tr>
<td>Mild-to-severe cognitive impairment</td>
<td>38 (28.1)</td>
</tr>
<tr>
<td><strong>Intellectual disability status</strong></td>
<td></td>
</tr>
<tr>
<td>No intellectual disability</td>
<td>61 (45.2)</td>
</tr>
<tr>
<td>Mild-to-severe intellectual disability</td>
<td>74 (54.8)</td>
</tr>
<tr>
<td><strong>Visual status</strong></td>
<td></td>
</tr>
<tr>
<td>No visual impairment</td>
<td>73 (54.1)</td>
</tr>
<tr>
<td>Mild-to-severe visual impairment</td>
<td>62 (45.9)</td>
</tr>
<tr>
<td><strong>History of stroke</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>122 (90.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (9.6)</td>
</tr>
<tr>
<td><strong>History of fracture</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>122 (90.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (9.6)</td>
</tr>
<tr>
<td><strong>Mental illness</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>117 (86.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>18 (13.3)</td>
</tr>
<tr>
<td><strong>Autism</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>122 (90.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (9.6)</td>
</tr>
</tbody>
</table>

Usage Statistics of VR Training

A total of 1906 VR training sessions were conducted during the study period. Table 4 shows the summary of the usage statistics of VR training. Ninety-one individuals participated in the VR training for 6 weeks consecutively and another 15 participated for at least 6 weeks intermittently, giving a total of 106 participants (106/135, 78.5%) that met the suggested usage
duration of 6 weeks. Over three quarters (103/135, 76.3%) of participants attended at least 13 sessions of VR training (ie, at least 70% of the proposed 18 sessions), and the majority (n=1382, 72.5%) of the 1906 sessions had a training time (excluding set-up time and rest time) of at least 20 minutes. The median total training time of the participants was 316.8 minutes. All of them participated in physical training games for a median of 275.0 minutes, and 116 of them participated in cognitive training (classification) games for a median of 33.8 minutes (Table 5). As for the difficulty level, 84.7% (1512/1876) of the handball game sessions, 88.7% (1295/1460) of the football game sessions, and 66.7% (909/1363) of the classification game sessions were at the easiest level (level 1) (Table 6). On the other hand, participants were able to play more advanced levels in MTR GO GO GO. Reasons for not complying with the usage protocol, including medical appointments or other engagements, limited resources, bad weather, technical problems, disability constraints, mood swings, sickness, and tiredness, were encountered in the scheduled sessions.

### Table 4. Usage statistics of virtual reality training.

<table>
<thead>
<tr>
<th>Usage statistics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of weeks of VR training (n=135 participants)</td>
<td></td>
</tr>
<tr>
<td>≥6 weeks consecutively</td>
<td>91 (67.4)</td>
</tr>
<tr>
<td>≥6 weeks intermittently</td>
<td>15 (11.1)</td>
</tr>
<tr>
<td>&lt;6 weeks</td>
<td>29 (21.5)</td>
</tr>
<tr>
<td>Number of sessions of VR training (n=135 participants)</td>
<td></td>
</tr>
<tr>
<td>≥18 sessions</td>
<td>28 (20.7)</td>
</tr>
<tr>
<td>13-17 sessions</td>
<td>75 (55.6)</td>
</tr>
<tr>
<td>&lt;13 sessions</td>
<td>32 (23.7)</td>
</tr>
<tr>
<td>VR training time per session (n=1906 sessions)</td>
<td></td>
</tr>
<tr>
<td>≥30 minutes</td>
<td>175 (9.2)</td>
</tr>
<tr>
<td>20-29 minutes</td>
<td>1,207 (63.3)</td>
</tr>
<tr>
<td>&lt;20 minutes</td>
<td>524 (27.5)</td>
</tr>
</tbody>
</table>

*VR: virtual reality.

### Table 5. Game time statistics according to game components.

<table>
<thead>
<tr>
<th>Games</th>
<th>Number of participants</th>
<th>Time (minutes)</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>135</td>
<td></td>
<td>289.3</td>
<td>316.8</td>
<td>6.0</td>
<td>595.0</td>
<td>129.6</td>
<td>6.0-595.0</td>
</tr>
<tr>
<td>Physical</td>
<td>135</td>
<td></td>
<td>244.0</td>
<td>275.0</td>
<td>4.0</td>
<td>390.0</td>
<td>108.6</td>
<td>4.0-390.0</td>
</tr>
<tr>
<td>Cognitive (classification)</td>
<td>116</td>
<td></td>
<td>43.0</td>
<td>33.8</td>
<td>2.0</td>
<td>177.8</td>
<td>35.0</td>
<td>2.0-177.8</td>
</tr>
<tr>
<td>Cognitive (reality orientation)</td>
<td>21</td>
<td></td>
<td>21.5</td>
<td>17.8</td>
<td>1.4</td>
<td>49.1</td>
<td>14.6</td>
<td>1.4-49.1</td>
</tr>
<tr>
<td>Community-living skills</td>
<td>18</td>
<td></td>
<td>16.8</td>
<td>15.1</td>
<td>3.3</td>
<td>42.2</td>
<td>12.4</td>
<td>3.3-42.2</td>
</tr>
<tr>
<td>Relaxing scenery experiences</td>
<td>27</td>
<td></td>
<td>13.7</td>
<td>10.5</td>
<td>2.6</td>
<td>50.0</td>
<td>12.1</td>
<td>2.6-49.9</td>
</tr>
</tbody>
</table>

### Table 6. Difficulty levels of some virtual reality games played in the 1906 sessions.

<table>
<thead>
<tr>
<th>Game</th>
<th>Sessions, n (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level 1</td>
<td>Level 2</td>
<td>Level 3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mixed levels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handball (n=1786 sessions)</td>
<td>1512 (84.7)</td>
<td>107 (6.0)</td>
<td>18 (1.0)</td>
<td>149 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Football (n=1460 sessions)</td>
<td>1295 (88.7)</td>
<td>82 (5.6)</td>
<td>6 (0.4)</td>
<td>77 (5.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classification (n=1363 sessions)</td>
<td>909 (66.7)</td>
<td>63 (4.6)</td>
<td>210 (15.4)</td>
<td>181 (13.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTR GO GO GO (n=47 sessions)</td>
<td>9 (19.1)</td>
<td>22 (46.8)</td>
<td>15 (31.9)</td>
<td>1 (2.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Including levels 3 and 4 in MTR GO GO GO.
Health Outcomes

According to their conditions, the participants received varying health outcome assessments at baseline, with the BBT (n=134 for the dominant hand and n=128 for the nondominant hand), TUG (n=104), HK-MoCA 5-Min (n=94), BTO (n=30), and happiness scale (n=130) (Table 7). Among the health outcomes, significant improvement over time was noted in upper-limb dexterity ($P=.008$ for the dominant hand and $P=.043$ for the nondominant hand) and cognitive function ($P<.001$ for overall performance) (Figure 2), whereas there was no significant change in functional mobility ($P=.14$), orientation to time ($P=.72$), and happiness ($P=.34$).

Table 7. Baseline outcome measures of the participants (N=135).

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Number of participants</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBT$^a$ (in blocks)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominant hand</td>
<td>134</td>
<td>27.7 (14.1)</td>
</tr>
<tr>
<td>Nondominant hand</td>
<td>128</td>
<td>28.0 (14.7)</td>
</tr>
<tr>
<td>TUG$^b$ (in seconds)</td>
<td>104</td>
<td>15.4 (11.8)</td>
</tr>
<tr>
<td>HK-MoCA 5-Min$^c$ score</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall performance</td>
<td>94</td>
<td>13.7 (7.8)</td>
</tr>
<tr>
<td>Attention domain</td>
<td>94</td>
<td>2.3 (1.4)</td>
</tr>
<tr>
<td>Executive functions/language domain</td>
<td>94</td>
<td>3.9 (2.3)</td>
</tr>
<tr>
<td>Orientation domain</td>
<td>94</td>
<td>3.6 (2.1)</td>
</tr>
<tr>
<td>Memory domain</td>
<td>94</td>
<td>3.9 (3.2)</td>
</tr>
<tr>
<td>BTO$^d$ score (in error scores)</td>
<td>30</td>
<td>37.8 (25.9)</td>
</tr>
<tr>
<td>Happiness score</td>
<td>130</td>
<td>79.1 (30.0)</td>
</tr>
</tbody>
</table>

$^a$BBT: Box and Block Test.  
$^b$TUG: Timed Up and Go Test.  
$^c$HK-MoCA 5-Min: Montreal Cognitive Assessment 5-Minute (Hong Kong Version).  
$^d$BTO: Benton Temporal Orientation Test.
Figure 2. Change in health outcomes over three measurement time points (baseline [T0], 6 weeks after baseline [T1], and 3 months after baseline [T2]). (A) Block and Block Test (BBT), a larger number of blocks transferred indicates better upper-limb dexterity; \( P \) values for time difference: .008 (dominant hand) and .043 (nondominant hand). (B) Montreal Cognitive Assessment 5-Minutes (Hong Kong Version) (HK-MoCA 5-Min), a higher score indicates better cognitive status; \( P \) values for time difference: <.001 (overall performance), <.001 (attention domain), <.001 (executive functions/language domain), .004 (orientation domain), and <.001 (memory domain).

Based on the linear mixed effect models (Table 8), the number of blocks transferred by the dominant hand significantly increased by 2.4 blocks (\( P=.007, \) Cohen \( d=0.17 \)) and that by the non-dominant hand increased by 1.9 blocks (\( P=.04, \) Cohen \( d=0.13 \)) when comparing T2 with T0. However, no significant differences in the number of blocks transferred were observed for both the dominant and nondominant hands when comparing T1 with T0.

In terms of the HK-MoCA 5-Min, the overall performance score significantly increased by 2.5 (\( P<.001, \) Cohen \( d=0.31 \)) when comparing T1 with T0, and increased by 3.5 (\( P<.001, \) Cohen \( d=0.45 \)) when comparing T2 with T0. Significant differences were also detected in T1 and T2 compared with T0 for all domains, except the orientation domain where an insignificant difference was reported for the comparison between T1 and T0. When comparing T2 with T0, the Cohen \( d \) of the domains ranged from 0.24 for orientation to 0.65 for attention.
Table 8. Change in health outcomes over the three assessment time points.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>T1&lt;sup&gt;b&lt;/sup&gt; vs T0&lt;sup&gt;c&lt;/sup&gt;</th>
<th>T2&lt;sup&gt;d&lt;/sup&gt; vs T0</th>
<th>Effect size&lt;sup&gt;f&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;f&lt;/sup&gt;</th>
<th>Effect size&lt;sup&gt;f&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Change&lt;sup&gt;e&lt;/sup&gt; (95% CI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BBT&lt;sup&gt;g&lt;/sup&gt; (in blocks)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominant hand</td>
<td>0.7 (−0.9 to 2.3)</td>
<td>0.05</td>
<td>.39</td>
<td>2.4 (0.9 to 4.0)</td>
<td>0.17</td>
<td>.002&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Nondominant hand</td>
<td>0.7 (−0.7 to 2.2)</td>
<td>0.05</td>
<td>.33</td>
<td>1.9 (0.4 to 3.3)</td>
<td>0.13</td>
<td>.01&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>TUG&lt;sup&gt;i&lt;/sup&gt; (in seconds)</td>
<td>−0.5 (−1.6 to 0.6)</td>
<td>−0.04</td>
<td>.39</td>
<td>−1.1 (−2.2 to −0.007)</td>
<td>−0.09</td>
<td>.048&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>HK-MoCA 5-Min&lt;sup&gt;j&lt;/sup&gt; score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall performance</td>
<td>2.5 (1.7 to 3.2)</td>
<td>0.31</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.5 (2.8 to 4.3)</td>
<td>0.45</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Attention domain</td>
<td>0.5 (0.2 to 0.7)</td>
<td>0.33</td>
<td>.01&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.9 (0.6 to 1.2)</td>
<td>0.65</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Executive functions/language domain</td>
<td>0.8 (0.4 to 1.1)</td>
<td>0.33</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.0 (0.7 to 1.3)</td>
<td>0.43</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Orientation domain</td>
<td>0.3 (−0.005 to 0.6)</td>
<td>0.14</td>
<td>.054</td>
<td>0.5 (0.2 to 0.8)</td>
<td>0.24</td>
<td>.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Memory domain</td>
<td>1.0 (0.5 to 1.4)</td>
<td>0.30</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.2 (0.7 to 1.6)</td>
<td>0.37</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>BTO&lt;sup&gt;k&lt;/sup&gt; score (in error scores)</td>
<td>2.6 (−7.4 to 12.6)</td>
<td>0.10</td>
<td>.61</td>
<td>−1.5 (−11.4 to 8.3)</td>
<td>−0.06</td>
<td>.76</td>
</tr>
<tr>
<td>Happiness score</td>
<td>−4.4 (−10.6 to 1.9)</td>
<td>−0.15</td>
<td>.17</td>
<td>−3.5 (−9.8 to 2.7)</td>
<td>−0.12</td>
<td>.26</td>
</tr>
</tbody>
</table>

<sup>a</sup>A better condition is represented by an increase in transferred blocks in the BBT, a decrease in time in the TUG, an increase in the HK-MoCA 5-Min score, a decrease in error scores in the BTO, and an increase in the happiness score.

<sup>b</sup>T0: baseline.

<sup>c</sup>T1: 6 weeks after baseline.

<sup>d</sup>T2: 3 months after baseline.

<sup>e</sup>The change in health outcomes over time were estimated using the linear mixed effect models, controlling for age, gender, education level, living arrangement, dependence level, mobility status, cognitive status, intellectual disability status, visual status, history of stroke, history of fracture, mental illness, and autism.

<sup>f</sup>Effect size is expressed in terms of the Cohen d index, where 0.2 indicates a small effect, 0.5 indicates a medium effect, and 0.8 indicates a large effect.

<sup>g</sup>BBT: Box and Block Test.

<sup>h</sup>Significant at <.05 level of significance.

<sup>i</sup>TUG: Timed Up and Go Test.

<sup>j</sup>HK-MoCA 5-Min: Montreal Cognitive Assessment 5-Minute (Hong Kong Version).

<sup>k</sup>BTO: Benton Temporal Orientation Test.

Feedback From Participants

Among the 135 participants, 88 (65.2%) provided positive comments and 63 (46.7%) provided negative comments (multiple comments allowed), whereas 30 (22.2%) did not provide any comment. Among the 88 participants who provided positive comments, 53 (60.2%) reported the VR experience as innovative, interactive, fun, or exciting, 49 (55.7%) found the experience motivating, and 30 (34.1%) perceived the VR games as exercises. Meanwhile, among the 63 participants who provided negative comments, 26 (41.3%) complained about the VR equipment (such as the HMD device), 25 (39.7%) felt bored, 24 (38.1%) felt physically tired, 17 (27.0%) described the experience as scary, tense, or worrying, and 16 (25.4%) reported the usage as complicated. Moreover, 38 (60.3%) of those who indicated negative comments expressed such comments during the first two game sessions.

In terms of enjoyment, most participants enjoyed the elephant feeding game (n=11), followed by the handball game (n=5), football game (n=5), diving scenery experience (n=5), feather duster throwing game (n=3), home items locating game (n=3), and coin tossing game (n=1). At the same time, in terms of dislike, most participants disliked the elephant feeding game (n=11), followed by the diving scenery experience (n=3), and seven must-dos before leaving home game (n=1).

The participants were further classified into the following three groups: those who provided only or mostly positive comments (n=61, 45.2%), those who provided only or mostly negative comments (n=34, 25.2%), and those who had no comments or provided equal positive/negative comments (n=40, 29.6%). Based on multiple multinomial logistic regression, home-dwelling participants (P<.001) and those without autism (P=.008) had a much higher chance of providing positive comments. On the other hand, none of the participant characteristics was associated with a higher chance of expressing negative comments.

Apart from the general feedback, reports on mild discomfort were obtained in 25 of the 1906 (1.3%) game sessions (14 of 135 participants, 10.4%). The most common mild discomfort...
was dizziness (nine sessions from seven participants), followed by eyestrain (six sessions from three participants), hand/leg pain (three sessions from two participants), blurred vision (two sessions from one participant), eye redness (two sessions from one participant), hand tremors (two sessions from one participant), and cramps (one session from one participant). Over half (13/25, 52.0%) of these mild discomforts occurred in the first four sessions of the VR training. None of the participants reported severe discomfort. Moreover, staff reported technical problems in 63 of the 1906 (3.3%) game sessions.

**Discussion**

**Overview**

This evaluation study explored the feasibility and acceptability of a universal set of VR training games for users with different abilities and conditions. Additionally, the improvement in health outcomes over time was assessed. The findings from this study can inform the future development and application of VR training to heterogeneous users in different settings.

**Feasibility of Providing VR Training to Users With Different Disabilities**

Few VR games have been designed for the broad coverage of different populations. Our experience revealed the possibility that people with different disabilities could enjoy the same set of VR games. With different training components, clients with different disabilities could participate in suitable types of training. Nevertheless, manpower resources had to be invested in addition to the VR system, since close supervision of the users by trained staff was required.

With a rehabilitation goal, we proposed a training protocol of 3 days a week for 6 weeks, with a target of 18 sessions. Over 76% of the participants attended 13 or more sessions. Adherence to the proposed number of training sessions was comparable to that reported in the literature [34]. Flexibility for makeup training was allowed if participants were not able to attend certain sessions. Usage statistics showed that the majority of sessions could offer at least 20 minutes of game time. However, the game time for cognitive training/community-living skills training/relaxing scenery experiences was substantially less than that for physical training. One explanation could be the limit of the session time. These components were placed as the last training components of each session, and thus, they might have been terminated if time was running out. Scheduling was a critical element to the successful implementation of the program. To facilitate a 30-minute training time, the manpower, equipment, and venue had to be made available for at least 45 minutes to allow for the necessary time for setup, instructions, and breaks. Moreover, as reality orientation, community-living skills training, and relaxing scenery experiences were available for use at a later stage, usage statistics were substantially less than those for the classification game. Despite the users’ inability to attend all 18 sessions or spend 30 minutes of training time per session, there was a significant improvement in cognitive function and upper-limb dexterity. Hence, we propose to retain the current usage protocol until a new one with reduced usage is tested.

In our experience, mild discomfort was reported by 14 of 135 participants (10.4%). In a local study examining the effects of VR cognitive stimulation activity among community-dwelling older adults (n=236), 1.4% of them reported severe discomfort regarding fatigue and eye strain, blurred vision, and dizziness after 20 to 25 minutes of VR exposure [17]. However, mild discomfort was not reported. In another study conducted by US researchers, it was reported that 12% of older people with Alzheimer disease/mild cognitive impairment and 19% of older people without such conditions dropped out from the VR game because of simulation sickness [35]. The proportion of participants reporting adverse outcomes among our users was comparable, if not lower, than the proportions reported in the literature. Therefore, participants with disabilities would not put themselves at a higher risk of adverse events. At the same time, some participants reported physical tiredness after VR training. While this study did not quantitatively investigate tiredness as an outcome, a meta-analysis suggested an insignificant difference in terms of the presence of tiredness after VR training as compared with participants engaging in traditional exercises [36].

**Acceptance of VR Training Among Users at an Advanced Age Or With Various Disabilities**

Generally, most of the participants accepted the use of the VR training, as 65.2% of the participants indicated positive comments. Those living in the community and those without autism tended to provide more positive remarks. This might be because these participants were more expressive of themselves. On the other hand, the HMD device and limb motion trackers might have induced discomfort, which was the major reason for negative comments. To enhance their experience and satisfaction in terms of fit and comfort, hardware designers may develop lighter devices. To accommodate the special needs of clients with limitations in head and neck movements, sensors should also be further adjusted so that clients do not need to maintain an upright position throughout the sessions.

Some participants also perceived the VR games as complicated, but they could still complete the session under the supervision of trained staff. Although some users claimed the VR training was boring, there was no evidence showing that such negative remarks were related to the proposed VR training for 18 sessions. Indeed, those who made negative comments had such perceptions in the first two sessions. This might suggest the need for more briefings or orientations prior to the use of VR training. In the current program, the scoring regime had been modified to increase the users’ sense of achievement. However, there was no personalized scoring regime to differentiate game difficulty levels for different disabilities over time. In future development, such features should be incorporated for motivating clients to continue training and promoting a higher sense of achievement where progression could be felt by users.

The VR games that involved physical activity training were well received by users. It was interesting to learn that the VR cognitive-training game featuring the elephant kept in a zoo in Hong Kong in the 70s received both favorable and unfavorable reviews from the users. Some loved it probably because it recalled memories of the old days, while some disliked it.
probably because they were scared by the elephant’s trumpet, which was close to that in real life. Future design of VR scenery should take a balanced approach among excitement, calmness, and boredom.

Efficacy of VR Training in Improving the Health Outcomes of Participants

Using a single-arm pretest-posttest design, the evaluation study showed significant improvement in upper-limb dexterity assessed by the BBT and cognitive function assessed by the HK-MoCA 5-Min. According to the literature, an increase of 2 points in the MoCA full version score was generally considered as a minimal clinically important difference (MCID) for older adults or stroke survivors, which was about 0.5 standard deviations as defined by the distribution-based approach [36-38]. However, the MCID in terms of the MoCA 5-Min version has not been discussed in the literature. Hence, we used a distribution-based approach of 0.5 standard deviations, and considered a Cohen $d$ index of 0.5 as the MCID. In our evaluation study, the HK-MoCA 5-Min overall score increased by 3.5 units as compared with baseline. In terms of the standardized effect size, the HK-MoCA 5-Min score had a Cohen $d$ index of 0.45, which aligned with this reference. As understanding and following instructions to play VR games involve cognitive processing, the improvement in cognitive function might be enhanced by playing all the games and not necessarily restricting playing to the sessions involving cognitive VR games.

As for the BBT, there was no well-established MCID. Literature suggested that a difference of 6 to 8 blocks is considered as the smallest real difference beyond measurement error among stroke survivors [39], which would translate to a Cohen $d$ index of 0.4 to 0.6 based on the standard deviation estimated in our study. Since the effect size of the BBT achieved in our study was only 0.13 to 0.17, we had to be cautious in interpreting the clinical significance of such a change. For functional mobility, although there was a favorable trend in improvement, such improvement did not reach statistical significance. It appeared that training intensity, particularly when participants took a sitting position during the program. However, the study has some limitations. First, the lack of a control group might have limited the interpretation of the results that only efficacy instead of effectiveness could be investigated. Second, people with hearing impairment, those who were bed bound, and those with disability in turnaround were not included in the study, as the current system could not cater to their special needs, and the potential benefits or adverse effects in these users are unclear from this study. The uses of various cognitive training components, community-living skills training, and scenery experiences were not standardized, and some games were not available at the beginning of the program, resulting in vast variations in game time for the components.

Our results are consistent with recent reviews, which found that VR training attained small-to-moderate effects in terms of physical performance [40] and cognitive function [41]. Despite the significant improvement in the oriental domain of the HK-MoCa 5-Min scale, there was an insignificant change in the BTO score. Further research is suggested to examine the reasons. Nevertheless, we would be cautious about clinical significance in terms of the improvement in the BBT. Our insignificant results in terms of mobility are also consistent with the absence of an effect in terms of gait as reported by a review [40].

The evaluation study did not show any significant change in the happiness level. This is consistent with a recent systematic review of VR exercise training that reported insignificant effects on psychological outcomes such as calmness and enjoyment [40]. The review also suggested that immersive effects of VR training and longer follow-up periods tended to be associated with smaller benefits, but statistical significance was not found. As VR games are designed to promote functional and cognitive ability, if happiness is to be enhanced, the content of VR games might need to be adjusted and a regular playing schedule might not need to be applied.

A supplementary analysis testing the interactions between different subgroups (dependence level, mobility status, cognitive status, intellectual disability status, visual status, stroke history, fracture history, mental illness, and autism) and time points was performed using linear mixed effect models. Insignificant interaction terms were found for all those explored, except for a few, which might have occurred by chance. There was insufficient evidence for the difference in the change of outcomes between different subgroups, and future studies could revisit this with a more rigorous design.

Strengths and Limitations

The strengths of this evaluation study were its large sample size, adoption of validated scales as outcome measures, and long follow-up period. Qualitative feedback from the participants also informed the strengths and weaknesses of the VR training program. However, the study has some limitations. First, the lack of a control group might have limited the interpretation of the results that only efficacy instead of effectiveness could be investigated. Second, people with hearing impairment, those who were bed bound, and those with disability in turnaround were not included in the study, as the current system could not cater to their special needs, and the potential benefits or adverse effects in these users are unclear from this study. The uses of various cognitive training components, community-living skills training, and scenery experiences were not standardized, and some games were not available at the beginning of the program, resulting in vast variations in game time for the components. In addition, progression of the game difficulty level was not standardized in the usage protocol, and this should be considered in future studies. As qualitative feedback responses were collected at the end of each game session, investigation by game components could not be performed. A future study should continue to investigate the optimal modalities in the domains of physical, cognitive, and psychological training for people with different vulnerable health conditions, and a controlled trial would be preferred.

Conclusions

A set of VR training games for rehabilitation could be applied to individuals with heterogeneous abilities. Our VR games were acceptable to local older adults and those with different disabilities. Benefits in upper-limb dexterity and cognitive function were observed despite partial compliance to the training protocol. Service providers could refer to our experiences when developing VR training systems for their clients.
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Abstract

Background: Cognitive training can potentially prevent cognitive decline. However, the results of recent studies using semi-immersive virtual reality (VR)-assisted cognitive training are inconsistent.

Objective: We aimed to examine the hypothesis that cognitive training using fully immersive VR, which may facilitate visuospatial processes, could improve visuospatial functioning, comprehensive neuropsychological functioning, psychiatric symptoms, and functional connectivity in the visual brain network in predementia.

Methods: Participants over 60 years old with subjective cognitive decline or mild cognitive impairment from a memory clinic were randomly allocated to the VR (n=23) or the control (n=18) group. The VR group participants received multidomain and neuropsychologist-assisted cognitive training in a fully immersive VR environment twice a week for 1 month. The control group participants did not undergo any additional intervention except for their usual therapy such as pharmacotherapy. Participants of both groups were evaluated for cognitive function using face-to-face comprehensive neuropsychological tests, including the Rey-Osterrieth Complex Figure Test (RCFT) copy task; for psychiatric symptoms such as depression, apathy, affect, and quality of life; as well as resting-state functional magnetic resonance imaging (rsfMRI) at baseline and after training. Repeated-measures analysis of variance was used to compare the effect of cognitive training between groups. Seed-to-voxel–based analyses were used to identify the cognitive improvement–related functional connectivity in the visual network of the brain.

Results: After VR cognitive training, significant improvement was found in the total score (F1,39=14.69, P=.001) and basic components score of the RCFT copy task (F1,39=9.27, P=.005) compared with those of the control group. The VR group also showed improvements, albeit not significant, in naming ability (F1,39=3.55, P=.07), verbal memory delayed recall (F1,39=3.03, P=.09), and phonemic fluency (F1,39=3.08, P=.09). Improvements in psychiatric symptoms such as apathy (F1,39=7.02, P=.01), affect (F1,39=14.40, P=.001 for positive affect; F1,39=4.23, P=.047 for negative affect), and quality of life (F1,39=4.49, P=.04) were
found in the VR group compared to the control group. Improvement in the RCFT copy task was associated with a frontal-occipital functional connectivity increase revealed by rsfMRI in the VR group compared to the control group.

**Conclusions:** Fully immersive VR cognitive training had positive effects on the visuospatial function, apathy, affect, quality of life, and increased frontal-occipital functional connectivity in older people in a predementia state. Future trials using VR cognitive training with larger sample sizes and more sophisticated designs over a longer duration may reveal greater improvements in cognition, psychiatric symptoms, and brain functional connectivity.

**Trial Registration:** Clinical Research Information Service KCT0005243; https://tinyurl.com/2a4kfasa

**KEYWORDS**
virtual reality; cognitive training; visuospatial function; fMRI; visual network; mild cognitive impairment

**Introduction**

Dementia is a major neurodegenerative disorder, affecting approximately 10% of older people [1]. Cognitive, psychological, and behavioral deterioration are typical manifestations of dementia, ultimately resulting in functional impairments and disability [2]. The individual and societal burden of dementia is accelerating rapidly compared to other diseases [13]; however, due to the unclear mechanisms and multifactorial pathology underlying the development and progression of dementia, only symptomatic treatments are currently available [4].

To date, many researchers have suggested that prevention is crucial, and have identified risk and protective factors associated with dementia, as well as preventive strategies [5]. According to a recent large study, one-third of Alzheimer disease (AD) cases are attributable to potentially modifiable risk factors such as educational attainment, vascular factors, and depression [6]. Additionally, lifelong exposure to cognitively and mentally engaging activities has been shown to protect against cognitive decline [7], and performance of cognitively stimulating activities in advanced age was associated with better cognitive function [8]. Accordingly, recent cognitive training studies have shown that repeated practice of exercises to restore brain and cognitive reserves resulted in small to moderate positive improvements in cognition in patients with mild to moderate dementia [9].

Advances in computer sciences and information and communication technology (ICT) have resulted in increased availability and accessibility of computerized cognitive training. Although conclusive results have yet to be found, preliminary studies have reported improvements in trained and nontrained cognition, and enhanced brain activity in related regions after computerized cognitive training in individuals with mild cognitive impairment (MCI) [10-12]. Working memory training was effective in improving verbal memory and hippocampal activation in patients with MCI [11], and exposure to a driving video game resulted in increased ability to control the vehicle that was related to midline frontal theta power in older people [12]. Moreover, emerging ICT applications using virtual reality (VR) have resulted in evolutions in health care, including cognitive and behavioral therapy [13]. VR can offer interventions in flexible and real world–like environments, facilitating visuospatial function through learning and transference outcomes [14], highlighting a role for cognitive training in a virtual environment in basic research and clinical practice. Owing to the lack of knowledge and dearth of experiments on VR-based cognitive training, especially the fully immersive type [15,16], further studies are needed to ascertain its potential therapeutic efficacy.

Recently, the number of neuroimaging studies attempting to reveal the underlying neural mechanisms associated with cognitive decline has increased [17,18]. Functional connectivity studies using resting-state functional magnetic resonance imaging (rsfMRI) have identified networks temporally coinciding with spatially distant neurophysiological events that are intrinsically coherent during a resting state such as the default-mode network [19]. We considered that functional connectivity studies using rsfMRI may be able to reveal the neural mechanism, especially in the visual network, responsible for the observed cognitive improvements following VR cognitive training, as such training is based on the cognitive reserve hypothesis associated with functional neural networks [20].

To test this hypothesis, we performed a preliminary randomized controlled trial to determine the efficacy and mechanisms of VR cognitive training in a predementia state. We aimed to ascertain the effects of VR multidomain cognitive training on visuospatial function, comprehensive neuropsychological function, and psychiatric symptoms in predementia. Moreover, we examined the hypothesis that cognitive improvement could be related to increased functional connectivity in the visual network of the brain.

**Methods**

**Participants**

Participants over 60 years old in a predementia state (ranging from subjective cognitive decline to MCI) were prospectively recruited between May and December 2019 from the memory clinic of Gachon University Gil Medical Center, Republic of Korea. Among 58 individuals who were assessed for eligibility using structured clinical interviews and brain MRI, four participants were excluded due to cerebral infarction on MRI (n=2), severe white matter hyperintensity on MRI (n=1), and history of a recent dental implant surgery (n=1). Nine participants were excluded due to cerebral infarction on MRI (n=1), scheduling conflict (n=1), and unknown personal reasons.
All participants had subjective cognitive complaints, including memory decline, but did not meet the criteria for diagnosis of a major neurocognitive disorder based on the Diagnostic and Statistical Manual of Mental Disorders (5th edition) [2]. Participants were classified as having subjective cognitive decline according to the corresponding research criteria and five cognitive domain scores such as attention, language, visuospatial, memory, and frontal executive functions above −1.5 SD [21,22]. Participants were classified as having MCI according to the Petersen criteria [23]. Screening evaluation of the participants was performed by a board-certified psychiatrist (JK) and a clinical neuropsychologist (SL).

The exclusion criteria for the participants were as follows: (i) Korean version of Mini-Mental State Examination (MMSE) score <20; (ii) impaired activities of daily living; (iii) comorbidity of severe medical or surgical conditions; (iv) major psychiatric disorders; (v) history of any kind of dementia; (vi) history of neurodegenerative disorders, including Creutzfeldt-Jakob disease, Pick disease, Huntington disease, Parkinson disease, inflammation associated with HIV, and syphilis; (vii) structural abnormalities on MRI such as intracranial hemorrhage, cerebral, cerebellar, or brainstem infarction, hydrocephalus, traumatic brain injury, severe white matter hyperintensity, tumors, multiple sclerosis, or vasculitis; and (viii) inability to use the VR system.

Information on study objectives, group allocation, cognitive intervention, brief study protocol, risks and benefits, and confidentiality was given to all participants before enrollment. All participants provided offline written informed consent, and the Institutional Review Board of Gachon University Gil Medical Center approved this study (GCIRB2018-396).

Study Design
This was an open-label, randomized controlled trial (KCT0005243) that aimed to investigate the efficacy of a fully immersive VR cognitive training program on visuospatial function in older people with risk for dementia (Multimedia Appendix 1). Participants were randomly assigned to either the VR or the control group. The unblinded randomization was performed by drawing lots with the participants present. Participants in both groups were evaluated for visuospatial function, comprehensive neuropsychological function, and psychiatric symptoms, and underwent rsfMRI before and after the 1-month cognitive training. The participants in the VR group underwent VR cognitive training twice a week for a total of eight sessions in addition to their usual therapy such as pharmacotherapy for the prevention of dementia (eg, choline alfoscerate and cholinesterase inhibitor); the participants in the control group did not undergo any additional intervention except for their usual therapy such as pharmacotherapy.

VR Cognitive Training
The multidomain VR cognitive training program was developed between November 2018 and April 2019 by the authors who are board-certified geriatric neuropsychiatrists and clinical neuropsychologists with expertise. The VR cognitive training program consisted of multiple games involving multidomain cognitive tasks to assess: (i) attention (to find differences), (ii) executive function and memory (to select items needed to perform certain tasks), (iii) working memory and ability to perform mathematical calculations (to prepare an exact amount of money), (iv) visuospatial orientation (to find a path using a memorized map), (v) visuospatial function (to spatially place furniture exactly based on a memorized drawing), (vi) verbal memory (to remember certain words), (vii) visual memory (to remember specific flags and symbols), and (viii) processing speed and working memory (to catch animals in a certain order). All virtual environments were fully immersive 3D settings allowing for feelings of increased presence and visuospatial stimulation; training was accompanied by game elements to increase the interest and motivation of the participants. Representative images of the VR training program are presented in Multimedia Appendix 2.

Each session lasted approximately 20-30 minutes. The VR training took place using a head-mounted Oculus Rift CV1 display, with Oculus Touch controllers held in both of the participant’s hands. Each training session was performed with the participant in a seated position, and the difficulty level increased throughout the study period from easy to difficult (levels 1-4), with two sessions at each difficulty level. All procedures were performed in the memory clinic of Gachon University Gil Medical Center and were guided by a certified clinical neuropsychologist (SL) in addition to automatic verbal and visual messages from the program. There were no revisions, updates, or breaches of the program during the study period. This program was used exclusively in this study and is not available for commercial use.

Procedures and Outcome Measures
All participants underwent face-to-face comprehensive neuropsychological tests and evaluations using psychiatric scales, as well as rsfMRI at baseline and after the VR cognitive training period. Baseline evaluations of diagnostic criteria included global and functional scales such as the Korean version of the MMSE, Clinical Dementia Rating (CDR), CDR Sum of Boxes (CDR-SOB), global deterioration scale, and instrumental activities of daily living scales.

The primary outcome was the effect of the VR cognitive training on visuospatial function measured by the Rey-Osterrieth Complex Figure Test (RCFT) copy task, which has been validated in the Korean population [24,25]. Basic components, including a large rectangle (1 point), diagonal cross (1 point), horizontal midline of a large rectangle (1 point), and vertical midline of a large rectangle (1 point), were also evaluated because they are considered important in qualitative aspects [26,27]. The neuropsychologist (GP) who scored the RCFT copy task was blinded to the randomization.

The secondary outcomes concerned the effect on comprehensive neuropsychological function; psychiatric symptoms such as affect, apathy, quality of life (QoL), and depression; and functional connectivity in the visual network of the brain.

The neuropsychological tests consisted of the MMSE and subtests from the comprehensive neuropsychological test battery
Attention was assessed by the digit span forward and backward test and Trail Making Test (TMT) part A [25]. The Korean version of the Boston Naming Test (K-BNT) was used to assess language ability [25,28]. Memory was assessed by measuring performance on three tasks of the Seoul Verbal Learning Test (SVLT): immediate recall, delayed recall after 20 minutes, and recognition [25]. Frontal executive function was assessed by phonemic word fluency testing, the TMT-B, and the Stroop Color Test [25]. All neuropsychological test results were adjusted for age and years of education, and are presented as standardized z-scores.

Noncognitive psychiatric symptoms that typically start to decline in the early dementia stage were also assessed [29]. Depressive symptoms were evaluated by the validated 30-item Geriatric Depression Scale (GDS), including questions pertaining to mood, anxiety, energy, satisfaction, hopefulness, inattention, and sleep quality [30,31]. The GDS comprises a series of binary yes/no questions (scored as 1 or 0, respectively), with higher scores indicating severe depression. Apathy was evaluated by the validated 18-item Apathy Evaluation Scale (AES), including items pertaining to emotional affect, behavior, and cognitive apathy [32,33]. Items of the AES are rated on a 4-point Likert scale, with a low score indicating severe apathy. Affect was evaluated by the Positive and Negative Affect Schedule (PANAS), which consists of 10 items to assess positive affect (PANAS-P) measures such as alertness and enthusiasm and 10 items to assess negative affect (PANAS-N) such as lethargy and feelings of sadness [34,35]. Each of the PANAS items is rated from 1 (not at all) to 5 (very much), with higher scores indicating higher affect. Participants’ QoL was evaluated by the QoL-AD scale, which has been validated for use in people with dementia, including 13 subjective rating items to assess physical health, living situation, relationships with friends, and the ability to engage in leisure activities [36,37]. Items of the QoL-AD are assessed on a 4-point Likert scale, with higher scores indicating better QoL.

The Simulator Sickness Questionnaire (SSQ) was administered after each session to evaluate tolerability of the VR cognitive training program [38]. Simulator sickness refers to side effects from virtual environment usage, and is also called cybersickness [39,40] and VR sickness [41]. The SSQ consists of 16 items yielding three subscales (nausea, oculomotor, and disorientation) and a total severity score, with high scores indicating increased symptoms. The levels of interest and satisfaction were also assessed on a Likert scale ranging from 0 to 100 after the period of VR cognitive training in a face-to-face manner.

MRI Acquisition
A 3-Tesla whole-body Siemens scanner (TrioTim syngo) was used for functional image acquisition with an interleaved T2*-weighted echo-planar imaging gradient echo sequence (repetition time/echo time=2500/25 milliseconds, flip angle=90°, slice thickness=3.5 mm, in-plane resolution=3.5x3.5 mm, matrix size=64x64) with a 12-channel birdcage head coil. For each participant, 160 functional volumes were acquired at the pretraining and posttraining time points. After rsfMRI, an anatomical image was acquired using a high T1-weighted 3D-gradient echo pulse sequence with magnetization-prepared rapid gradient echo (repetition time/echo time/inversion time=1900/3.3/900 milliseconds, flip angle=9°, slice thickness=1.0 mm, in-plane resolution=0.5x0.5 mm, matrix size=416x512). T1-weighted images were acquired only at the pretraining time point.

Functional Connectivity Analyses With rsfMRI
Preprocessing of the rsfMRI data was performed using Statistical Parametric Mapping software version 12 (Wellcome Trust Centre for Neuroimaging). First, a slice-time correction was applied and the center of each image was relocated near the anterior commissure. Second, rsfMRI and T1-weighted images were imported into CONN FC toolbox v19c [42] for further preprocessing. To correct for between-scan rigid body motion, the functional images were realigned to the first image in the time series. The functional images were coregistered with anatomical images and spatially normalized to the Montreal Neurological Institute space using a transformation matrix derived from the T1-weighted anatomical image segmentation. The functional images were then resliced to 2x2x2 mm and spatially smoothed using an 8-mm full width at half maximum Gaussian kernel.

All preprocessed rsfMRI images were bandpass-filtered (0.008-0.09 Hz), and physiological and other spurious noise sources in the blood oxygenation level–dependent signal were removed using the anatomical component-based noise correction strategy implemented in CONN [43]. Outliers were calculated using the Artifact Detection Tools toolbox [44], and six motion correction parameters obtained from realignment were also modeled as nuisance covariates. The seed-to-voxel analyses were performed in the visual network with four cortical seed regions (right visual lateral, left visual lateral, visual medial, and visual occipital cortices) with predefined regions of interest based on the Harvard-Oxford atlas (fMRIB Software Library) [45]. Seed-based analyses were adjusted for age, years of education, sex, CDR-SOB, depressive symptoms, and pharmacotherapy. The mean time series for each seed region was calculated and then correlated with the time courses of all other voxels in the brain for each participant.

Sample Calculation and Statistical Analyses
Sample calculation was based on a recent meta-analysis on the effectiveness of VR for people with MCI or dementia that produced small-to-medium effect sizes using a random-effects model (effect size=0.29) from a total of 11 studies [15]. Assuming an attrition rate of 20%, a total sample size of 32 patients (16 per treatment group) would provide 0.8 power at a two-sided α error of .05. Power analysis was performed with G*Power software version 3.1.9.2.

Comparisons of demographic and clinical variables between the two groups were performed using independent t tests, the Mann-Whitney U test, or the χ2 test. The paired t test was used in within-group comparisons of pretraining and postraining measures. Repeated-measures analyses of variance was used to find the group interaction of the VR cognitive training on neuropsychological function and psychiatric symptom scales after adjusting for age, years of education, sex, CDR-SOB, depressive symptoms, and pharmacotherapy. Age and years of
education were not adjusted in analyses with comprehensive neuropsychological test results that are presented as age- and years of education–adjusted $z$-scores. All statistical analyses were performed with SPSS software version 23 (SPSS Inc), with a significance level assessed at $P<.05$ (two-tailed).

For rsfMRI data, Pearson correlation coefficients were converted to normally distributed scores using the Fisher $r$-to-$z$ transformation. Group-level comparisons between the VR and control groups were performed using a general linear model in which improved cognitive task score was used as an explanatory variable and the posttraining minus pretraining $z$-transformation value was used as a dependent variable after adjusting for age, sex, years of education, CDR-SOB, depressive symptoms, and pharmacotherapy. The statistical thresholds for significance were set at voxel-wise uncorrected $P<.001$ and cluster-wise corrected $P<.05$ to correct for false-positive rates.

**Results**

**Participants**

Of the 45 participants who were randomly allocated to the VR ($n=25$) or the control ($n=20$) group, 41 participants completed the study. After allocation, two participants of the VR group dropped out of the study due to dizziness ($n=1$) and unfamiliarity with the VR machine during the first session ($n=1$). Two participants of the control group dropped out because of hospitalization due to a traffic accident ($n=1$) and unknown personal reasons ($n=1$). Ultimately, 41 participants were included in the analyses. The trial flow chart is presented in Figure 1.

**Demographic and Clinical Characteristics**

Table 1 presents the detailed demographic and clinical characteristics of the study participants. Among the 41 participants, 23 (56%) and 18 (44%) were assigned to the VR and control groups, respectively. Participant age was around 75 years, and they were predominantly women. No group differences were found in the baseline diagnostic evaluation.
Table 1. Demographic and clinical characteristics of all study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=41)</th>
<th>VR group (n=23)</th>
<th>Control group (n=18)</th>
<th>( \chi^2 ) or ( U )</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>74.51 (5.81)</td>
<td>75.48 (4.67)</td>
<td>73.28 (6.96)</td>
<td>–1.13</td>
<td>.26</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>29 (70.7)</td>
<td>17 (73.9)</td>
<td>12 (66.7)</td>
<td>0.26</td>
<td>.61</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>8.07 (4.39)</td>
<td>7.70 (4.10)</td>
<td>8.56 (4.83)</td>
<td>–0.01</td>
<td>.99</td>
</tr>
<tr>
<td>MMSE(^c), mean (SD)</td>
<td>26.24 (2.85)</td>
<td>26.22 (2.91)</td>
<td>26.28 (2.87)</td>
<td>0.09</td>
<td>.93</td>
</tr>
<tr>
<td>CDR(^d), mean (SD)</td>
<td>0.41 (0.22)</td>
<td>0.41 (0.19)</td>
<td>0.42 (0.26)</td>
<td>–0.02</td>
<td>.99</td>
</tr>
<tr>
<td>CDR-SOB(^e), mean (SD)</td>
<td>0.92 (1.00)</td>
<td>0.98 (0.85)</td>
<td>0.83 (1.19)</td>
<td>–1.24</td>
<td>.21</td>
</tr>
<tr>
<td>Global Deterioration Scale, mean (SD)</td>
<td>2.20 (0.78)</td>
<td>2.26 (0.75)</td>
<td>2.11 (0.83)</td>
<td>–0.78</td>
<td>.44</td>
</tr>
<tr>
<td>IADL(^f), mean (SD)</td>
<td>0.13 (0.24)</td>
<td>0.14 (0.21)</td>
<td>0.11 (0.28)</td>
<td>–1.09</td>
<td>.27</td>
</tr>
</tbody>
</table>

\(^a\)VR: virtual reality.
\(^b\)Mann-Whitney \( U \) tests were used for all group comparisons except for sex, which was compared using the Pearson \( \chi^2 \) test.
\(^c\)MMSE: Mini-Mental State Examination.
\(^d\)CDR: Clinical Dementia Rating.
\(^e\)CDR-SOB: CDR-Sum of Boxes.
\(^f\)IADL: instrumental activities of daily living.

Effect of VR Cognitive Training on Visuospatial Function

Table 2 shows the comparisons of the pretraining and posttraining visuospatial function within groups, as well as group interactions in the effects of VR cognitive training. VR training resulted in significant improvement in the RCFT copy task compared to the control group. Basic components of the RCFT copy task also improved in the VR group compared to the control group.

Table 2. Group comparisons of visuospatial function pre and post virtual reality (VR) cognitive training.

<table>
<thead>
<tr>
<th>Function score</th>
<th>Pretraining</th>
<th>Posttraining</th>
<th>Within groups pretraining vs posttraining</th>
<th>Between groups interaction(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t (df)</td>
<td>( P ) value</td>
<td>F (_{1,39})</td>
<td>( P ) value</td>
</tr>
<tr>
<td>RCFT(^b) copy (z-score(^c)), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.31 (1.09)</td>
<td>0.22 (0.78)</td>
<td>–3.50 (22)</td>
<td>.002</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.07 (1.14)</td>
<td>–0.47 (1.22)</td>
<td>2.15 (17)</td>
<td>.046</td>
</tr>
<tr>
<td>RCFT copy basic components(^d), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR</td>
<td>1.99 (0.59)</td>
<td>2.14 (0.42)</td>
<td>–2.82 (22)</td>
<td>.01</td>
</tr>
<tr>
<td>Control</td>
<td>2.15 (0.54)</td>
<td>2.07 (0.59)</td>
<td>1.53 (17)</td>
<td>.14</td>
</tr>
</tbody>
</table>

\(^a\)Repeated measures analysis of variance after adjusting for age (for basic components only), years of education (for basic components only), sex, Clinical Dementia Rating-Sum of Boxes, depressive symptoms, and pharmacotherapy.
\(^b\)RCFT: Rey-Osterrieth Complex Figure Test; basic components consist of a large rectangle, diagonal cross, horizontal midline of a large rectangle, and vertical midline of a large rectangle.
\(^c\)Adjusted for age and years of education.
\(^d\)Raw scores.

Effect of VR Cognitive Training on Comprehensive Neuropsychological Function

Table 3 shows the comparisons of pretraining and posttraining comprehensive neuropsychological function within groups, as well as group interactions in the effects of VR cognitive training. K-BNT, SVLT delayed recall, and Controlled Oral Word Association Test phonemic fluency showed improvement in the VR group, but the group interaction was not significant.
Table 3. Group comparisons of comprehensive neuropsychological tests pre and post virtual reality (VR) cognitive training.

<table>
<thead>
<tr>
<th>Test(^a)</th>
<th>Pretraining, mean (SD)</th>
<th>Posttraining, mean (SD)</th>
<th>Within groups pretraining vs posttraining</th>
<th>Between groups interaction(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>t (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Global cognition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>26.22 (2.91)</td>
<td>25.87 (3.36)</td>
<td>0.97 (22)</td>
<td>.34</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>26.28 (2.87)</td>
<td>26.67 (3.09)</td>
<td>–0.89 (17)</td>
<td>.39</td>
</tr>
<tr>
<td>Attention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digit span, forward</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.11 (1.21)</td>
<td>–0.24 (0.87)</td>
<td>0.57 (22)</td>
<td>.57</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.08 (1.08)</td>
<td>0.15 (1.03)</td>
<td>–1.42 (17)</td>
<td>.18</td>
</tr>
<tr>
<td>Digit span, backward</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.09 (0.99)</td>
<td>–0.15 (0.92)</td>
<td>0.23 (22)</td>
<td>.82</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.23 (1.26)</td>
<td>–0.25 (0.82)</td>
<td>0.08 (17)</td>
<td>.94</td>
</tr>
<tr>
<td>TMT(^d) -A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>0.13 (0.58)</td>
<td>0.12 (0.64)</td>
<td>0.10 (22)</td>
<td>.93</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.87 (4.19)</td>
<td>–0.38 (3.53)</td>
<td>–1.00 (17)</td>
<td>.33</td>
</tr>
<tr>
<td>Language and related functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-BNT(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.23 (1.08)</td>
<td>0.19 (1.02)</td>
<td>–4.08 (22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.15 (1.00)</td>
<td>–0.01 (1.37)</td>
<td>–0.72 (17)</td>
<td>.48</td>
</tr>
<tr>
<td>Verbal memory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVLT(^f), immediate recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>0.23 (0.10)</td>
<td>0.67 (1.24)</td>
<td>–3.10 (22)</td>
<td>.005</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>0.30 (0.83)</td>
<td>0.52 (0.89)</td>
<td>–2.29 (17)</td>
<td>.04</td>
</tr>
<tr>
<td>SVLT, delayed recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.10 (1.40)</td>
<td>0.66 (1.37)</td>
<td>–4.59 (22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>0.12 (0.97)</td>
<td>0.58 (0.94)</td>
<td>–3.21 (17)</td>
<td>.005</td>
</tr>
<tr>
<td>SVLT, recognition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>0.29 (1.39)</td>
<td>0.48 (1.30)</td>
<td>–0.93 (22)</td>
<td>.36</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>0.37 (1.01)</td>
<td>0.29 (1.07)</td>
<td>0.41 (17)</td>
<td>.69</td>
</tr>
<tr>
<td>Frontal executive function</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COWAT(^g), semantic fluency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.25 (0.99)</td>
<td>–0.44 (1.17)</td>
<td>1.01 (22)</td>
<td>.32</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.41 (1.00)</td>
<td>–0.58 (0.88)</td>
<td>1.09 (17)</td>
<td>.29</td>
</tr>
<tr>
<td>COWAT, phonemic fluency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.35 (0.88)</td>
<td>–0.41 (0.78)</td>
<td>0.39 (22)</td>
<td>.70</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.09 (0.82)</td>
<td>0.27 (1.01)</td>
<td>–1.89 (17)</td>
<td>.08</td>
</tr>
<tr>
<td>Stroop test, color/word reading</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td>–0.01 (1.12)</td>
<td>0.32 (1.04)</td>
<td>–1.99 (22)</td>
<td>.06</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>–0.01 (0.85)</td>
<td>0.16 (1.21)</td>
<td>–0.64 (17)</td>
<td>.53</td>
</tr>
<tr>
<td>TMT-B, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR (n=23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

\(^a\) Test abbreviations: MMSE = Mini-Mental State Examination, K-BNT = Korean Brief Neuropsychological Test, SVLT = Spanish version of the California Verbal Learning Test, COWAT = Controlled Oral Word Association Test, TMT = Trail Making Test, \(^b\) Interaction effect was significant at \(\alpha < 0.05\).
Between groups interaction
Within groups pretraining vs posttraining
Posttraining, mean (SD) Pretraining, mean (SD)

t (df) P value

<table>
<thead>
<tr>
<th>Group</th>
<th>Pretraining, mean (SD)</th>
<th>Postraining, mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR (n=23)</td>
<td>−1.43 (2.04)</td>
<td>−0.64 (1.74)</td>
<td>−2.30 (22)</td>
<td>.03</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>−0.55 (1.52)</td>
<td>−0.55 (1.62)</td>
<td>0.01 (17)</td>
<td>.996</td>
</tr>
</tbody>
</table>

a All data except for MMSE are presented as age and years of education-adjusted z-scores.
b Repeated-measures analysis of variance after adjusting for age (for MMSE only), years of education (for MMSE only), sex, Clinical Dementia Rating-Sum of Boxes, depressive symptoms, and pharmacotherapy.
c MMSE: Mini-Mental State Examination.
d TMT-B: Trail Making Test.
e K-BNT: Korean version of the Boston Naming Test.
f SVLT: Seoul Verbal Learning Test.
g COWAT: Controlled Oral Word Association Test.

effect of VR Cognitive Training on Psychiatric Symptoms

Table 4 shows the comparisons between the pretraining and posttraining measures based on psychiatric symptoms within groups, as well as group differences in the effects of VR cognitive training. Group differences were found in the AES, PANAS-P, PANAS-N, and QoL-AD measures, showing improvements in apathy, positive and negative affect, and QoL in the VR group.

Table 4. Group comparisons of psychiatric symptoms pre and post virtual reality (VR) cognitive training.

<table>
<thead>
<tr>
<th>Group</th>
<th>Pretraining, mean (SD)</th>
<th>Postraining, mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR (n=23)</td>
<td>15.00 (6.08)</td>
<td>13.26 (6.49)</td>
<td>2.46 (22)</td>
<td>.02</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>12.17 (6.85)</td>
<td>11.72 (7.18)</td>
<td>0.47 (17)</td>
<td>.65</td>
</tr>
<tr>
<td>AES (n=23)</td>
<td>47.43 (10.20)</td>
<td>54.35 (9.41)</td>
<td>−3.04 (22)</td>
<td>.006</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>52.83 (9.38)</td>
<td>51.22 (8.72)</td>
<td>0.98 (17)</td>
<td>.34</td>
</tr>
<tr>
<td>PANAS-P (n=23)</td>
<td>17.00 (6.28)</td>
<td>21.43 (7.27)</td>
<td>−2.71 (22)</td>
<td>.01</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>21.83 (7.48)</td>
<td>16.50 (6.51)</td>
<td>4.63 (17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PANAS-N (n=23)</td>
<td>18.22 (7.09)</td>
<td>16.30 (6.35)</td>
<td>0.97 (22)</td>
<td>.34</td>
</tr>
<tr>
<td>Control (n=18)</td>
<td>18.89 (5.31)</td>
<td>20.44 (8.42)</td>
<td>−1.16 (17)</td>
<td>.26</td>
</tr>
<tr>
<td>QoL-AD (n=23)</td>
<td>31.04 (4.69)</td>
<td>32.26 (4.96)</td>
<td>−1.23 (22)</td>
<td>.23</td>
</tr>
<tr>
<td>Control (n=23)</td>
<td>34.94 (9.43)</td>
<td>32.72 (6.54)</td>
<td>1.21 (17)</td>
<td>.25</td>
</tr>
</tbody>
</table>

a Repeated-measures analysis of variance after adjusting for age, years of education, sex, Clinical Dementia Rating-Sum of Boxes, and pharmacotherapy.
b GDS: Geriatric Depression Scale.
c AES: Apathy Evaluation Scale.
d PANAS-P: Positive and Negative Affect Schedule-positive affect.
e PANAS-N: Positive and Negative Affect Schedule-negative affect.
f QoL-AD: Quality of Life-Alzheimer Disease.
Simulator Sickness, Interest, and Satisfaction Associated with the VR Training Program

Table 5 shows the simulator sickness measured by the SSQ after each training session, reported on a Likert scale ranging from 0 to 100, in the VR group participants after the training period. The mean SSQ total score was 12.86 (SD 11.82), and the summary subscale mean score for nausea, oculomotor, and disorientation was 7.02 (SD 6.40), 11.15 (10.56), and 17.16 (16.91), respectively. Interest and satisfaction had mean scores of 79.78 (SD 14.18) and 78.04 (SD 12.50) on a Likert scale ranging from 0 to 100, respectively.

### Table 5. Mean (SD) simulator sickness questionnaire scores associated with the virtual reality cognitive training (n=23).

<table>
<thead>
<tr>
<th>Session</th>
<th>Nausea</th>
<th>Oculomotor</th>
<th>Disorientation</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.95 (14.80)</td>
<td>14.83 (14.18)</td>
<td>22.39 (22.89)</td>
<td>17.24 (17.53)</td>
</tr>
<tr>
<td>2</td>
<td>6.22 (10.61)</td>
<td>11.53 (16.30)</td>
<td>15.13 (18.25)</td>
<td>12.20 (15.59)</td>
</tr>
<tr>
<td>3</td>
<td>9.13 (12.69)</td>
<td>11.21 (16.62)</td>
<td>16.95 (25.51)</td>
<td>13.66 (18.86)</td>
</tr>
<tr>
<td>4</td>
<td>6.64 (9.73)</td>
<td>9.89 (14.89)</td>
<td>10.29 (19.78)</td>
<td>10.24 (14.97)</td>
</tr>
<tr>
<td>5</td>
<td>6.64 (10.54)</td>
<td>7.91 (13.02)</td>
<td>13.92 (23.37)</td>
<td>10.24 (14.63)</td>
</tr>
<tr>
<td>6</td>
<td>2.45 (7.17)</td>
<td>9.56 (15.70)</td>
<td>20.58 (26.83)</td>
<td>11.22 (16.18)</td>
</tr>
<tr>
<td>7</td>
<td>5.39 (6.94)</td>
<td>9.89 (12.61)</td>
<td>19.37 (27.12)</td>
<td>12.20 (14.93)</td>
</tr>
<tr>
<td>8</td>
<td>9.97 (11.20)</td>
<td>14.82 (17.27)</td>
<td>18.98 (27.35)</td>
<td>16.32 (19.47)</td>
</tr>
</tbody>
</table>

Increased Functional Connectivity in rsfMRI

We investigated brain functional connectivity in the visual network associated with the improvement in the RCFT copy task. The areas with significantly increased connectivity in the seed-to-voxel visual networks are presented in Table 6: (a) from the right visual lateral cortices to the left paracingulate gyrus, right paracingulate gyrus, left frontal pole, left superior frontal gyrus, anterior cingulate gyrus, and white matter; and (b) from the visual medial cortices to the right insular cortex, right frontal pole, right frontal operculum cortex, right caudate, left caudate, right putamen, left insular cortex, and white matter. Figure 2 depicts the increased regional functional connectivity in the brain cortices and the white matter that are related to improvements in the RCFT copy task in the VR group compared to the control group.
Table 6. Functional visual network connectivity related to improved Rey-Osterrieth Complex Figure Test copy task scores after virtual reality cognitive training.

<table>
<thead>
<tr>
<th>Seed and connected regions (voxels)</th>
<th>Clusters</th>
<th>Voxel (2×2×2)</th>
<th>MNI$^a$ coordinates (x, y, z)$^b$</th>
<th>FDR$^c$–corrected P value$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visual lateral, R$^e$</strong></td>
<td>291</td>
<td>–06, +40, +42</td>
<td>118</td>
<td>.003</td>
</tr>
<tr>
<td>Paracingulate gyrus, L$^f$</td>
<td>118</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paracingulate gyrus, R</td>
<td>68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal pole, L</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior frontal gyrus, L</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anterior cingulate gyrus</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal pole, R</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White matter</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visual medial</strong></td>
<td>719 and 401</td>
<td>+16, +20, +16 and -22, +22, +16</td>
<td>&lt;.001 and &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Insular cortex, R</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal pole, R</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal operculum cortex, R</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caudate, R</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caudate, L</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Putamen, R</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White matter</td>
<td>546</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insular cortex, L</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White matter</td>
<td>399</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual lateral, L</td>
<td>N/A$^g$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Visual occipital</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$MNI: Montreal Neurological Institute.

$^b$Coordinates indicate the representative coverage region with maximum power among all connected regions.

$^c$False-discovery Rate.

$^d$Group-level analyses between the VR and control groups were performed using a general linear model with Rey-Osterrieth Complex Figure Test copy task improvement as an explanatory variable and the post-pre training z transformation value as a dependent variable after adjusting for age, years of education, sex, Clinical Dementia Rating-Sum of Boxes, depressive symptoms, and pharmacotherapy.

$^e$R: right side.

$^f$L: left side.

$^g$N/A: not applicable.
**Discussion**

**Principal Findings**

This study found that 1-month multidomain cognitive training using fully immersive VR was effective in improving visuospatial function and frontal-occipital functional connectivity, as well as apathy, affect, and QoL in older people in a predementia cognitive state.

The first major finding of this study is that VR cognitive training resulted in improvements in the RCFT copy task. Despite the inconsistent results reported in the literature, training-related changes in cognition have been repeatedly found in older people with cognitive disorders [9,10]. Neuropsychological test score improvements after traditional pen-and-paper or computerized cognitive training have been found in measures of global composite cognition [46-48], verbal memory [11,46,49,50], verbal letter fluency [46,47], verbal fluency [51,52], and visuospatial function in the clock-drawing test [46,53]. It has also been reported that VR cognitive training was effective in improving frontal executive function in individuals with MCI [54], as well as attention and visual memory in older people [55,56]. In line with these previous studies, our results also showed that multidomain cognitive training in a virtual environment was effective in visuospatial function measured by the RCFT copy task in total and basic components comprising the gestalt of the feature showing the ability to approach [26,27]. Although not significant, improvements in naming ability, verbal memory delayed recall, and frontal executive function were also found in the training group compared to the control group. It is possible that the relatively short 1-month training period might have resulted in the lack of group difference, as a learning effect may have impacted the posttraining neuropsychological test results in the control group. However, the improvement in visuospatial function in the VR group, even after the short period of cognitive training, might be attributed to the ecological nature of the fully immersive VR environment. In the enriched auditorily and visually stimulating environment, processing of visual orientation, visuospatial construction, and visual selective attention likely occurred [57,58]. In recent studies with VR evaluation, investigators have been able to effectively differentiate between the navigational [59] and visuospatial deficits observed in patients with MCI and healthy older people [60,61]. In studies with VR interventions, VR cognitive training was found to be effective [55,62] or ineffective [56,63] in improving visuospatial function.
in older people or those in an early dementia stage. We believe that the cognitive training performed in the maximally immersive environment with the head-mounted display, headphones, and hand movement trackers in our study might have increased visuospatial functioning in those at a predementia stage [64]. The immersion methods utilized in previous studies investigating VR cognitive training in older people have employed desktop-based systems [55,56], screen and sensors [62], screen and glasses [65,66], and head-mounted display and fixed joystick setups [63]. Although heterogeneity in study populations and methodological differences among prior studies have resulted in inconsistent findings, this study provides further evidence to support the benefits of VR cognitive training in eliciting improvements in visuospatial processing through the repeated presentation of real-world, dynamic, multisensory, and interactive environments.

Another novel finding was the increased functional connectivity observed in the frontal-occipital cortical network after VR cognitive training, which was associated with improved performance in the RCFT copy task, consistent with the associations between cognitive improvements and neuronal plasticity that have been observed previously [67]. In patients with MCI, significant associations have been observed between verbal memory improvement and left hippocampal activation in task-related fMRI after 8-week training to improve auditory processing speed and accuracy [11]. Other studies have shown that 6 weeks of episodic memory training in patients with MCI resulted in the manifestation of new associations between improved delayed word recall test performance and brain activation in the right inferior parietal lobe in fMRI during memory encoding [68]. In healthy older people, 8 weeks of exposure to a cognitive control training program led to an increased frontoparietal network related to cognitive control ability [69]; another study found that verbal recall was associated with an increased left hippocampal volume in healthy older people after 8 weekly verbal recall memory training sessions [70]. Thus, in this study, repetitive cognitive training in a novel fully immersive environment might have increased the frontal-occipital activation in accordance with improved visuospatial function. We also observed increased functional connectivity in white matter areas, which are known to exhibit a lower hemodynamic response than the grey matter. Although fMRI studies have focused on grey matter until recently, these areas have been found to be associated with visuoconstructive ability based on the Van Sommers model of drawing [74]; according to this cognitive model, the RCFT copy task consists of (i) visual recognition of a 2D Rey-Osterrieth complex figure; (ii) visual representation of the figure in long-term or temporary memory; (iii) graphical output processes such as those related to depiction decisions (eg, context, orientation, viewpoint, details, and boundary) or reproduction strategies (eg, copying orders, dimensions, shapes, diagonals, crosses, line sets); (iv) graphical planning (eg, routine or contingent planning); and (v) articulation and economic constraints during motor output. Through these steps, multiple brain regions have been found to be associated with performance in the RCFT copy task, including the temporal, parietal, occipital, and frontal cortices in both hemispheres or in the right hemisphere alone [75-77]. Although we observed increased activity only in the primary visual cortices (visual medial) and the right associative visual cortices (right visual lateral) connecting to the areas in the middle frontal cortices, these regions are known to be involved in the visual recognition and graphic output planning processes required to complete the RCFT copy task [74], and are associated with visuo-motor transformation and multistep object use in the task [77]. A recent study reported that lesions in the right superior parietal lobe and the middle occipital gyrus were associated with poor RCFT copy task performance [78], which is in accordance with our results. Furthermore, there have been reports on improvements in nontrained cognitive functions, also known as transfer effects, in memory training in older people with MCI [79,80]. Previous studies have shown that repeated memory-focused training might have enhanced the processing speed of memory retrieval and the efficiency of working memory, assuming that frontal executive function was the main recipient of the transfer effects [79,80]. Although recent studies have applied cognitive training with novel computerized tools and involvement of multiple cognitive domains, existing programs have only applied cognitive training in a 2D environment with an emphasis on language abilities [9,53,79,81]. Since frontal executive function plays a major role in all cognitive domains and higher-order cognitive controls [82], the improved performance on the RCFT copy task may be supported by increased functional connectivity in the frontal-occipital network.

The psychiatric benefit of VR cognitive training in individuals in a predementia or early dementia stage should be considered. In this study, participants in the VR group showed improved apathy, affect, and QoL scores after training compared with those in the control group. A recent review reported that computerized cognitive training resulted in long-term improvements in psychological outcome measures [16]. Although methodologies vary across studies, 3D VR cognitive training was effective in improving depressive symptoms in patients with MCI compared with an active control group receiving music therapy [63]. Moreover, a few feasibility studies have reported improved alertness, pleasure, apathy, and security following one-time exposure to a less immersive VR environment [65,66]. We postulate that apathy, affect, and QoL might be improved by the VR cognitive training, as these are some of the early symptoms of dementia [83]. Immersive virtual environments might facilitate the limited functioning of patients with cognitive disorders that affect communication, interaction, motivation, engagement, and positive attitudes toward others [84]. Thus, the importance of virtual environments should be considered in cognitive training because the feeling of presence itself in a 3D space can enhance volitional motivation, allowing one to constantly process external stimuli and cognitively adjust to changing environments [85].
Simulator sickness reported after every session was minimal in the VR cognitive training group. In this study, the SSQ total score (mean 12.86, SD 11.82) indicated minimal symptoms (score 5-10) according to the suggested categorization established in flight simulators [86]. Although the SSQ was originally developed and validated in military personnel using flight simulators, it is the most commonly used measure of sickness in a virtual environment [40]. A recent meta-analysis of the SSQ in virtual environments reported total and subscale scores and dropout rates according to VR conditions (total 28.00, SD 1.71; nausea 16.72, SD 0.77; oculomotor 17.09, SD 0.55; disorientation 23.50, SD 1.17; dropout rate 15.6%) [87]. Compared to the results in a VR environment, our results on the SSQ scores and dropout rates (8%) showed better tolerability, with moderate interest and satisfaction. The SSQ scores have been reported to be higher in VR than in a flight simulator environment [86] and with gaming content than without it [87]. Despite the characteristics of VR in this study, such as fully immerse, game and training components, and old users at an early stage of cognitive decline, these results may imply that fully immersive VR can be a safe and interesting method for cognitive training.

Limitations
Our study had several strengths and limitations. This is one of the largest VR cognitive training studies to use a fully immersive 3D VR program. Compared to 2D or semi-immersive VR programs, our results highlight the positive effects of employing fully immersive 3D VR in cognitive training, as we found neural evidence supporting the improvement in visuospatial function. However, there are several limitations and lessons learned in this study. First, the small sample size and short training period were the main limitations. Although sample sizes in studies investigating the effects of cognitive training are increasing [88], most VR trials still rely on small sample sizes and are performed over a short duration, especially those using fully virtual environments [15]. Short clinical trial periods in previous studies investigating the effect of computerized cognitive training programs have also been a limiting factor in the field as a whole [88]. Thus, future studies should aim to increase the sample sizes and extend the duration of training to better evaluate the effect of VR cognitive training. Second, we considered that the per-protocol analysis could bias the results of this randomized controlled trial, although the number of participants who dropped out of the study was the same in both groups. Third, the lack of an active control group in this study is another limitation. Some previous trials have included active control groups receiving psychoeducation, cognitive therapy, face-to-face music therapy, or pen-and-paper cognitive training for comparisons with the VR training group [15,63]. In the future, various active control groups should be considered to confirm the effectiveness of VR cognitive training. Fourth, the lack of examination for AD biomarkers such as cerebrospinal fluid analysis or brain imaging for amyloid detection can be a limitation because it is unclear whether the participants in our study will develop AD, which is the most prevalent cause of dementia. Future studies involving AD biomarkers could clearly explain the pure effect of cognitive training in individuals in a preclinical or prodromal dementia state. Lastly, heterogeneity among patients, practitioners, program content, and accessibility to the VR system can limit the generalizability of the results to other populations.

Conclusions
We found that fully immersive VR cognitive training improved cognition and psychiatric symptoms in a predementia state. Visuospatial function improved in such individuals relative to controls, and this finding was supported by increased frontal-occipital functional connectivity assessed by rsfMRI. These findings suggest that VR training can enhance visuospatial ability by exposing patients to an enriched virtual environment, leading to improved apathy, affect, and QoL. Our results support the neurotherapeutic use of VR cognitive training as an effective nonpharmacological intervention for those who are at risk for dementia; however, more rigorous trials should be performed to confirm the effects and identify the associated neural mechanisms.
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Abstract

Background: Complex regional pain syndrome (CRPS) is a rare and severe chronic pain condition, with effective treatment options not established for many patients. The underlying pathophysiology remains unclear, but there is a growing appreciation for the role of central mechanisms which have formed the basis for brain-based therapies such as transcranial magnetic stimulation and mirror visual feedback (MVF). MVF has been deployed in the treatment of CRPS using both conventional mirrors and virtual reality (VR).

Objective: The aim of this study was to further investigate the use of VR in the treatment of patients with unilateral upper limb CRPS. VR has the potential advantage of more flexible and more motivating tasks, as well as the option of tracking patient improvement through the use of movement data.

Methods: We describe the development, acceptability, feasibility, and usability of an open-source VR program MVF module designed to be used with consumer VR systems for the treatment of CRPS. The development team was an interdisciplinary group of physical therapists, pain researchers, and VR researchers. Patients recruited from a pain clinic completed 3-5 visits each to trial the system and assessed their experiences in pre- and post-treatment questionnaires.

Results: All 9 (100%) participants were able to use the system for 3, 4, or 5 trials each. None of the participants quit any trial due to cybersickness. All 9 (100%) participants reported interest in using the module in the future. Participants’ reported average pain scores in the affected limb were not significantly different from baseline during treatment or after treatment (P=.16). We did not find a statistically significant effect on participants’ self-reported average pain scores.

Conclusions: We propose that this module could be a useful starting point for modification and testing for other researchers. We share modifications to make this module usable with standalone headsets and finger tracking. Next steps include adapting this module for at-home use, or for use with participants with lower limb pain.

(J Med Internet Res 2021;23(5):e16536) doi:10.2196/16536
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Introduction

Complex regional pain syndrome (CRPS) is a rare and severe chronic pain condition, defined as “continuing pain...disproportionate to any inciting event,” accompanied by an array of varying signs and symptoms (sensory, vasomotor, sudomotor/edema, or motor/trophic features) which do not fit other diagnoses [1-3]. A Cochrane Review found low level of quality of evidence for CRPS treatments [4], with current treatment guidelines based largely on expert experience, case reports, open-label trials, and pilot studies [3]. Thus, many patients are without established, effective treatment options [5]. While the underlying pathophysiology remains unclear, there is a growing appreciation for the role of central mechanisms which have formed the basis for brain-based therapies such as transcranial magnetic stimulation [6] and mirror visual feedback (MVF). MVF [7] has been deployed in the treatment of CRPS using both conventional mirrors [8] and virtual reality (VR) [9-11]. VR has the advantage of more flexible and more motivating tasks [10-12], the ability to be used at home [13], and the option of tracking patient improvement through the use of movement data [11,12,14]. However, barriers of cost and difficulty of adoption have prevented this technology from being widely used.

Given the advent of inexpensive, portable consumer VR systems, systematically testing the potential of these systems for the treatment of CRPS and other disorders has become a possibility for many researchers who have not previously used VR in medicine. Virtual environments for therapeutic purposes can be created using game engines such as Unity 3D or Unreal. These virtual environments can be modified to allow researchers to investigate the effects of avatar realism, limb swapping, changing the appearance of the targets, changing the environment around the targets, etc. However, because many researchers working with clinical populations have limited experience building virtual environments, there is a significant barrier to entry.

To provide a tool for the research community as well as for our own research, we developed an open-source VR mirror module that could be used for our own experiments. We deployed this module in a pilot study for patients with chronic unilateral upper limb CRPS.

This pilot study was a feasibility study to test the usability of the VR system and its acceptance, ease of use, and patient willingness to engage. We evaluated these goals by examining participant retention, as well as qualitative comments on general usability and interest in engaging with the module at home. Participants’ reported average pain scores in the affected limb were not significantly different from baseline after treatment ($P=.16$). Furthermore, all participants completed the required sessions for this study and qualitative measures indicated that participants were interested in continuing the therapy at home.

Methods

Virtual Reality Application

A team of pain researchers and VR researchers created a simple open-source VR application for patients with CRPS using the game engine Unity 3D. This application is compatible with a range of consumer VR systems that use head-mounted displays and hand controllers or hand tracking to allow users to interact with virtual content by controlling avatars. Figure 1 shows an example of a user’s view of their avatar’s hands which are controlled by their movements.

As in conventional MVF, movement from the patient’s uninjured hand was transformed over the midline to symmetrically animate their avatar hand on the injured side. Thus, patients’ uninjured hands could control the movements of both avatar hands, just as in conventional mirror therapy.
Participants

In the summer of 2017, 110 adult patients in the database of a pain clinic at a large United States university with a diagnosis of unilateral CRPS in an upper extremity were contacted to ask if they would be interested in participating in a pilot study to test the feasibility of a novel VR intervention. Eligible patients had average pain level reported on a Visual Analog Scale as greater than or equal to 4 out of 10, were on a stable treatment plan for the month preceding the study, and could commit to multiple visits. A total of 9 patients (6 female and 3 male) were recruited within the 2-month time span set for the study. Among the 9 patients, 7 (78%) identified as Caucasian, 1 (11%) as Asian, and 1 as “other” (11%). Their ages ranged from 19 to 60 years, with the median being 42 and mean 44. Their education level ranged from a high-school diploma to graduate degrees, and their income ranged from under US $10,000 to US $80,000 or more. All 9 patients were right handed, with 3 having CRPS on the left upper extremity and 6 with right upper extremity CRPS. All patients signed informed consent in the clinic, received US $20 per hour of visit time, and the experiment was approved by the Stanford Institutional Review Board. The consent form, along with all other study materials, is shown in Multimedia Appendix 1.

Table 1 shows participants’ symptom onset and duration.
### Table 1. Participants’ CRPS symptom onset and duration.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Symptom onset date</th>
<th>Duration (from the onset of CRPS(^a) to the baseline assessment date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>August 16, 2008</td>
<td>8 years and 11 months</td>
</tr>
<tr>
<td>3</td>
<td>May 15, 2010</td>
<td>7 years and 2 months</td>
</tr>
<tr>
<td>4</td>
<td>December 12, 2012</td>
<td>4 years and 7 months</td>
</tr>
<tr>
<td>7</td>
<td>January 11, 2015</td>
<td>2 years and 6 months</td>
</tr>
<tr>
<td>8</td>
<td>June 1, 2013</td>
<td>4 years and 2 months</td>
</tr>
<tr>
<td>9</td>
<td>September 6, 2016</td>
<td>10 months and 29 days</td>
</tr>
<tr>
<td>10</td>
<td>August 7, 2016</td>
<td>1 year and 16 days</td>
</tr>
<tr>
<td>11</td>
<td>March 28, 2013</td>
<td>4 years and 4 months</td>
</tr>
<tr>
<td>12</td>
<td>February 2, 2015</td>
<td>4 years and 6 months</td>
</tr>
</tbody>
</table>

\(^a\)CRPS: complex regional pain syndrome.

### Materials

To make this environment as accessible to as many users as possible, it was built to accommodate both the hardware systems currently supported by the Steam VR plug-in in the Unity game engine. At the time of the experiment, these were the Oculus Rift/Touch system [14] and the HTC VIVE system [15], both of which cost less than US $400 and could be deployed using a “VR-ready” laptop as seen in Multimedia Appendix 2. The application can accommodate, but does not require, room-scale tracking. Since this initial study, the project has been revised to be used with standalone headsets that include hand and finger tracking. Original and revised projects and documentation can be found in [16].

### Baseline Survey

All visits took place in July and August of 2017. After the screening interview, participants completed a baseline survey at the clinic through the institution’s REDCap account. This survey consisted of a set of demographic and baseline measures, including the PROMIS measures of pain and daily function [17]. This survey was repeated after the last session, and 1 month after the study. All survey instruments are provided in Multimedia Appendix 1.

### Procedure

Participants then returned to the clinic weekly for a minimum of 4 sessions of immersive VR, with an optional fifth visit based on participant interest and availability. After each session, participants completed a daily pain survey (modified from the Brief Pain Inventory [18]) and a presence questionnaire derived from Witmer and Singer [19]. Participants were seated in a swivel chair in front of the computer and a researcher (AB) helped them to don the headset and hold the hand controller in their unaffected hand. Avatars were scaled to the participants’ seated height and the color of the arms and hands was selected at the beginning of the session. For participants suffering from CRPS of the right upper limb, both avatar hands were controlled using the left controller. For participants suffering from CRPS of the left upper limb, this was reversed and both avatar hands were controlled using the right controller. It was too painful for some participants to hold the tracker with their injured hand, so all participants held only 1 tracker on their uninjured side.

The researcher (AB) then began the session by pressing the spacebar key. Each time the key was pressed, one of a series of 18 targets of 3 different sizes (6 large, 6 medium, and 6 small) appeared in random order in the midline of the participant’s field of view. Participants were asked to bring both the injured and uninjured hands together to contact the target. When an avatar hand contacted the target, a chime sounded, and the target object disappeared. Participants completed as many sets of target hitting as they wished (mean 7.5 [SD 2.25]). For the first 2 participants, the protocol differed slightly for their first 2 visits, in that they were only allowed to complete 2 sets.

### Measures Taken at Each Session

**Pain, Physical Activity, Mood, and Quality of Sleep**

Before completing the target-hitting task, participants reported their average level of pain throughout their body and in their affected CRPS limb, their level of physical activity, their mood, and the quality of their sleep over the past 24 hours, as well as their CRPS-related pain at that moment and any qualitative responses (Figure 2). These data are described in Multimedia Appendix 3.
**Movement Data**

Participants’ movements were recorded at a rate of 30 times per second. As each target was hit, the time and the position of the trackers at the time of contact were also recorded.

**Cybersickness Measures**

When considering the effectiveness of such a system in a clinical setting, it is important to assess its usability. Thus, we included a measure of cybersickness, also known as simulator sickness, which occurs when exposure to a virtual environment causes symptoms similar to motion sickness.

**Results**

All 9 participants completed 3, 4, or 5 sessions, and all were interested in continuing the therapy at home. Detailed results are presented in the following sections.

**Baseline Survey**

The results of the baseline surveys can be found in Multimedia Appendix 3.

**Pain, Physical Activity, Mood, and Quality of Sleep**

Several participants commented positively on the sessions, for example “VR helped hand pain!” and “I’m more likely to use my affected arm than I was before the study. Even my family noticed.” However, using a linear mixed model with Bonferroni-corrected $\alpha$ of .01 for multiple comparisons, there were no statistically significant differences over time on average or highest pain of the affected limb or body, or on physical activity, mood, or quality of sleep. Table 2 shows these results.

### Table 2.

Nonsignificant effects of time on patient self-reported outcomes using linear mixed models, predicting each outcome measure averaged at each time point and including participant ID as a random effect. Alpha adjusted to .007 using Bonferroni correction for multiple comparisons. We note that this study was not powered to detect efficacy.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you rate your average level of pain in your affected CRPS limb over the past 24 hours?</td>
<td>.13</td>
</tr>
<tr>
<td>How would you rate your average level of pain in your throughout your body over the past 24 hours?</td>
<td>.76</td>
</tr>
<tr>
<td>How would you rate your highest level of pain in your affected CRPS limb over the past 24 hours?</td>
<td>.04</td>
</tr>
<tr>
<td>How would you rate your highest level of pain throughout your body over the past 24 hours?</td>
<td>.64</td>
</tr>
<tr>
<td>How would you rate your level of physical activity over the past 24 hours?</td>
<td>.75</td>
</tr>
<tr>
<td>Rate your overall mood for the past 24 hours.</td>
<td>.60</td>
</tr>
<tr>
<td>How would you rate the quality of your sleep over the past 24 hours?</td>
<td>.84</td>
</tr>
</tbody>
</table>
Movement Data
Most consumer VR systems contain trackers on the head-mounted display and 2 hand controllers, each of which captures both position (X,Y,Z) and orientation (pitch, yaw, roll) data at each frame. The default setting in our current module is to record every third frame, for a rate of approximately 30 frames per second. However, the frame rate can be modified to record at a higher or lower rate. We saved movement data for each tracker to a separate CSV file at the end of the experiment. We note that the data we recorded reflect the actual positions of the single tracker held by the participants, and the head-mounted display that they wore on their heads.

In this pilot study, participants’ head and uninjured hand movements were tracked. Participants were not asked to hold or attach a hand sensor to their injured hand, on the grounds that this might exacerbate their injury. Thus, the data collected from these sensors cannot inform us about how participants may or may not have moved their injured arm during the experiment. Data collected from the other 2 sensors can be used to examine changes in movement over the course of the following sessions, and can also be compared with other, self-reported measures. A representative example of movement data can be found in Multimedia Appendix 4.

Cybersickness
The majority (7 participants) reported no cybersickness, with 2 participants rating their cybersickness as “slight.” No participants quit any trial due to its effects.

Discussion
Principal Findings
In this pilot study, we tested the feasibility, ease of use, and patient willingness to engage with an open-source MVF VR module for CRPS. All 9 participants were able to use the system for 3, 4, or 5 trials each, all participants stated that they were interested in an at-home trial if one were made available, and no participants stopped any trial due to cybersickness. We did not find a statistically significant effect of trial on participants’ self-reported average pain scores, but this is not surprising given that the study was not intended or powered to detect a clinical signal for efficacy.

Limitations
Because of the small number of participants, we cannot draw conclusions about efficacy nor do we have enough information to discuss generalizability. In addition, participants were not blinded to treatment, and the researcher working directly with the patients (AB) was also not blind to the purpose of the study.

Next Steps
Because in this study, participants only held the trackers in their uninjured hand, we could not directly track improvement in movement on the injured side.

Although hand tracking was not available at the time this study was conducted, we have since updated the project to include markerless hand tracking, including finger tracking through the Oculus Quest. This can facilitate tracking of the injured hand, and may also improve the overall patient experience. Future work should examine whether markerless tracking and finger tracking improve patient outcomes.

Other potential easy modifications include changing the appearance of the avatar body, changing how the avatar limbs are controlled, and changing the appearance and placement of the targets. We have made this project open source with the goal of encouraging further exploration of deploying MVF in immersive VR using consumer systems.

This pilot study measured participant pain scores using a daily pain survey modified from the Brief Pain Inventory [18]. Future studies may use other standardized pain indicators, for example, Pain Self-Efficacy Questionnaire (PSEQ) [20], EuroQol-5D (EQ-5D) [21], or Pain Catastrophizing Scale (PCS) [22], as well as analyzing improved function as an indicator of positive outcome.

All 9 participants in our initial pilot study were interested in an at-home trial if one were made available. While at-home VR systems are still out of reach for most consumers, such systems can increase accessibility [23]. An at-home module would allow patients to use the module at will and could also be a useful channel of communication between the clinician and the patient. In such a system, safety and social interaction must be fully considered. Thus, any consent form for such an environment should reiterate potential risks and protection of patients’ data must also be assured [24].

We note that this software is not a commercial system or patient-ready application. Rather, it is designed to be used as a potential starting point for research for other clinicians interested in exploring potential therapeutic uses of immersive VR for visual feedback on movement. We look forward to the contributions of other researchers in this area.

Conflicts of Interest
None declared.

Multimedia Appendix 1
All study materials, including consent form, interview protocol and survey questions. [PDF File (Adobe PDF File), 511 KB - jmir_v23i5e16536_app1.pdf]

Multimedia Appendix 2
A video of two research assistants using the system to simulate the patient experience.
Multimedia Appendix 3
Anonymized data set containing participants' self-reported pain ratings before and after the virtual reality sessions.

Multimedia Appendix 4
A representative example of participant movement data.

References


Abbreviations

CRPS: complex regional pain syndrome
EQ-5D: EuroQol-5D
MVF: mirror visual feedback
PCS: Pain Catastrophizing Scale
PSEQ: Pain Self-Efficacy Questionnaire
VR: virtual reality

©Andrea Stevenson Won, Ariana C Barreau, Mark Gaertner, Tristan Stone, Joshua Zhu, Cheng Yao Wang, Sean Mackey. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 26.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.
Virtual Reality for Sedation During Atrial Fibrillation Ablation in Clinical Practice: Observational Study

Thomas Roxburgh¹, MD; Anthony Li², MD; Charles Guenancia³, MD, PhD; Patrice Pernollet¹, MD; Claire Bouleti¹, MD, PhD; Benjamin Alos¹, MD, MSc; Matthieu Gras¹, MD; Thomas Kerforne¹, MD, PhD; Denis Frasca¹, MD, PhD; François Le Gal¹, MD, PhD; Luc Christiaens¹, MD; Bruno Degand¹, MD; Rodrigue Garcia¹, MD, PhD

¹Department of Anesthesia and Critical Care, University Hospital of Poitiers, Poitiers, France
²Cardiology Clinical Academic Group, St George’s, University of London, London, United Kingdom
³Cardiology Department, University Hospital of Dijon, Dijon, France

Corresponding Author:
Rodrigue Garcia, MD, PhD
Department of Anesthesia and Critical Care
University Hospital of Poitiers
2 Rue de la Milétrie
Poitiers, 86021
France
Phone: 33 549443729
Email: rodrigue.garcia@chu-poitiers.fr

Abstract

Background: Connected devices are dramatically changing many aspects in health care. One such device, the virtual reality (VR) headset, has recently been shown to improve analgesia in a small sample of patients undergoing transcatheter aortic valve implantation.

Objective: We aimed to investigate the feasibility and effectiveness of VR in patients undergoing atrial fibrillation (AF) ablation under conscious sedation.

Methods: All patients who underwent an AF ablation with VR from March to May 2020 were included. Patients were compared to a consecutive cohort of patients who underwent AF ablation in the 3 months prior to the study. Primary efficacy was assessed by using a visual analog scale, summarizing the overall pain experienced during the ablation.

Results: The AF cryoablation procedure with VR was performed for 48 patients (mean age 63.0, SD 10.9 years; n=16, 33.3% females). No patient refused to use the device, although 14.6% (n=7) terminated the VR session prematurely. Preparation of the VR headset took on average 78 (SD 13) seconds. Compared to the control group, the mean perceived pain, assessed with the visual analog scale, was lower in the VR group (3.5 [SD 1.5] vs 4.3 [SD 1.6]; P=.004), and comfort was higher in the VR group (7.5 [SD 1.6] vs 6.8 [SD 1.7]; P=.03). On the other hand, morphine consumption was not different between the groups. Lastly, complications, as well as procedure and fluoroscopy duration, were not different between the two groups.

Conclusions: We found that VR was associated with a reduction in the perception of pain in patients undergoing AF ablation under conscious sedation. Our findings demonstrate that VR can be easily incorporated into the standard ablation workflow.

(J Med Internet Res 2021;23(5):e26349) doi:10.2196/26349
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Introduction

Atrial fibrillation (AF) ablation is an established therapy for patients with symptomatic AF [1]. The number of AF ablations is increasing year on year, but the availability of general anesthesia does not meet demand [2]. As such, it is now commonplace for procedures to be performed under conscious sedation. However, patients’ pain and discomfort during AF ablation may be associated with poorer outcomes [3].

Connected devices are dramatically changing many aspects in health care [4-7]. While in cardiology, the majority of devices are intended to monitor heart rhythm, others have a therapeutic
purpose [8-10]. One such device, the virtual reality headset, is the subject of numerous studies [11-15] and has recently shown to improve analgesia in a small sample of patients undergoing transcatheter aortic valve implantation [16,17]. To our knowledge, this device has not been tested in other cardiac procedures.

We aimed to investigate the feasibility and effectiveness of VR in patients undergoing catheter ablation of AF under conscious sedation.

Methods

Recruitment

From March to May 2020, all consecutive patients in whom an AF ablation was performed using cryoballoon (Arctic Front Advance; Medtronic) at the University Hospital of Poitiers were included. All participants received VR using a Deepsen headset on top of the usual analgesia protocol. The VR technique uses cognitive saturation in association with cardiac coherence breathing, music therapy, and gamification [18]. At the beginning of the session, 5 minutes of cardiac coherence breathing was delivered. Then, the patient was immersed in 1 of 5 3D computer-simulated scenarios. During the whole procedure, music therapy and gamification were also used. The patient played an active role as he or she interacted with the virtual environment, which aimed to deepen the immersion to unconsciously disconnect the patient from painful moments in the procedure. Our analgesia protocol consisted of 1 g of intravenous (IV) paracetamol, 20 mg of IV nefopam, 1 mg of IV midazolam, and 3 mg of IV morphine just before the start of the procedure. Patients could also request additional analgesia, in which case further boluses of 1 mg of morphine were given. Patients who underwent AF ablation with VR were compared to a consecutive cohort of patients who received routine AF cryoablation in the 3 months prior to the study using the standard analgesia protocol.

Outcomes

The feasibility of VR was assessed by the number of patients who refused this technique, the tolerance of the VR headset, and the time taken to install the device. Primary efficacy was assessed by using a visual analog scale (VAS), shown to the patient 45 minutes post procedure when they were asked to select a single point on the scale to summarize the overall pain experienced during the ablation [19]. The maximum pain intensity perceived was also recorded using a VAS score. Finally, the patient’s comfort was assessed using a numerical scale, with 0 being “the most uncomfortable procedure you could have” and 10 being “the most comfortable procedure you could have.” Oral informed consent was obtained from all participants. According to French legislation, this study was declared to the Commission Informatique et Libertés and did not require the approval of an Ethics Committee as this device is CE marked and is already used in routine clinical practice in some centers in France.

Statistical Analysis

Continuous variables were expressed as mean (SD) and categorical variables were presented as numbers and percentages. Comparisons between groups were performed using the Student t test or the Mann-Whitney U test for continuous variables as appropriate, and the chi-square test for categorical variables. Analyses were performed using SPSS 22 (IBM Corp) statistical software.

Results

Feasibility

A total of 48 patients were enrolled to receive VR during AF cryoablation procedure (mean age 63.0, SD 10.9 years; n=16, 33.3% females). No patient refused to use the device, although 7 (14.6%) terminated the VR session prematurely. Four patients had a vasovagal reaction and 3 experienced cybersickness (vertigo: n=2; headache: n=1) (Figure 1). Preparation of the VR headset took on average 78 (SD 13) seconds.

Figure 1. Virtual reality (VR) use during atrial fibrillation (AF) ablation.
Efficacy

The control group comprised 51 patients. No significant differences were found between control and intervention groups in terms of age, gender, New York Heart Association functional class, left ventricular ejection fraction, or previous medications (Table 1).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Virtual reality group (n=48)</th>
<th>Control group (n=51)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.0 (10.9)</td>
<td>64.5 (10.4)</td>
<td>.46</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>32 (67)</td>
<td>39 (76)</td>
<td>.28</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.0 (4.6)</td>
<td>27.4 (4.9)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>NYHA functional class</strong>, n (%)</td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Class I-II</td>
<td>30 (83)</td>
<td>33 (89)</td>
<td></td>
</tr>
<tr>
<td>Class III-IV</td>
<td>6 (17)</td>
<td>4 (11)</td>
<td></td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>19 (40)</td>
<td>17 (53)</td>
<td>.18</td>
</tr>
<tr>
<td>Diabetes mellitus, n (%)</td>
<td>5 (10)</td>
<td>2 (3)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Atrial fibrillation</strong>, n (%)</td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Paroxysmal</td>
<td>19 (40)</td>
<td>27 (53)</td>
<td></td>
</tr>
<tr>
<td>Persistent</td>
<td>29 (60)</td>
<td>24 (47)</td>
<td></td>
</tr>
<tr>
<td>Long-standing persistent</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>CHA₂DS²-VASc score (SD)</strong></td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>0-1</td>
<td>15 (32)</td>
<td>15 (29)</td>
<td></td>
</tr>
<tr>
<td>2-3</td>
<td>29 (60)</td>
<td>29 (57)</td>
<td></td>
</tr>
<tr>
<td>≥4</td>
<td>4 (8)</td>
<td>7 (14)</td>
<td></td>
</tr>
<tr>
<td>Ischemic cardiomyopathy, n (%)</td>
<td>4 (8)</td>
<td>11 (22)</td>
<td>.06</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>137 (18)</td>
<td>136 (23)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Electrocardiogram</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate (bpm), mean (SD)</td>
<td>72 (19)</td>
<td>74 (22)</td>
<td>.63</td>
</tr>
<tr>
<td>Sinus rhythm, n (%)</td>
<td>30 (63)</td>
<td>35 (69)</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Echocardiography, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left ventricular ejection fraction (%)</td>
<td>59 (9)</td>
<td>59 (10)</td>
<td>.74</td>
</tr>
<tr>
<td>Left atrial volume (mL/m²)</td>
<td>76 (28)</td>
<td>70 (23)</td>
<td>.18</td>
</tr>
<tr>
<td>NT-proBNP (ng/L), mean (SD)</td>
<td>656 (956)</td>
<td>760 (1127)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Medication</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticoagulant</td>
<td>47 (98)</td>
<td>50 (98)</td>
<td>.72</td>
</tr>
<tr>
<td>Beta-blockers</td>
<td>44 (92)</td>
<td>46 (90)</td>
<td>.80</td>
</tr>
<tr>
<td>Angiotensin-converting enzyme inhibitor</td>
<td>23 (48)</td>
<td>22 (43)</td>
<td>.63</td>
</tr>
<tr>
<td>Antiplatelet agents</td>
<td>2 (4)</td>
<td>5 (10)</td>
<td>.23</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>19 (40)</td>
<td>29 (57)</td>
<td>.36</td>
</tr>
</tbody>
</table>

| Note:                                            |                               |                      |         |
| a New York Heart Association (NYHA) functional class was calculated for patients with heart failure (n=36 in the virtual reality group and n=37 in the control group). |
| bCHA₂DS²-VASc: congestive heart failure, hypertension, age ≥75 years, diabetes mellitus, prior stroke or transient ischemic attack or thromboembolism, vascular disease, age 65-74 years, sex category. |
| cNT-proBNP: N-terminal pro B-type natriuretic peptide. |

Mean and maximal perceived pain were lower in the VR group (mean pain: 3.5 [SD 1.5] vs 4.3 [SD 1.6]; P=.004; maximal pain: 5.1 [SD 1.9] vs 6.1 [SD 2.0]; P=.003) and comfort was higher in the VR group (7.5 [SD 1.6] vs 6.8 [SD 1.7]; P=.03) (Figure 2). On the other hand, morphine consumption was not different across the groups (VR: 4.2 [SD 1.3] mg vs control:...
4.1 [SD 1.5] mg; \( P = .59 \). In addition, procedure and fluoroscopy duration were not different between the two groups. Lastly, 3 (6.3%) patients had transient phrenic palsy in the VR group vs 6 (11.8%) in the control group \( P = .34 \) and vagal reaction occurred in 4 (8.3%) patients in the VR group vs 2 (3.9%) in the control group \( P = .60 \).

**Figure 2.** Mean pain, maximal pain, and comfort assessment in the virtual reality and control groups.

**Discussion**

**Principal Findings**

To our knowledge, this study is the first to evaluate the use of immersive VR to improve pain perception during cryoballoon AF ablation. Less than 10% of patients experienced cybersickness, and the device was set up in under 2 minutes. Compared to the control group, VR during AF ablation was associated with pain reduction and comfort improvement but did not lead to a reduction in opioid consumption.

**Effect of VR During the AF Ablation Procedure**

Several studies have assessed the feasibility and/or effectiveness of VR in different clinical settings [20-22]. However, the number of patients included in these studies was small. The present study showed that in patients undergoing AF ablation, VR uptake was high and well tolerated, suggesting that it can be widely adopted during AF ablation procedures performed under conscious sedation. Moreover, setup can be carried out by the operator or the nurse, and increased the total duration of the procedure by less than 2% [23], which is acceptable, as the device was associated with lower pain with the same level of opioid consumption. It can be speculated whether the absence of a placebo in the control group could have influenced the results. However, we could argue that the placebo effect of VR is still valid because it is really this subjective assessment of pain reduction and comfort increase that are the endpoints we are trying to achieve. Nevertheless, the reduction in pain perception seen in this study did not result in reduced opioid use since morphine consumption was not different between the two groups. This lack of difference might be related to the low level of additional opioids required after the initial bolus of morphine. Indeed, only a mean of 1.2 mg and 1.1 mg were needed on top of the initial bolus in the VR and control groups, respectively. Overall, our results are in line with the literature [24]. In a recent systematic review, Smith et al [24] suggested that VR was effective for analgesia in a variety of different clinical settings but could also have disadvantages.

**Advantages and Drawbacks of VR**

Other alternative techniques such as music therapy and hypnosis have been developed to relieve pain during conscious sedation anesthesia, but each have their drawbacks and advantages [25,26]. As the brain can only process a limited amount of information, mind saturation using VR aims to increase nonpainful input and limit the transmission of pain information according to the gate control theory [27]. Moreover, contrary to hypnosis, VR has a minimal learning curve and does not require specialist training, which may facilitate widespread adoption by other health care centers [19]. On the other hand, VR may elicit unpleasant reactions, such as cybersickness, in patients prone to vertigo or seasickness caused by conflicting sensory signals [28]. While the patient receives visual signals informing him or her that he or she is moving, no corroborating information is provided by the vestibular organs. Cybersickness has been described to occur in 20% to 80% of cases [29], although it occurred in only 18.8% of the sample in Bruno et al’s [17] study. In our study, the occurrence of this side effect was even lower (6.3%) and may be due to younger age, fewer comorbidities, and better hemodynamic stability in patients undergoing AF ablation compared to those who underwent the transcatheter aortic valve implantation procedure.

**Limitations**

This study was a nonrandomized, single-center study. Nevertheless, the relatively high number of patients in each group and consecutive inclusion have limited bias. Moreover, baseline characteristics were not different between groups. Finally, patients’ prior experience with interactive games may have influenced the effect of VR and its associated side effects, which was not systematically assessed or taken into account in our study.
Conclusion
Our study demonstrates that VR can be easily incorporated into the standard AF ablation workflow. Further, it was associated with a reduction in the perception of pain, even if it did not result in less opioid consumption, and improved patient experience. Larger randomized studies are needed to confirm these promising findings.
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Abstract

Background: Digital health technologies (DHTs) generate a large volume of information used in health care for administrative, educational, research, and clinical purposes. The clinical use of digital information for diagnostic, therapeutic, and prognostic purposes has multiple patient safety problems, some of which result from poor information quality (IQ).

Objective: This systematic review aims to synthesize an IQ framework that could be used to evaluate the extent to which digital health information is fit for clinical purposes.

Methods: The review was conducted according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines. We searched Embase, MEDLINE, PubMed, CINAHL, Maternity and Infant Care, PsycINFO, Global Health, ProQuest Dissertations and Theses Global, Scopus, and HMIC (the Health Management Information Consortium) from inception until October 2019. Multidimensional IQ frameworks for assessing DHTs used in the clinical context by health care professionals were included. A thematic synthesis approach was used to synthesize the Clinical Information Quality (CLIQ) framework for digital health.

Results: We identified 10 existing IQ frameworks from which we developed the CLIQ framework for digital health with 13 unique dimensions: accessibility, completeness, portability, security, timeliness, accuracy, interpretability, plausibility, provenance, relevance, conformance, consistency, and maintainability, which were categorized into 3 meaningful categories: availability, informativeness, and usability.

Conclusions: This systematic review highlights the importance of the IQ of DHTs and its relevance to patient safety. The CLIQ framework for digital health will be useful in evaluating and conceptualizing IQ issues associated with digital health, thus forestalling potential patient safety problems.
Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42018097142; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=97142

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2018-024722

(J Med Internet Res 2021;23(5):e23479) doi:10.2196/23479
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Introduction

Background

Digital health—the use of digital technologies for health—is increasingly recognized as a major driver of quality in health care [1]. Digital health technologies (DHTs), such as telemedicine, electronic health records (EHRs), clinical decision support systems (CDSS), mobile health, computerized physician order entry, electronic prescribing systems, and web-based health services, can improve access and quality of health care services [2,3]. DHTs generate a copious amount of information used in health care for administrative, educational, research, and clinical purposes [4,5]. However, the clinical use of digital information for diagnostic, therapeutic, and prognostic purposes has multiple patient safety problems, including significant harms and death, some of which result from poor information quality (IQ) [6-9]. For instance, a patient in the United Kingdom experienced a life-threatening allergic reaction following a medication error because of inaccessible allergy information in the EHR [6].

IQ refers to the extent to which information is fit for a specific purpose [10,11]. IQ is multidimensional, with each dimension describing a unique aspect of information [10,12]. For example, accuracy describes the extent to which information is correct, and accessibility describes the extent to which information is easily obtainable [12]. Dimensions relating to a specific context are traditionally integrated into a framework for evaluating IQ within the context [10,11]. One IQ framework for EHRs [13] has 11 dimensions and 3 categories, as shown in Textbox 1. The framework depicts the relationship between the dimensions by categorizing statistically measurable dimensions as objectivity, security-related dimensions as integrity, and dimensions relating to the usefulness of information to intended users as utility [13].

Textbox 1. Dimensions and categories in an information quality framework for electronic health record.

<table>
<thead>
<tr>
<th>Objectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Accuracy</td>
</tr>
<tr>
<td>• Completeness</td>
</tr>
<tr>
<td>• Consistency</td>
</tr>
<tr>
<td>• Timeliness</td>
</tr>
<tr>
<td>Utility</td>
</tr>
<tr>
<td>• Provenance</td>
</tr>
<tr>
<td>• Interpretability</td>
</tr>
<tr>
<td>• Usability</td>
</tr>
<tr>
<td>• Relevance</td>
</tr>
<tr>
<td>Integrity</td>
</tr>
<tr>
<td>• Privacy</td>
</tr>
<tr>
<td>• Confidentiality</td>
</tr>
<tr>
<td>• Secure access</td>
</tr>
</tbody>
</table>

Research Problem and Objective

Currently, there is no consensus on the definition of IQ dimensions in the context of the use of digital health information for clinical purposes. There is a lack of consistency in the terminology and definition of dimensions in existing IQ frameworks, limiting a common understanding of IQ requirements for DHTs [14]. Although previous literature reviews have attempted to define the IQ dimensions of digital health information, they focused on the use of digital health information for administrative and research purposes [14,15]. Identifying and defining IQ dimensions in the context of the use of digital health information for clinical purposes is especially important considering the patient safety implications of poor IQ, as discussed earlier [6-8]. This study aims to use an evidence-based approach to integrate dimensions from existing IQ frameworks, thus promoting a common understanding of IQ requirements. In addition, safety concerns may discourage health
care professionals from adopting DHTs. Although many general practitioners in the United Kingdom would support the deployment of more DHTs in primary care, they are concerned about the safety of digital health information [16]. Thus, there is a need for a framework that can be used to evaluate the extent to which digital health information is suitable for clinical purposes. The aim of this systematic review is to identify and define dimensions within existing IQ frameworks for DHTs and synthesize an IQ framework that can be used to evaluate the extent to which digital health information is fit for clinical purposes, either diagnostic, therapeutic, or prognostic.

**Methods**

**Review Checklist**

The systematic review is reported based on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) checklist [17] presented in Multimedia Appendix 1.

**Review Questions**

The systematic review will address the following questions:

1. What IQ frameworks currently exist for evaluating DHTs?
2. How are dimensions within these existing IQ frameworks defined?
3. Which IQ dimensions indicate how well digital health information is fit for diagnostic, therapeutic, or prognostic purposes?
4. How are these digital health IQ dimensions related to one another?

**Table 1. Inclusion and exclusion criteria.**

<table>
<thead>
<tr>
<th>Concept</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior of phenomenon of interest</td>
<td>Information quality or data quality</td>
<td>Information quality or data quality of administrative and nonclinical data</td>
</tr>
<tr>
<td>Health context</td>
<td>Use of digital health information for clinical purposes (ie, diagnostic, therapeutic, or prognostic)</td>
<td>Web-based search for health-related information, electronic learning, and digital health apps for self-management</td>
</tr>
<tr>
<td>Model or theory</td>
<td>Multidimensional framework</td>
<td>Individual dimension</td>
</tr>
<tr>
<td>Language</td>
<td>English</td>
<td>Non-English</td>
</tr>
<tr>
<td>Publication status</td>
<td>Published and gray literature</td>
<td>None</td>
</tr>
<tr>
<td>Date of publication</td>
<td>Any</td>
<td>None</td>
</tr>
<tr>
<td>Type of study</td>
<td>Any</td>
<td>None</td>
</tr>
</tbody>
</table>

**Information Sources**

We searched bibliographic health care databases, including Embase, MEDLINE, PubMed, CINAHL, Maternity and Infant Care, PsycINFO, and Global Health. We also searched Scopus to identify digital health publications in non–health care disciplines, such as engineering and computer science. In addition, we searched HMIC (the Health Management Information Consortium) and ProQuest Dissertations and Theses Global, which are regarded as good sources of gray literature [21,22]. We manually searched the references of the included studies and tracked their citations to identify other eligible studies using Scopus and Google Scholar.

**Eligibility Criteria**

The eligibility criteria of this review were based on a specific approach for identifying frameworks, theories, and models in a systematic review using behavior of phenomenon of interest, health context and model or theory [18,19]. The traditional population, intervention, comparator, and outcome approach was not suitable as we synthesized frameworks rather than interventions.

We included IQ frameworks for assessing DHTs used for clinical purposes but excluded frameworks for nonclinical or administrative purposes because they are less likely to affect patient safety. For example, an incidence reporting system within a hospital setting can be used for administrative purposes. Similarly, we excluded IQ frameworks for web-based health-related information and electronic learning because they are not directly used in the clinical management of patients at the point of care. We excluded self-management apps used by patients mainly for health education and disease tracking purposes, as their IQ requirements are probably different from those used for clinical purposes by health care professionals [20]. We included multidimensional frameworks, but not individual IQ dimensions, as IQ is an interrelated multidimensional concept. Both published and gray literature were included. The included studies were not restricted based on publication date, and all eligible studies until October 2019 were included. Restrictions based on publication status, study type, and publication date may inadvertently lead to the exclusion of potentially relevant IQ frameworks. A summary of the eligibility criteria is presented in Table 1.

**Search Strategy**

The search terms are related to 3 main concepts: (1) IQ (behavior of the phenomenon of interest), (2) digital health (health context), and (3) framework (model or theory) [18,19]. The search terms relating to each of these concepts were combined using the OR connector. The results of the 3 categories were then combined using the AND connector. A librarian was consulted for input on the search strategy. Medical Subject Headings and free-text terms were used. Truncation and adjacency searching were used to increase the sensitivity of the search, as appropriate. The search strategy is presented in Multimedia Appendix 2.
Data Management

We removed duplicates using Endnote Reference Management Software (Clarivate), and additional duplicates not identified by the Endnote function were removed manually. The deduplicated data were then imported into Covidence (Veritas Health Innovation Ltd), a review-management software program that operates in partnership with Cochrane Collaboration and allows multiple reviewers to work on study selection simultaneously and independently.

Study Selection

The eligible studies were identified in 2 stages: title and abstract screening and full-text review. Titles and abstracts of the studies were screened for eligibility by 2 independent reviewers (KPF and SOC) using the criteria outlined in Table 1. Conflicts were resolved by discussion between the 2 reviewers and adjudicated by a third independent reviewer (JOD) when necessary. The full-text review of all studies selected during the screening was independently conducted by 2 reviewers (KPF and SOC), with disagreement resolved as described previously.

Data Extraction

Overall, 2 reviewers (KPF and SOC) independently extracted data from each eligible study using a prepiolated Microsoft Excel data extraction form. Other reviewers (JOD, CC, PAW, JG, JC, and AM) reviewed the extracted data to ensure the accuracy and completeness of the data. We extracted the study details, including authors, year of publication, country, affiliation, study aim, study design, and publication status. We also extracted IQ framework–related data, including the method of framework development, method of framework validation (when available), type of DHT, IQ dimensions and their verbatim definition, categories of IQ dimensions (when available), and metrics of IQ dimension measurement (when available).

These data elements were defined as follows:

- IQ frameworks for DHTs: A systematic integration of IQ dimensions to evaluate health information technologies used in the diagnosis, treatment, and prognosis of patients.
- IQ dimensions within the frameworks in digital health: These are the evaluation criteria within the IQ frameworks that specify the extent to which health information technologies are fit for clinical use.
- Definition of IQ dimensions in digital health: A clear description of what aspect of information each dimension assesses.
- Categories of dimensions within IQ frameworks in digital health: IQ dimensions are often categorized to depict the relationship between IQ dimensions in an IQ framework.
- Metrics of measurement of IQ dimensions in digital health: How each IQ dimension is measured, for example, questionnaire and mathematical formulas.

Quality Assessment

We assessed the quality of the included studies using the Critical Appraisal Skills Programme (CASP) checklist for qualitative studies [23]. Selecting this tool was difficult, as the included papers comprised a range of methodologies, including ethnography study, literature review, practice brief, and framework development, with some of the papers not explicitly stating their methodology. Therefore, some of the questions on the checklist were not applicable. Scores were not assigned, as this was not recommended by the checklist [23]. Studies were not excluded based on quality assessment outcome, as this was unlikely to have any major impact on the ultimate definition of the dimensions and the resulting IQ framework. However, the assessment provided a general idea about the quality of the development processes of the existing IQ frameworks and, therefore, the strength of the evidence [24].

Data Synthesis

In this review, the IQ framework was developed using a thematic synthesis approach comprising 3 key stages: coding, descriptive synthesis, and analytical synthesis [25]. Although codes and descriptive themes were generated directly from the extracted definition of IQ dimensions, analytical themes were interpretations that went beyond the original data.

In the first stage, we coded the verbatim definitions of IQ dimensions extracted from the existing IQ frameworks in the included papers. Coding was done by identifying the unique concepts from each definition of the IQ dimension and highlighting them using the text highlight function of Microsoft Word (Microsoft).

Second, we categorized the codes based on their similarities and differences and created a descriptive theme to capture the meaning of each category. Each descriptive theme was defined based on the meaning of the original code from which it was created. The descriptive themes created were regarded as the IQ dimensions of the new IQ framework for digital health. Coding and descriptive synthesis were performed by 2 independent reviewers (KPF and JTA) with adjudication by a third independent reviewer (JOD).

Finally, we conceptualized analytical themes by considering the interrelationship between the descriptive themes (IQ dimensions) based on their definitions. The conceptualization of the analytical themes from the descriptive themes in thematic synthesis has been described as controversial because it is influenced by the insight and judgment of the reviewers [25]. This stage was quite challenging because of the subjective nature and varying perspectives of the reviewers. The following procedures were used to avoid bias and to achieve a consensus. The lead author (KPF) categorized the IQ dimensions without revealing his proposed categories to other reviewers. The other reviewers were then invited to categorize the IQ dimensions individually and email their suggested categories with rationale to the lead author without copying other members of the team. The reviewers were specifically asked to reflect on the suitability of digital health information for clinical purposes and its impact on patient safety while categorizing the IQ dimensions. Overall, 2 reviewers (KPF and JOD) then collated the inputs and carefully assigned a category to each of the dimensions based on the most popular suggestions considered along with the rationale. The framework was then shared with all the members of the team for further inputs and adaptation, if necessary.

Thus, a new digital health IQ framework was developed by synthesizing existing IQ frameworks for DHTs. The IQ
dimensions in the new framework are descriptive themes that were generated directly from the definition of IQ dimensions within existing frameworks, whereas the IQ categories were generated from the higher-order analytical synthesis of the descriptive themes.

Ethics

Ethical approval was not required for this systematic review, as the primary data were not collected. The review was registered in PROSPERO [26], and the protocol was published [27] to promote transparency.

Results

Selection of Studies

A total of 19,377 records were identified from the literature search. These were reduced to 338 after the removal of duplicates and screening of titles and abstracts. Only 10 papers were included in the study after a full-text review. Although 3 of these papers [14,28,29] were in the context of secondary use of digital health data for research, they were included, as their IQ frameworks were relevant to the clinical context of digital health information. However, we performed a sensitivity analysis by conducting a thematic synthesis with and without these 3 papers [30]. The sensitivity analysis revealed that the inclusion of the 3 papers did not affect the component dimensions in the resulting framework, but their inclusion produced a better understanding of the definition of the dimensions. The PRISMA flow diagram is shown in Figure 1.

Included Papers

The 10 included papers were published between 2007 and 2017. Of the 10 papers, 5 (50%) were published in the United States [14,28,31-33], 3 (30%) were published in the United Kingdom [13,29,34], and one each was published in Canada [35] and Japan [36]. One of the studies published in the United Kingdom was conducted in Saudi Arabia [13]. Of the 10 papers, 4 (40%) were journal publications [14,28,32,36], 3 (30%) were conference papers [29,31,34], 2 (20%) were institutional reports [33,35], and 1 (10%) was a PhD thesis [13]. Of the 10 studies, 5 used qualitative methods, either alone [31,36] or in combination with other methods [13,14,29]. Similarly, 40% (4/10) studies used literature review alone [28,34] or combined with other methods [13,14]. Overall, 30% (3/10) studies modified the existing frameworks [29,32,36]. One study reported to have updated the previous framework [33], but it was unclear how this was achieved. In addition, 10% (1/10) study [35] did not state how the framework was developed. About 50% (5/10) of the frameworks were on EHRs [13,14,28,32,33], one each...
on electronic medical records [35], primary care databases [29], CDSSs [31], mobile and web-based apps for telemedicine [36], and cloud-based health information systems [34]. Thus, it appears that IQ framework research is unable to keep pace with the rapid evolution of DHTs with obvious underrepresentation of newer DHTs such as mobile health. The details of the included papers are presented in Multimedia Appendix 3 [13,14,28,29,31-36].

Quality of Included Studies
The quality assessment indicated that most of the studies described an IQ framework for DHT without reporting a robust framework development process. The Critical Appraisal Skills Programme checklist is not applicable to 2 studies [33,35], which are institutional publications. Only 1 qualitative study [13] reported on the recruitment strategy. Similarly, studies with literature reviews did not report on the search strategy or study selection process [13,14,28,34]. Only 3 studies [13,31,32] addressed ethical issues and reported sufficiently rigorous data analysis. These findings further justify the need for this study, which used a robust systematic review approach to develop a preliminary IQ framework for digital health. The quality assessment results are provided in Multimedia Appendix 4 [13,14,28,29,31-36].

Clinical Information Quality Framework for Digital Health
A total of 38 IQ dimensions and 70 verbatim definitions were extracted from the 10 included frameworks. The list of dimensions and their definitions are provided in Multimedia Appendix 5 [13,14,28,29,31-36]. The coding of these definitions led to the identification of 160 codes. Aggregation of similar codes resulted in a total of 13 unique IQ dimensions that mirrored all the relevant dimensions in the existing IQ frameworks while eliminating related but redundant dimensions. The resulting dimensions include accessibility, completeness, portability, security, timeliness, accuracy, interpretability, plausibility, provenance, relevance, conformance, consistency, and maintainability. These dimensions were defined based on the codes from which they were generated and classified into higher categories of availability, informativeness, and usability during the analytical synthesis. It is worth noting that some of the dimensions fit into more than one category but were placed into the best-fit category after carefully considering the inputs of all reviewers. For example, completeness was considered fit for both the availability and informativeness categories but was placed in the informativeness category, as this was the most popular category suggested by the reviewers. Similarly, timeliness was considered more fit for the availability category compared with the usability category, and interpretability was placed in the informativeness category rather than the usability category. The resulting Clinical Information Quality (CLIQ) framework for digital health is shown in Figure 2.
Metrics of Measurement

Metrics of measurement for the IQ dimensions were given in only 30% (3/10) of the included papers [13,29,35]. The remaining papers only conceptualize IQ without providing guidance on its measurement. Objective and subjective measures were used in these studies. Objective measures involved mathematical calculations, such as ratio, percentages, and fraction to quantify the IQ dimension [37]. Subjective measures, on the other hand, rely on the perspectives of the information users, which are usually assessed using a Likert scale questionnaire or qualitative interviews [10].

Objective measures were reported for accuracy, validity, timeliness, completeness and interpretability, comprehensibility, reliability, validity, timeliness, relevance, integrity, completeness, concordance, informative sufficiency, consistency, consistency of capture, and consistency of form [13,29,35]. These dimensions were measured by determining whether a desired
or undesired attribute was present or absent. For example, Almutiry [13] identified quality problems (undesired attributes) related to accuracy as misspelling, out-of-range values, erroneous values, etc. The quality score for accuracy was then calculated by determining the proportion of the total data units without each quality problem. Similarly, Dungey et al [29] measured accuracy by calculating the proportion of implausible values (undesired attributes). Bowen [35], on the other hand, used the percentage of data units with the desired attribute. Correctness was measured by determining the positive predictive value, which is the proportion of true positives (desired attributes).

Subjective measures were reported for usability, relevance, provenance, secure access, confidentiality, and privacy [13]. Each dimension was measured using multiple Likert scale questions. For example, relevance was assessed by the information users’ rating of how far the information was relevant, useful, applicable, and appropriate to the task at hand [13]. The quality score for each dimension is the aggregate of all ratings for these different measures.

**Discussion**

**Principal Findings**

We identified 10 existing IQ frameworks for DHTs, and from these, we developed the CLIQ framework for digital health with 13 unique dimensions, including accessibility, completeness, portability, security, timeliness, accuracy, interpretability, plausibility, provenance, relevance, conformance, consistency, and maintainability, which were classified into 3 meaningful categories—availability, informativeness, and usability—based on our conceptualization of fitness of digital health information for clinical purposes.

The informativeness category directly concerns the usefulness of information for clinical purposes and has the greatest implications for patient safety. Problems with the dimensions in the category can directly lead to significant harm, as previously reported in the literature [6,8]. Accuracy is the most popular IQ dimension. However, this systematic review echoes the literature that IQ is not only about accuracy but also a multidimensional phenomenon [38]. Provenance and plausibility are unique IQ dimensions that can be regarded as proxies for accuracy, especially in situations where immediate and objective determination of accuracy is impractical. Provenance and plausibility can be easily determined subjectively. For example, knowing that the source of digital health information is a reputable institution (provenance) such as the World Health Organization would be reassuring, and an implausible value, such as a body temperature of 100°C (plausibility), would raise a serious concern. Interpretability is critical to the clinical use of digital information, as an incorrect interpretation may lead to significant harm. Hence, the inclusion of reference values with most laboratory results enhances the safe interpretation of the values.

The availability category of IQ dimensions concerns the functionality of a system that holds clinical information. These dimensions are critical as they can affect the efficiency of service delivery and are regarded as important by users of digital health information. Inaccessible digital information offers no real value to health professionals, as it cannot be used in the clinical management of patients. In addition, accessibility of clinical information wherever it is required (portability) and whenever it is required (timeliness) could be lifesaving, especially in emergency situations when the knowledge of a patient’s medical history and current medications are essential. Timeliness, in the clinical context of digital health, also requires that health information is up to date. On the other hand, restriction of access to clinical information only to authorized users (security) protects the privacy and confidentiality of the patient and protects the information from corruption. Availability dimensions are illustrated by the UK’s Summary Care Records [39], which contain up-to-date personal medical and medication history of patients and are accessible at the point of care (timeliness and accessibility) across different health care settings only to authorized health care professionals (security).

The usability category concerns the ease of use of health information. Consistency and conformance are akin to 2 sides of a coin, with consistency referring to the presentation of information in the same format within a system and conformance referring to the presentation of information in the desired format based on local guidelines or international standards. For example, it is important for an app to present blood glucose consistently using either gram per deciliter or millimoles per liter and conform with the recommended units in the local guidelines to avoid confusion, which may compromise patient safety. The last dimension in this category is maintainability. This refers to the extent to which the information can be maintained. Maintenance, in this context, covers a range of activities, including review, audit, update, and storage of clinical information to ensure that all other IQ requirements are met. For example, timeliness can be improved by updating the information in the DHTs, and accuracy can be improved through regular audits of the information generated by the DHTs.

**Strength and Limitations**

The main strength of our framework lies in the rigorous systematic review approach that was used to identify, define, and categorize IQ dimensions. In addition, our approach of synthesizing definitions rather than the traditional practice of simply cross-matching dimensions from different frameworks is more meaningful, as the definition expresses the real meaning of each dimension, and a dimension usually has heterogeneous definitions across different frameworks. In addition, focusing on the clinical context rather than the ever-changing DHTs, as in previous frameworks, we have developed a context-specific IQ framework that would be applicable or at least adaptable to a range of DHTs used in the clinical context, including novel ones that are currently underrepresented in IQ framework research. This approach differs from previous frameworks that focus on individual DHTs, such as EHR [13] and CDSS [31]. The consideration of the clinical purposes of DHTs is in consonance with the fit-for-purpose definition of IQ [10]. Moreover, the traditional practice of using the same clinical information across different DHTs (eg, the use of EHR information for CDSS) further justifies the need for a common IQ framework for the clinical context of DHTs.
However, the lack of information about the relative relevance of the IQ dimensions in the CLIQ framework and the optimal means of their measurement are limitations. Although these dimensions could be considered as indices of fitness of digital information for clinical purposes, we acknowledge the need to consult with clinical information users, such as doctors, nurses, and health service managers, as recommended in the literature [10,12]. Thus, the current CLIQ framework for digital health could be regarded as a preliminary framework to be tested in primary research studies. To build on this preliminary research, an international eDelphi study is currently underway to obtain consensus among clinicians on the approach to assessing the quality of clinical information produced by DHTs. The eDelphi study addresses the prioritization of the dimensions and the metrics for measuring the dimension.

Comparison With Validated IQ Frameworks

The CLIQ framework for digital health shares several characteristics with validated IQ frameworks within and beyond the health care domain. One such validated IQ framework, developed by Wang and Strong [38], has been used as a reference point in IQ research. Out of its 15 dimensions, 7 (accuracy, relevance, completeness, timeliness, interpretability, security, and accessibility) are also included in the CLIQ framework. The rest of its dimensions, such as believability and understandability, were assimilated by other dimensions in our framework during thematic synthesis. On the other hand, novel dimensions such as portability and maintainability are included in our framework but not in the framework developed by Wang and Strong [38]. This reflects technological advances in the last three decades, with an increasing amount of digital information. In addition, our framework was developed for the clinical context, whereas Wang and Strong focused on the business domain [38].

Similarly, the dimensions in our framework overlap with the product quality properties of the International Organization for Standardization/International Electrotechnical Commission (ISO/IEC 25010), which include 8 characteristics: functional suitability, reliability, performance efficiency, operability, security, compatibility, maintainability, and transferability [40]. Of these characteristics, 2 (maintainability and security) were also included in the CLIQ framework. Other dimensions in the CLIQ framework (eg, availability, accuracy, and completeness) are included as subcharacteristics of product quality. This overlap is not unexpected, as DHTs are also software products, with IQ being a subset of product quality [40]. However, ISO/IEC 25010 addresses Systems and Software Quality Requirements and Evaluation from a computer engineering perspective, whereas the CLIQ framework addresses IQ from a health care perspective with consideration of its impact on patient safety [6-8]. Although we recognize the importance of other aspects of product quality, such as user-interface esthetics, these are beyond the scope of this study, which is focused on IQ in the clinical context of DHTs.

Conclusions

This systematic review highlighted the importance of the IQ of DHTs and their relevance to patient safety. Future research is needed to determine the relative relevance of each dimension in the CLIQ framework and their metrics of measurement, with inputs from clinical information users. The CLIQ framework for digital health will be useful to health care organizations, health care professionals, digital health solution developers, and medical device regulators in conceptualizing and evaluating IQ issues associated with digital health, thus forestalling potential patient safety problems. This is more relevant than ever, as the health care community is increasingly turning to DHTs, and the need for and value of such systems in the context of health emergencies is becoming ever more apparent.
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Abstract

Background: The delivery of standardized self-report assessments is essential for measurement-based care in mental health. Paper-based methods of measurement-based care data collection may result in transcription errors, missing data, and other data quality issues when entered into patient electronic health records (EHRs).

Objective: This study aims to help address these issues by using a dedicated instance of REDCap (Research Electronic Data Capture; Vanderbilt University)—a free, widely used electronic data capture platform—that was established to enable the deployment of digitized self-assessments in clinical care pathways to inform clinical decision making.

Methods: REDCap was integrated with the primary clinical information system to facilitate the real-time transfer of discrete data and PDF reports from REDCap into the EHR. Both technical and administrative components were required for complete implementation. A technology acceptance survey was also administered to capture physicians’ and clinicians’ attitudes toward the new system.

Results: The integration of REDCap with the EHR transitioned clinical workflows from paper-based methods of data collection to electronic data collection. This resulted in significant time savings, improved data quality, and valuable real-time information delivery. The digitization of self-report assessments at each appointment contributed to the clinic-wide implementation of the major depressive disorder integrated care pathway. This digital transformation facilitated a 4-fold increase in the physician adoption of this integrated care pathway workflow and a 3-fold increase in patient enrollment, resulting in an overall significant increase in major depressive disorder integrated care pathway capacity. Physicians’ and clinicians’ attitudes were overall positive, with almost all respondents agreeing that the system was useful to their work.

Conclusions: REDCap provided an intuitive patient interface for collecting self-report measures and accessing results in real time to inform clinical decisions and an extensible backend for system integration. The approach scaled effectively and expanded to high-impact clinics throughout the hospital, allowing for the broad deployment of complex workflows and standardized assessments, which led to the accumulation of harmonized data across clinics and care pathways. REDCap is a flexible tool that can be effectively leveraged to facilitate the automatic transfer of self-report data to the EHR; however, thoughtful governance is required to complement the technical implementation to ensure that data standardization, data quality, patient safety, and privacy are maintained.
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Introduction

Background
A key component of measurement-based care (MBC) in mental health relies on the ability of patients to complete self-assessments. These assessments can be used in conjunction with evidence-informed practice guidelines to monitor patient progress and inform clinical decisions for patient-centered care plans. MBC can improve outcomes by rapidly detecting patients with deteriorating symptoms and by effectively quantifying persistent symptoms [1]. The Centre for Addiction and Mental Health (CAMH) is the largest mental health hospital in Canada, supporting over 34,000 patients per year across diverse clinical programs. CAMH has developed and deployed a number of integrated care pathways (ICPs), which include MBC as the main, evidence-based aspect of care. Broadly used across many clinical domains, ICPs are structured care plans that follow evidence-based guidelines to improve patient outcomes [2] and may include definitions for specific medications or treatment strategies [3,4].

In addition to providing clinical care, CAMH is Canada’s leading mental illness research facility. In recent years, REDCap (Research Electronic Data Capture; Vanderbilt University) has been instrumental to this research effort [5]. REDCap is a secure, Health Insurance Portability and Accountability Act–compliant, web-based application for building and managing electronic surveys and assessments [6]. Developed in 2004 by researchers at Vanderbilt University, REDCap was designed to provide a straightforward means of data management for the local research community [7]. Since its inception, the platform has evolved through several phases, first through select development partnerships and then through a growing international consortium that currently represents a diverse global community spanning over 3600 institutions in more than 130 countries with more than a million users worldwide [8]. The platform is available to academic, nonprofit, and government organizations through a no-cost consortium model, whereby partner institutions are provided the source code and installation files for REDCap after agreeing to the end user license agreements terms outlined by Vanderbilt University.

REDCap was launched at CAMH in 2015 for research data collection and operational support. Since then, the platform has grown to more than 1000 users who have created over 1800 projects culminating in more than 200,000 individual records. In 2017, a second, fully validated instance of REDCap was launched to support data collection for Health Canada regulated clinical trials. In 2018, because of the growing familiarity with REDCap at CAMH and knowledge of its flexibility, customizability, and community support, a demand for a version of REDCap to support clinical data began to emerge. Specifically, this version of REDCap would be used for ICP delivery. It was posited that REDCap’s flexibility and its ability to manage complex workflows would significantly improve the previously paper-based methods used for ICP delivery.

Importantly, however, this version of REDCap would need to be integrated with the CAMH electronic health record (EHR), a CAMH-branded version of Cerner Millennium called I-CARE. CAMH achieved the Healthcare Information Management Systems Society (HIMSS) Adoption Model for Analytics Maturity Stage 6 in 2018 and the Electronic Medical Record Adoption Model Stage 7 in 2017 [9], indicating excellent hospital-wide adoption and compliance. Electronic data capture is used throughout the hospital and coordinated as the sole source of truth legal health records. To enhance the flexibility of electronic data collection for MBC, a clinical instance of REDCap was launched and connected to Cerner via a systems integration layer to facilitate the automatic transfer of completed assessments to the patient chart in both PDF and discrete formats. This integration extends capabilities for complex survey queues and branching assessments as needed by clinical pathways while maintaining the integrity of the health record.

Objectives
In this development and usability study, we describe the technical implementation and governance model of a clinical instance of REDCap to support digital MBC in multiple clinical environments. We detail the technical requirements for real-time transfer of self-assessments collected in REDCap to the patient’s chart in Cerner in both PDF and discrete variable formats. In addition, we describe the clinical governance structure necessary to sustain high-quality clinical data and support standardized implementation across clinics. A pertinent clinical use case is outlined to illustrate the utility and applicability of REDCap to support scalable and extensible structured mental health MBC at CAMH and beyond.

Methods
Overview
Evaluation of the ICPs at CAMH identified a need to deploy complex bundles of assessments over time that could be dynamically adjusted based on indicators such as severity or frequency of symptoms. The functionality of REDCap is well suited to meet these requirements. By delivering standardized assessments longitudinally, modified through branching and survey queue logic as appropriate, necessary psychological dimensions could be sampled to inform physician decision making throughout the course of care. The clinical instance of REDCap (Clinical REDCap) was the third installment of REDCap at CAMH, preceded by a research instance and a fully validated instance for regulated clinical trials. REDCap version 9.1 was used for this implementation.

Technical Implementation
The technical implementation to integrate REDCap with Cerner included (1) tablet deployment in the clinic; (2) automated transfer of completed self-assessments in a PDF format to the patient chart; and (3) automated transfer of completed self-assessments in a discrete format to the patient chart for
trending, analysis, and more complex physician decision support.

**Tablet Deployment and Automated Survey Retrieval Tool**

Samsung Galaxy Tab Android tablets were provided to clinical assistants to facilitate patient self-assessment data entry into REDCap. As a technical safeguard, a kiosk app (Kioware) was configured to limit tablet use to preapproved apps and webpages, in this case, Google Chrome and REDCap, respectively.

In collaboration with the clinic managers and physician teams, work was undertaken to streamline the administration of tablets and surveys for patients and staff. To simplify the clinical workflow (Figure 1), a custom survey retriever web app was developed using the REDCap application programming interface (API). This tool accepts the patient medical record number (MRN) and ICP name and retrieves the unique survey queue link from the next available set of self-assessments in the care pathway for a particular patient. Using this tool, the clinical assistant may load the appointment’s set of assessments, beginning with a confirmation survey asking the clinical assistant to confirm the MRN, appointment date, and the patient’s physician to ensure compliance and accuracy. The physician field on this confirmation form is populated using a dynamic SQL (Structured Query Language) field, which draws from a separate REDCap project that lists all ICP physician names or emails and their current status (eg, active or inactive). It allows clinical end users to easily update the physician list without needing to dynamically modify a dropdown list directly in the Online Designer. As a final patient verification step before data entry, the REDCap survey log-in feature is used to prompt the patient to enter a personal identification number (PIN) based on their date of birth.

**Figure 1.** Clinical REDCap workflow and example screens for a typical follow-up appointment. (A) Cerner scheduler view. (B) Custom survey retriever tool used as a tablet homepage. (C) Summary report built as a REDCap survey. ICP: integrated care pathways; MRN: medical record number; REDCap: Research Electronic Data Capture.

**Transfer of PDFs to Cerner**

To ensure the integrity of the health record, individually completed self-assessments were automatically transmitted as PDFs to the patient’s EHR in Cerner and were filed in the documents section, specifically under assessments and plans. For convenience, an aggregate report is automatically generated within REDCap by piping values into a standalone REDCap.
survey emailed to the primary clinician or physician upon assessment package completion (Figure 1). These reports summarize patient response data onto a single page; however, they are not sent to Cerner, as the data have already been transferred as individual files.

As the patient completes assessments, a REDCap data entry trigger (DET) delivers the project ID, record ID, event name, instrument, and form status to a custom-built data export web service. The service listens for DETs and sends a request back to REDCap, thus providing real-time data export functionality. Following the DET, the service makes a request to REDCap using the API method export PDF file of data collection instruments to retrieve a PDF document of the completed assessment (eg, the Patient Health Questionnaire-9 [PHQ-9]), and the document is written into a securely shared directory. Each PDF is given a unique file name that follows a predefined convention, as follows:

[mrn]_[_encounter]_[assessment_code]_[date]_[time].pdf

This process ensures further compatibility with the Cerner interface, which uses a purpose-built Cerner AXRM COLD Feed (Cerner) [10] to import the document into the patient chart (Figure 2).

**Figure 2.** Clinical REDCap workflow and example screens for a typical follow-up appointment for a patient in the major depressive disorder integrated care pathway. API: application programming interface; FTP: file transfer protocol; REDCap: Research Electronic Data Capture; SMB: server message block.

---

**Transfer of Discrete Data to Cerner**

Similar to PDF export from REDCap, the transfer of discrete values also uses DETs and the REDCap API. In this case, the export records API method was used. This method returns the values of the completed assessment fields (eg, PHQ-9) and system variables, such as timestamps. Once the discrete data are retrieved, the web service executes the code to format this information as a comma-separated values (CSV) file that follows a specified convention, as follows: [timestamp].csv for the name and [mrn], [encounter], [uid], [assessment_code], [timestamp], [assessment_field1], [assessment_field2], ..., [assessment_fieldN] for CSV content.

UID is a unique identifier of a completed assessment within the REDCap instance generated using the project ID, record ID, instrument code, and visit code. This identifier ensures that the correct form is updated in Cerner if the data in REDCap are modified. At this step, assessment variables are also renamed to be correctly mapped to the corresponding Cerner fields. The CSV file is then written to a directory on a file transfer protocol server. This directory is periodically scanned by a custom Cerner interface, which converts the CSV data into an HL7 unsolicited results (ORU) message. The interface then routes the HL7 to the standard Cerner external systems inbound servers for processing and passes the values into the results view of the chart, where the data are displayed in a table format. Currently, the interface only accepts numerical results, but future updates may include the processing of REDCap data sent in JavaScript Object Notation (JSON) to allow greater flexibility for data import.

**Record Verification and Linkage**

The primary verification mechanism for data transfer relies on correctly entering the MRN and a Cerner-specific appointment identifier called the Encounter number into REDCap. A custom Cerner API (Figure 2) was built, which accepts these parameters, checks whether these values are valid and belong to the same patient, and returns a JSON-formatted response. Upon submitting a data entry form in REDCap, a DET initializes a custom-built data export web service that sends the MRN and Encounter number to the custom Cerner API. If all the criteria are met and a successful response is received, the web service proceeds to create the document and discrete files. If the criteria are not met, the transfer is terminated, and an error message is logged and sent via email to the study contact. The message can be one of the following: “Missing MRN,” “Missing Encounter,” or “MRN and Encounter mismatch.”

**Clinical REDCap Governance**

To support technical development and integration, a robust and consistent governance model was necessary to ensure compliance with the legal health record and maintain the standardization necessary to effectively support scalable and reproducible MBC. We outline the governance practices adopted by our institution in a format that can be applied to other similar hospitals.

**Clinical Governance Structures**

The Clinical REDCap governance structure and principles were codeveloped with clinical and privacy stakeholders to establish core operating constraints. The underlying theme of these principles establishes Clinical REDCap as an extension of normal EHR data collection capabilities and establishes that...
clinically relevant information must pass through the primary EHR to maintain a consistent health record. Changes to the care pathway within REDCap must be reviewed and approved by clinical governance committees, consistent with the review process for changes to Cerner. In general, institutional clinical governance committees are accountable for final decisions relating to platform governance and approval of forms used for clinical care; REDCap administrators are accountable for system administration and all project development, and the clinical applications (Cerner) team is accountable for final integration with the EHR. All parties were consulted or informed at various points where necessary.

The collaboration between all stakeholders established a list of 4 key operating principles (Figure 3) that were used to inform all decisions relating to Clinical REDCap, as follows:

1. The hospital EHR will remain the sole source of truth.
2. Clinical data collected in REDCap will be transferred directly to the EHR.
3. Clinical REDCap will follow existing clinical measure or pathway approval processes.
4. Access to data collected through Clinical REDCap will follow existing processes pertaining to clinical records. 

Although the specifics of principles 3 and 4 will differ depending on the institution and regional legislation, the high-level principle of clinical governance alignment is strongly recommended.

Figure 3. Four key principles of REDCap (Research Electronic Data Capture) integration with the Centre for Addiction and Mental Health EHR. EHR: electronic health record.

**Controlled Access and Data Retention**

Access to the clinical instance is limited at both the server and individual roles or permissions levels. The clinical instance sever is situated behind the CAMH firewall and is not accessible externally. At the application level, user management is tightly regulated under structured clinical roles established by privacy and health record experts to meet the needs of the clinical workflows and limit unnecessary data access.

Users of the platform fall into 2 broad categories: administrator and clinical (Textbox 1). Administrators are responsible for project creation, instrument design, and API configuration and are strictly limited to central REDCap operations staff. In the clinical category, 3 subcategories exist: clinical data lead, a clinical staff member who acts as the owner of a project and provides in-clinic training and basic support (eg, data corrections); clinical care provider, the role assumed by clinicians and physicians who may enter new records and clinical data; and clinical assistant, a support staff who retrieve survey access codes, load survey queues, and supply tablets to patients for self-assessment. Account provision and project access are handled solely by administrators. Each new user must complete mandatory training by reviewing the policies of Clinical REDCap, including the differences between clinical and research platforms, permitted user roles, and privacy considerations when using the system. User roles are assigned following a hierarchical process: users who request a clinical data lead role must have their request approved by the institutional clinical director. For subsequent clinical roles, account or project access is approved by the respective clinical data lead, who also determines the user role (clinical care provider or clinical assistant) for the project. This approval is required before the user account or project access is provided by an administrator. This hierarchical approval process conforms to the internal organizational structure for consistency and varies in other institutions; however, this approach provides a template for developing permissions modes that are sufficiently restrictive but allow secure access as necessary.

At present, Clinical REDCap project data reside in REDCap for a period aligned with institutional clinical data retention periods unless otherwise removed by a REDCap administrator by request of the clinical team and privacy office.
Textbox 1. Clinical REDCap (Research Electronic Data Capture) user roles and responsibilities.

<table>
<thead>
<tr>
<th>Role</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical REDCap administrator</strong></td>
<td>• Clinical REDCap staff responsible for account creation, modification, and suspension for all user types. Responsible for moving projects and draft changes to production. Limited to 2-3 staff members.</td>
</tr>
<tr>
<td><strong>Project developer administrator</strong></td>
<td>• Clinical REDCap staff responsible for creating REDCap projects and associated forms or surveys. Leads project validation to be carried out in collaboration with clinical stakeholders.</td>
</tr>
<tr>
<td><strong>Service administrator</strong></td>
<td>• Specialized account for managing secure services post data collection (e.g., application programming interface data export to electronic health record).</td>
</tr>
<tr>
<td><strong>Clinical data lead</strong></td>
<td>• Clinical staff responsible for monitoring the integrity of the data, providing clinic-specific training to clinic users, supporting minor technical issues in the clinic, facilitating project validation, submitting project change requests, approving subordinate account requests, and serving as the main point of contact for developers and administrators.</td>
</tr>
<tr>
<td><strong>Clinical care provider</strong></td>
<td>• Clinical staff responsible for the administration and review of clinical assessments; can enter data that have been collected on paper into REDCap.</td>
</tr>
<tr>
<td><strong>Clinical assistant</strong></td>
<td>• Clinical support staff responsible for administering patient survey queue in the clinic and providing simple technical assistance.</td>
</tr>
</tbody>
</table>

**Centralized Assessment and Project Development**

All Clinical REDCap projects are built by a dedicated internal team of administrators that follow standardized naming and versioning practices for assessments and variables. All new assessments are clinically validated by CAMH clinicians or physicians and undergo strict approval processes through the hospital’s clinical data governance committees to ascertain alignment with existing clinical instruments and standard practice. Once validated, assessments are deployed into a common data elements library to support the rapid development of parallel and complementary pathways (Figure 4). The use of common data elements across all projects ensures clinical consistency and provides a standard set of elements that can be transmitted to the hospital EHR with little additional setup. Ancillary forms such as project or participant tracking, reporting, or summary forms are built ad hoc as requested on a project-by-project basis.

Figure 4. High-level workflow for clinical instrument development on the Clinical REDCap instance. The review is conducted by clinical committees to align assessments. API: application programming interface; DET: data entry trigger; EHR: electronic health record; REDCap: Research Electronic Data Capture.
Evaluation of Impact

The clinical impact was assessed by determining the number of physicians who adopted the ICP before and after implementing the Clinical REDCap project. In addition, the monthly enrollment of patients was determined by counting the number of patients enrolled in the paper-based process compared with the Clinical REDCap process on average per month after 6 months.

A short user acceptance survey was developed and sent to Clinical REDCap users in the clinical care provider role to assess clinicians’ and physicians’ attitudes toward Clinical REDCap. The survey drew questions from the technology acceptance model, which seeks to measure users’ perceived usefulness and perceived ease of use and how these factors may affect acceptance of new technology [11]. The survey consisted of 10 items measured on a 5-point Likert scale and included 3 free-text options for respondents to comment on their likes and dislikes and make suggestions for system improvement.

Results

Example Use Case: Major Depression Disorder
Integrated Care Pathway

The major depression disorder integrated care pathway (MDD-ICP) provides a multidisciplinary and structured care management strategy, including interprofessional collaboration, standardized assessments, and evidence-based treatment algorithms. The pathway has been active at CAMH for 3 years, and a Clinical REDCap project was created as an alternative to paper-based data collection to digitize and support the clinic-wide implementation of the pathway in the fall of 2018. The data collected in Clinical REDCap (which are subsequently made available in the EHR) are used to support the MBC component of the MDD-ICP, which is used to inform treatment decisions.

Data Entry Workflow

Figure 1 shows a typical Clinical REDCap workflow for patients in the MDD-ICP. Every morning, a clinical assistant reviews the EHR scheduler module to compile a list of patients scheduled for an ICP appointment. When a patient arrives for their appointment, the clinical assistant retrieves a tablet and enters the MRN into the survey retriever tool. Provided that a valid MRN (ie, an existing record in REDCap) is entered, the retriever tool will open the first survey of the next available follow-up event. In this case, the first survey is a confirmation page that asks the clinical assistant to confirm the patient’s MRN and their ICP physician(s). Next, the tablet is passed to the patient who enters the verification PIN (using the survey log-in feature in REDCap) based on their date of birth. Following successful verification, the patient may then complete their self-assessments, including the PHQ-9 [12], the Generalized Anxiety Disorder-7 [13], a substance use compliance screener, and a side-effects screener. Additional self-reports are completed at the initial and discharge appointments and include patient history, sociodemographics, the World Health Organization Disability Assessment Schedule 2 [14], the World Health Organization Quality of Life Instruments [15], and the Ontario Perception of Care [16] survey. In some use cases, the REDCap survey queue may be used to conditionally deploy certain assessments based on the responses provided in certain screener assessments. Once the patient has completed their assessments, a notification is emailed to the ICP physician with a link to a summary page in REDCap. This allows the physician to quickly review the results before and during the appointment without having to log into REDCap.

Impact of Digitization

The digitization of the MDD-ICP MBC component contributed to a 4-fold adoption rate by physicians in the clinic compared with the paper-based pilot implementation phase (Table 1). Digitization resulted in an efficient and streamlined process that automatically calculated assessment scores and the ability for psychiatrists to access and review results before a patient’s appointment. This practice change, along with clinic-wide implementation, has contributed to the more than tripling of MDD-ICP patients seen by the clinic and has improved data quality. The use of Clinical REDCap ensures a standardized collection of assessments from patients at each visit and minimizes missing data. This systematic data collection method has resulted in the accumulation of high-quality data that may be used to inform quality improvement projects and to answer research questions with approval from the CAMH research ethics board.
Table 1. Overview of the impact and outcomes of Centre for Addiction and Mental Health major depressive disorder integrated care pathway digital transformation.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Digitization outcome</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician adoption&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Contributed to a 4-fold increase in-clinic physician adoption rate&lt;br&gt;• Contributed to adoption by 20 physicians upon digitization compared with 5 physicians during the paper-based pilot implementation in the clinic</td>
<td>Increased capacity</td>
</tr>
<tr>
<td>Patient enrollment&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Contributed to a 4-fold increase in total patient enrollment on average per month&lt;br&gt;• After 6 months of digitization, an average of 49 patients enrolled monthly compared with 12 patients enrolled monthly during the paper-based pilot implementation</td>
<td>Increased capacity</td>
</tr>
<tr>
<td>Data entry time</td>
<td>• Elimination of paper transcription by support staff&lt;br&gt;• Elimination of manual calculations</td>
<td>Increased workflow efficiency</td>
</tr>
<tr>
<td>Completeness</td>
<td>• Major reduction of missing values and incomplete assessment packages&lt;br&gt;• Automatic date-stamping of all forms</td>
<td>Increased data quality</td>
</tr>
<tr>
<td>Standardization</td>
<td>• 3 new assessments submitted to the common data elements library for future deployment</td>
<td>Increased data quality</td>
</tr>
</tbody>
</table>

<sup>a</sup>Impact and outcome of clinic-wide major depressive disorder integrated care pathway implementation and digitization.

User Acceptance

All MDD-ICP clinical care providers were sent a 5-point Likert scale survey to assess their attitudes toward Clinical REDCap. A total of 18 responses were received, and Figure 5 shows the results of this survey.

Overall, respondents were satisfied with the system, with 94% (17/18) of respondents stating that they found Clinical REDCap useful in their job. Some apprehension was noted with ease of use, wherein 22% (4/18) to 33% (6/18) of respondents did not agree that the system was easy to use, that it allowed them to complete their work more quickly, or that they could complete a task without help. Despite these reservations, however, most respondents indicated that they planned to use the system within the next 3 months (use of the system is voluntary). From the free-text responses included in the survey, many respondents commented that electronic data capture presented major time savings compared with the previous paper-based entry method, especially in terms of the automatic calculation of scale scores. Conversely, many respondents noted that the interface could be more flexible and user-friendly with better tools for tracking patient trajectories.

Figure 5. Clinical REDCap user acceptance questions and responses. CAMH: Centre for Addiction and Mental Health; REDCap: Research Electronic Data Capture.

Discussion

Principal Findings

Ensuring sustained high-quality data collection is critical for supporting actionable MBC and clinical decision making. REDCap has proven to be highly valuable for deploying complex self-assessment workflows in diverse clinical environments. A governance model was established consistent with the HIMSS 7 designated processes that ensure regulatory compliance and integrity of the health record. System integration between REDCap and Cerner established real-time data flow for completed self-assessments.

Almost all clinical care provider users of Clinical REDCap indicated that they perceived the system to be useful; however, the survey revealed some concerns with the perceived ease of use of Clinical REDCap. These concerns are worth noting given...
that a user’s motivation to use technology is higher if the system is perceived as easy to use [17,18]. However, despite these concerns, all survey respondents indicated that they felt supported by the institution and that they had the resources available to use the system.

Efforts are underway to streamline workflows and improve integration and reporting. Currently, customized summary reports on questionnaire results are generated by Clinical REDCap and sent to physicians to review ahead of the patient’s appointments for clinical decision making. This process has also had a positive impact on patient-physician communication and interaction during visits. However, the current presentation of self-report questionnaire results and EHR data focuses on point-of-care evaluation; the accessibility and presentation of complete treatment response trajectory over time would further enhance clinical decision support. To this end, enabling interactive data visualization methods (ie, dashboards) to convey knowledge about an individual’s treatment trajectory would provide health care providers a tool for rapidly processing and interpreting the patient’s chart and enhancing individualized clinical treatment decisions. Such a tool would free physicians from searching and filtering through the patient’s chart, which can be challenging in a time-pressured clinical setting. Thus, both Clinical REDCap and EHR dashboards will be codeveloped with physicians using human-centered design methodology and embedded within the EHR to ensure streamlined access during patient appointments. For the MDD-ICP, this dashboard will feature self-report measures trended over time along with corresponding treatment such as medication.

One of the core features of REDCap is the ability to send survey invitations via email, thereby allowing respondents to complete self-assessments at their convenience using their own devices. With the recent pandemic and temporary suspension of in-person clinic visits, the demand for such functionality (along with other virtual care solutions) has never been greater. An approach to use case using Clinical REDCap may be configuring external access only to REDCap survey pages while prohibiting project backend access. This approach would allow off-site patients to complete their self-assessments while simultaneously protecting the project data and setup pages on the internal network. Although this strategy may precipitate novel privacy concerns surrounding the use of unsecured email (eg, sending to the wrong email address or guardians having access to their dependent’s email account), this concern may be mitigated by using a patient verification PIN and other verification methods. Moreover, only blank self-assessment forms would be sent by email, and no sensitive health data or identifying information would be included. Consent language informing patients of these potential risks would be another key element in risk mitigation. A new process using this approach is currently being explored in several clinics that aim to send patients their self-assessment package 3 to 5 days before their appointment, followed by a reminder the day before. The self-assessment summary report can then be reviewed by the clinician or physician during a virtual appointment. It is anticipated that this new process will be able to leverage existing workflows and should not incur a significant increase in workload on the clinical staff compared with the original tablet-based approach.

The design of MBC pathways in Clinical REDCap will facilitate the rapid deployment of these pathways in other CAMH clinics. In addition, the scalable and extensible design of Clinical REDCap presents an opportunity for CAMH to partner with community sites to jointly implement MBC pathways in primary care settings. The use of assessments drawn from the common data elements library will enable standardized data collection practices consistent across the institution(s), thereby facilitating the accumulation of harmonized data that will allow clinicians and researchers to make meaningful comparisons over time and across otherwise independent clinical environments.

Conclusions
REDCap has been successfully deployed for the structured collection of standardized self-assessments to coordinate and accelerate the implementation of MBC in clinical practice. Systems integration was achieved between REDCap and Cerner to automatically transfer PDF and discrete variables from completed assessments into the patient’s chart. This transfer maintained the integrity of the legal health record and enhanced clinician or physician decision-making ability. Thus, both a novel technical infrastructure and a comprehensive governance model aligned with institutional clinical committees were created to implement this new technology within the clinic. REDCap was demonstrated to be an effective tool for the implementation and expansion of MBC and ICPs by supporting an efficient and standardized process to deliver complex longitudinal bundles of assessments for the duration of a patient’s treatment and by delivering real-time accessible information to health care providers to inform clinical decisions. This digitization process and integration has been designed to be extensible to other organizations practicing MBC in mental health and other disciplines.

Acknowledgments
This work was supported in part by the CAMH BrainHealth Databank, which is funded by the CAMH Discovery Fund. The work on the MDD-ICP was supported by the Max Bell Foundation and the University of Toronto Department of Psychiatry Academic Scholar Award. The authors would also like to thank the various clinical administrative staff members, clinical care providers, the clinical applications team, the enterprise data warehouse team, the information and privacy team, and the health records team for their work and feedback when designing and implementing this system.

Conflicts of Interest
None declared.
References


8. REDCap. URL: https://www.project-redcap.org/ [accessed 2019-08-21]


Abbreviations

API: application programming interface
CAMH: Centre for Addiction and Mental Health
CSV: comma-separated values
DET: data entry trigger
EHR: electronic health record
HIMSS: Healthcare Information Management Systems Society
ICP: integrated care pathway
JSON: JavaScript Object Notation
MBC: measurement-based care
MDD-ICP: major depression disorder integrated care pathway
MRN: medical record number
PHQ-9: Patient Health Questionnaire-9
PIN: personal identification number
SQL: Structured Query Language

©Steve Hawley, Joanna Yu, Nikola Bogetic, Natalia Potapova, Chris Wakefield, Mike Thompson, Stefan Kloiber, Sean Hill, Damian Jankowicz, David Rotenberg. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 20.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.
Agent-Oriented Goal Models in Developing Information Systems Supporting Physical Activity Among Adolescents: Literature Review and Expert Interviews

Kerli Mooses\textsuperscript{1}, PhD; Kuldar Taveter\textsuperscript{1}, PhD

Institute of Computer Science, University of Tartu, Tartu, Estonia

Corresponding Author:
Kerli Mooses, PhD
Institute of Computer Science
University of Tartu
Narva Maantee 18
Tartu, 51009
Estonia
Phone: 372 5526542
Email: kerli.mooses@ut.ee

Abstract

Background: Information and communication technologies (ICTs) are becoming increasingly popular in supporting the fight against low physical activity (PA) levels among adolescents. However, several ICT solutions lack evidence-based content. Therefore, there is a need to identify important features that have the potential to efficiently and consistently support the PA of adolescents using ICT solutions.

Objective: This study aims to create evidence-based models of requirements for ICT solutions supporting PA by combining scientific evidence from literature and health experts. In addition, we test the suitability of agent-oriented goal models in this type of modeling process.

Methods: A literature search of PubMed, Web of Science, and Scopus databases was conducted to identify evidence-based functional, quality, and emotional goals that have previously been proven to be relevant in supporting PAs among youth using ICT solutions. The identified goals were presented in the form of goal models. These models were used to collaborate with health experts to receive their input on the topic and suggestions for improvement. The initial goal models were improved based on the feedback from the experts.

Results: The results indicated that agent-oriented goal modeling is a suitable method for merging information from the literature and experts. One strength of agent-oriented goal models is that they present emotional requirements together with quality and functional requirements. Another strength is the possibility of presenting results from a literature review in a systematic manner and using them thereafter in the communication process with stakeholders. Agent-oriented goal models that were created were easy to understand for health experts without previous experience in requirements engineering, which facilitates and supports collaboration with nontechnical stakeholders.

Conclusions: The proposed agent-oriented goal models effectively merged information from scientific literature and experts in the field and presented early functional, quality, and emotional requirements in a holistic and coherent manner. We believe that the created models have high potential to help requirements engineers and developers to provide more efficient ICT solutions that support PA among adolescents in the future.

(J Med Internet Res 2021;23(5):e24810) doi:10.2196/24810
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Introduction

Background

Despite the numerous health benefits of physical activity (PA) on mental, social, and physical health [1-3], countries struggle with low levels of PA among children and adolescents [4]. According to data from 32 European and North American countries, only 23% of adolescent boys and 14% of girls meet the recommended daily PA levels [4], which is a minimum of 60 minutes of moderate- to vigorous-intensity PA every day [5]. According to the studies, PA declines during adolescence [6,7]. At the same time, many health-related behavior habits are established during adolescence that carry on to adulthood [8,9]. Therefore, adolescence is a sensitive period that can influence health behavior in later life, and greater attention should be paid to supporting the PA of adolescents [9].

Numerous interventions have been developed to support PA among children and adolescents, with most of them being conducted in a school setting [10], where it is easy to reach all children despite their age or socioeconomic background. In recent years, interventions using a variety of technological solutions have emerged, which can be explained by the high level of technology use among children and adolescents as well as by the vast possibilities of information and communication technologies (ICTs) that enable more individualized behavior change interventions [10]. It is also important that through ICT solutions, it is possible to provide health information to people who would otherwise not have access to health education resources [11]. According to adolescents themselves, supporting PA by using technology makes PA more appealing and helps to increase their awareness of the actual activity levels [12].

Previous ICT interventions have shown promising results [10,13-20], irrespective of the technological mechanisms used to deliver or support the delivery of an intervention. Some examples of the mechanisms used are the internet [14,15,21], text messaging, email [19-21], and phone apps [22]. However, the development process of ICT solutions supporting PA includes several challenges, which is highlighted by the fact that not all ICT interventions have been proven to be effective or successful [22,23]. It has been pointed out that a stronger collaboration between scientists and technologists who develop the solutions is needed [22,24,25], as ICT interventions are more likely to be successful when combined with theory, such as behavior change theory [15,21]. Collaboration with health experts and scientists during the problem identification and requirements engineering phase helps to elicit evidence-based functional, quality, and emotional requirements for ICT-based intervention solutions that have the potential to support the behavioral change of the target group. Such collaboration with scientists and experts would also increase the quality of information, and according to a review, several apps lack evidence-based content and focus mainly on functionality, aesthetics, and engagement [22].

In addition to functional requirements, the quality and emotional side of the software application must also be considered because the adaptation of the application depends on the emotions of the user [26]. The lack of user-friendliness and being unappealing to the target group has been marked as a significant cause of dropout and low levels of involvement in previous interventions [23,27]. Therefore, it is crucial that the development process includes both end users [27] as well as different stakeholders, health experts, and scientists, which ensures that the end product will have an expected impact on the end users [25,28-30]. The method used to involve different stakeholders must be easy to comprehend, as stakeholders often lack previous experience in requirements engineering. At the same time, it should capture as many functional, quality, and emotional requirements that constitute an important input for requirements engineers and developers.

Agent-Oriented Goal Modeling

One method for presenting emotional requirements for sociotechnical systems (STSs) is agent-oriented goal modeling [29-32]. STS is a software-intensive system that has defined operational processes followed by human operators and operates within an organization and comprises both social and technical aspects [33]. The STS consists of humans, software, and hardware [34]. According to the preceding definitions, ICT solutions supporting PA among adolescents fit into the category of STSs. Agent-oriented goal modeling [31,32,35] is a state-of-the-art method for eliciting and representing the requirements of STSs. In this method, the starting point is something to be achieved or done, whereas it is not yet important who or what does it. A distinct feature of motivational modeling is its explicit support for eliciting and representing emotional requirements [30,36]. The method enables the representation of functional, quality (nonfunctional), and emotional requirements for STSs in a holistic manner as a hierarchical goal tree, consisting of functional, quality, and emotional goals [30-32,35,36]. Agent-oriented goal modeling has been applied previously in several studies, which have shown that this approach is suitable and comfortable for including both technical and nontechnical stakeholders [30,31,36-38]. Moreover, this approach supports communication with nontechnical experts and other stakeholders whose input is required for the design process. Agent-oriented goal models provide a thorough description of possible solutions for the problem in question. The created models are not final technical requirements but rather offer an overall picture of the necessary elements and features that should be considered during the development process. On the basis of the agent-oriented goal models, requirements engineers can form more concrete requirements in the form of, for example, user stories [39], which can then be used in the further development process. Often, the creation of goal models includes a workshop or focus group with stakeholders to identify functional, quality, and emotional goals and the roles required for the attainment of the goals [30-32,36], which is followed by creating goal models based on the information gathered. However, in the current situation caused by the spread of COVID-19, the possibilities for face-to-face workshops have become limited, and alternative solutions have to be considered. In addition to expert opinions, more scientific evidence is emerging with regard to the features and factors that increase the effectiveness of ICT solutions supporting PA, which should also be considered in goal models.
Objective
The main aim of our study is to create evidence-based models for ICT solutions supporting PA by combining scientific evidence from the literature and opinions of health experts. For this purpose, we also aim to pilot the use of agent-oriented goal modeling in the process of communicating the results of the literature review and involving experts with non-technical backgrounds. Interestingly, we have previously used a similar approach in problem domains where arranging co-design workshops would be complicated, impossible, or even dangerous [37,38].

Methods
Overview
Previous studies using agent-oriented goal models have often gathered their input for goal models only from stakeholders through interviews or workshops [30,32,35,36]. For the topic under discussion, there is some scientific evidence on the features that have the potential to increase the effectiveness of ICT solutions supporting PA among adolescents and reduce dropout. Therefore, to combine the findings from previous ICT intervention studies with information from experts, this study was designed in the following steps:

- Identification of evidence-based features of ICT solutions that have the potential to support the behavioral change and PA of adolescents based on a literature review
- Development of initial goal models
- Inclusion of experts, model validation, and improvement

Textbox 1. Search topics and keywords.

<table>
<thead>
<tr>
<th>Search: reviews covering information and communication technology–based interventions with adolescents</th>
</tr>
</thead>
<tbody>
<tr>
<td>“(adolesc* [Title/Abstract]) AND (review[Title/Abstract]) AND (‘physical activity’[Title/Abstract]) AND ((technology[Title/Abstract]) OR (web[Title/Abstract]) OR (E-Health[Title/Abstract]) OR (eHealth[Title/Abstract]) OR (mHealth[Title/Abstract]) OR (app*[Title/Abstract]))”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Search: behavior change techniques used in information and communication technology solutions aimed at adolescents</th>
</tr>
</thead>
<tbody>
<tr>
<td>“((adolesc* [Title/Abstract]) OR (young [Title/Abstract])) AND (‘physical activity’ [Title/Abstract]) AND (‘behaviour change’ [Title/Abstract])”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Search: qualitative studies to identify factors valued by adolescent users</th>
</tr>
</thead>
<tbody>
<tr>
<td>“(‘physical activity’ [Title/Abstract]) AND ((qualitative [Title/Abstract]) OR (‘focus group’ [Title/Abstract])) AND ((app*[Title/Abstract]) OR (mHealth[Title/Abstract]) OR (eHealth[Title/Abstract])) AND (adolesc* [Title/Abstract])”</td>
</tr>
</tbody>
</table>

Development of Initial Goal Models
The data gathered from the literature were used to create the initial version of goal models, which included three types of goals: do, be, and feel goals. Do goal is a functional goal that indicates what the system should do. Be goals or quality goals present the non-functional requirements of the system, which describe the quality aspects of the system—how the system should be. Feel goals are emotional goals that describe how the user should feel when interacting with the system. In addition, roles are identified, which represent who is responsible for the attainment of which goals. This information is eventually presented as a simple graph in which the functional goals are rendered in a tree-like hierarchy. In the hierarchical goal model, each subgoal represents a particular aspect of achieving its parent goal. The functional goals are represented with tilted rectangles, whereas roles, quality, and emotional goals are attached to the appropriate functional goals and are represented by stick man icons, clouds, and heart symbols, respectively (Figure 1). Therefore, it is important that roles, quality, and emotional goals attached to the given functional goal apply to that goal and to all of the functional goals located below it in the goal tree. The described method enables the representation of functional, quality (non-functional), and emotional requirements for an STS in a holistic manner [30-32,35,36].

Literature Review
First, we identified from the scientific literature evidence-based features of ICT solutions that have the potential to support the behavioral change and PA of adolescents. For this purpose, we searched for articles in the PubMed, Web of Science, and Scopus databases. Separate searches for three topics were conducted for each database. The topics and keywords used are listed in Textbox 1. The first search focused on reviews that covered ICT-based interventions with adolescents. The results of the first search indicated that behavior change techniques (BCTs) have the potential to positively influence the behavior of the target audience [15,21]. Considering this, the following search focused on identifying the most prevalent and effective BCTs used in ICT solutions aimed at adolescents. To gain more thorough insight into the needs and preferences of adolescents concerning ICT solutions and PA, the third search focused on qualitative studies. The reference list of each identified article was also searched for relevant reviews and studies. The reviews that addressed ICT-based interventions with adolescents included different study methodologies, such as randomized controlled trials, quasi-experimental studies, and feasibility studies [14,15,17-21,24,40-43], providing a good overview of the features that have the potential to support PA levels. Information about BCTs was mostly elicited from studies or reviews describing ICT solutions using BCTs [22,25,44-46]. Finally, qualitative studies helped to identify possible facilitators and barriers perceived by the adolescents themselves [7,12,23,47-58].
The initial functional, quality, and emotional goals identified in the literature are presented in Textbox 2.

The features identified from the literature were combined into a hierarchical goal model, with move as the highest-level goal—purpose of the ICT solution—and report background info, set goals, monitor activity, receive feedback, and increase awareness as first-level functional goals. These first-level functional goals were elaborated into lower-level functional goals and attached to their quality and emotional goals. The initial goal model derived from the literature review was presented to the experts, who elicited additional functional, quality, and emotional goals. In the final goal models, the functional, quality, and emotional goals identified from the literature are marked with an asterisk (*), and those elicited by the experts are marked with a number sign (#).

The goal models can be further elaborated into the format of user stories [39], which is one of the most prevalent ways of representing requirements in agile software engineering [73,74]. We made use of the following format of user stories, which has been adapted from Cohn [73]: “As a [user performing a certain role], I need [to perform action] to support [achieving a certain goal]”. We will introduce an example of elaborating goal models into user stories in the Elaboration to User Stories subsection.
### Functional goals

1. Report background information [20,40,44,59-61]
2. Set goals [21,24,42,45,52-54,60,62]
3. Monitor activity [21,24,42,45,62]
4. Receive feedback [21,24,42,45,51,54,62]
5. Participate in challenges [44,46,53,63]
6. Increase awareness [54,60,64,65]
7. Select challenge [12,47,50,66]
8. Create groups [15,48,63,67-69]
9. Invite friends [15,48,64,67-69]
10. View results [55,60]
11. View comparison with others [46,55,56,60,64]
12. Show health benefits [22,55]
13. Receive activity suggestions [22,55]
14. Receive links to materials [22,55]
15. Help to interpret the data [52,64]

### Quality goals

1. Actively [5]
2. Regularly [5]
3. Personal [21,45,46,51,52,60]
4. Achievable [12,47,50,53,66]
5. Challenging [12,47,50,66]
6. Scientific [18,20,22,54,60]
7. Supportive [22]
8. Attractive [43,46,54,60,69]
9. Easy-to-use [43,46,54,60,69]
10. Automatic [43,46,54,60,69]

### Emotional goals

1. Enjoyment [47,49,50,53,70-72]
2. Fun [47,49,50,66,70-72]
3. Involved [44,46]
4. Feel achievement [53,66]
5. Engaged [44,46,53,56,64]
6. Thrilled [53]
7. Be aware [18,20,22,54,60,64,65]

---

**Inclusion of Experts, Model Validation, and Improvement**

The initial goal models were validated by the experts. Although previous studies with goal models have used workshops or focus groups to gather input from stakeholders [30,32,36], due to the COVID-19 situation, in this study, one-on-one interviews in the outdoors and web-based meetings were used instead. We consulted sports scientists and physical education experts (n=5) to identify the features of ICT-based interventions that can support the PA of adolescents. Some of the included experts had previous experience in the development and implementation of PA interventions in a school setting; therefore, they could highlight several aspects and experiences from the field. All the included experts were also parents, which enabled them to reflect the expectations of parents. The initial goal models were...
The inclusion of BCTs in ICT solutions for supporting PA has been emphasized by several authors, as they seem to have a significant impact on the effectiveness of the solution [15,21,22,40,41,45]. However, there is no consensus on the optimal number of BCTs that should be included in an effective ICT solution. It has been pointed out that the inclusion of multiple BCTs increases the attractiveness and effectiveness of the app [22,76]. At the same time, some reviews with adults indicate that too many BCTs can have a negative impact on effectiveness [62,77]. On average, six BCTs have been included in the apps aimed at children and adolescents [22], with the most popular BCTs being provide instructions, provide general encouragement, provide contingent rewards [22], prompt specific goal setting, prompt self-monitoring of behavior, and provide feedback on performance [21,45]. The importance of setting goals, monitoring activity, and receiving feedback was also highlighted by the experts involved in the modeling. Adding these three BCTs to the ICT-based solution can have a positive impact on the effectiveness of the solution [24,42,62]. The experts also pointed out that the inclusion of the functionalities set goals, monitor activity, and provide feedback on performance
makes it possible to incorporate the ICT solution into teaching activities at school (e.g., physical education and health education lessons), which would have multiple advantages. For example, in addition to helping students gain knowledge about their actual activity levels, incorporating the solution into in-school or in-curricula activities has the potential to increase its effectiveness [14,21] and ensure that less-motivated students also use the solution [15].

Figure 3. Sublevel models for the functional goals “set goals,” “monitor activity,” and “receive feedback.” The “*” in the model represents findings from the literature; the “#” represents suggestions by experts; gray rectangles represent functionalities at the level of user stories.

For the second-level functional goal, set goals, shown in Figure 3, we identified that it should be possible to select from among predefined goals that are based on national and international PA recommendations as well as define one’s own goals. The benefit of defining personalized goals is that such goals match the user’s abilities and daily routines [46,51,52,60] and offer a sense of enjoyment from achieving one’s own goals [53]. Personalized goals are especially useful when goals based on national or international PA recommendations seem to be too demanding and, because of this, constantly failing to reach them would be demotivating. It is important that the goals that have been set are achievable because perceived competencies are associated with the feeling of fun [66], which, in turn, supports the continuous usage of the ICT solution and behavior change. Therefore, defining one’s goals that seem realistic and achievable supports the self-efficacy, autonomy, and motivation of adolescents. The importance of providing goal setting functionality was also highlighted by students and adolescents [52-54,60]. The experts pointed out that the possibility of setting goals enables the solution to be incorporated more easily into a school setting and use it in physical education lessons. As achievement goals should be accompanied by deadlines and sometimes it is beneficial to set subgoals with reasonable increment steps, we believe that such functionalities should be included in ICT solutions.

Goal setting functionality is strongly associated with the self-monitoring functionality to evaluate compliance with the goals that have been set. In Figure 3, this functionality is represented by the monitor activity’s second-level functional goal. On the basis of the literature, self-monitoring seems to be a functionality that is crucial in ICT solutions aimed at supporting PA levels [24,42,54,60,62]. Young users value self-monitoring as it helps to increase their awareness of the actual PA levels and review their progress over time [54,60,64,65], which, in turn, has been associated with increased PA levels [43,64,78]. There are many ways to measure one’s PA by, for example, using subjective ratings and questionnaires or objective data from pedometers, accelerometers, or heart rate monitors. The strength of transferring data from wearable trackers is to provide objective PA information that is more accurate compared with the information obtained by means of questionnaires and more comfortable gathering. The ICT solution should connect with wearables from different manufacturers and convert the data into an easily understandable format. However, activity trackers might underestimate some activities (e.g., skiing and cycling), or it can be impossible to wear them during activities such as swimming and wrestling. In addition, users sometimes forget to wear the tracker or forget to start tracking at the beginning of the workout [55]. Therefore, it is possible to manually enter training or activity data into the ICT solution.

The third second-level functional goal shown in Figure 3—receive feedback—is tightly associated with goal setting and monitoring PA to evaluate performed activities and plan...
future ones. Providing feedback is a necessary feature pointed out by young app users [51,54], and one way to increase engagement with the solution [44] is to enhance the user’s motivation and self-efficacy [46]. Knowing that healthy PA levels have been reached increase the feeling of being healthy among adolescents [52]. However, the way feedback is given should be carefully planned and targeted so that it would not bring about negative emotions, such as guilt and disappointment [60], which can discourage and cause dropout.

Sharing results was also added to the model as one of the functional goals because sharing can increase the motivation of adolescents by receiving social support. Sharing also increases the feelings of belonging [46,56,64] and contributes positively to the effectiveness of the solution [40]. According to the experts involved in the modeling process, sharing can widen the usage of an ICT solution because it can be incorporated into physical education lessons by sharing the activity goals and results with teachers. In such a case, the physical education teacher can also serve as the provider of tailored feedback, thereby increasing the motivation of the students to be physically active. However, this possibility should be prevalidated with adolescents, as it might be perceived by them as a controlling mechanism resulting in a loss of autonomy, which can, in turn, cause resistance to using the ICT solution by adolescents [52].

**Participate in Challenges**

Challenges and competitions have been found to be the elements of game design that can increase engagement and reduce dropout [44,53]. In addition, participating in challenges and competitions increased the PA of the participants [46,63]. At the same time, not all people are interested in participating in challenges and competitions [12,40,46,52,53]. The studies indicate that participation in challenges is associated with PA and self-efficacy levels, as those with higher activity levels are more prone to participate in challenges [46]. It has been pointed out that competitors should have similar precompetition activity levels so that the competition effect would not drop [63] as a constant feeling of failure and no hope of winning reduces the motivation of participants [52,53]. Therefore, in addition to finding challenges, it should be possible to create groups of participants with similar PA levels or skills. This is reflected in the goal model shown in Figure 4. In addition, the ICT solution should include a variety of challenges for adolescents with different PA levels, interests, and skills, which make the participants feel competent [12,47,50,66] and would support their feeling of autonomy [50]. Moreover, the challenges have to be versatile, as similar challenges become boring for adolescents [53].

As challenges that extensively prioritize only successful performance can create subgroups of nonparticipants [56], it was suggested by the experts that the challenges should involve different kinds of targets. For example, in addition to finding the most active participants, an achievable daily threshold of a goal set by the adolescent should also be established with the aim of reaching it on all or most of the days comprised by the challenge. This approach would provide the participants with the possibility to feel a sense of achievement, increase self-efficacy, and retain anticipation to reach the goal. This also complies with the views expressed by the adolescents that not only excelling in particular sports but also merit of effort should be awarded or noticed [12]. Moreover, focusing on achieving healthy daily PA levels instead of maximum performance helps to avoid extreme PA behaviors that have been reported by some adolescents as a result of participating in PA challenges [52].

Participating in challenges is a social activity that involves interactions with other participants. The evidence suggests that participation in the challenges might be more effective when friends are engaged because there is an abundance of evidence that both the motivation to be active and actual PA levels are increased when friends are involved [15,48,67-69]. Moreover, it is more fun to be physically active together with friends [47], and peer involvement has been previously identified as a feature.
that adolescents like and use in ICT solutions [64]. Therefore, one should be able to invite a group of friends with whom to participate in the challenge. This is reflected by the corresponding fourth-level functional goal, Invite friends, shown in Figure 4. Another way of interaction during the challenge is to share information with coparticipants or a selected group of people. This is represented in Figure 4 by the third-level functional goals view results and rate the challenge. On the basis of the literature review, sharing PA information with familiar people supports PA levels, whereas sharing with strangers seems to be ineffective [46]. There are mixed feelings about comparing the results of meeting the challenge, similar to the case of participating in challenges. Some users of ICT solutions have found sharing demotivating when a comparison is made with more active people, and they rather prefer to compare themselves with lower performers to obtain assurance and confidence [55,60], whereas others find the comparison with more active people motivating [55]. According to the suggestions of the experts, we also complemented the goal model shown in Figure 4 with the roles teacher and coach, so that performers of these roles could incorporate suitable challenges into their teaching activities and would be able to view the outcomes.

**Find Activity**

According to a socioecological model [79], one’s PA is also influenced by the built environment. To increase the awareness of PA opportunities available in the neighborhood, we have added, based on the literature, the functional goals find nearby playground, find nearby sports facility, find training group, and find sporting event. These functional goals along with their subgoals are presented in Figure 5. Although university students considered the feature of providing information about facilities and possibilities provided by the environment as unimportant [55], the experts involved in our study suggested that compiling a comprehensive overview of the PA opportunities in the neighborhood can support PA because free and easily accessible sports and activities are more appealing to adolescents [12]. By means of this feature, adolescents can also find places to practice nonorganized and lifestyle sports activities, such as workouts, slackline, parkour, or skateboarding, which are becoming increasingly popular among youth [80]. At the same time, this type of feature can be beneficial for different stakeholders. For example, among those who can benefit from such features are parents who want to be active with their children, teachers and coaches who want to find training places, coaches who want to be visible to their target group, and experts in public health who would like to introduce different PAs to inactive adolescents. In addition, representatives of the local government can also benefit from these features, as the ICT solution can help to identify the existing opportunities for PA and plan additional developments, considering that both proximity and accessibility of facilities affect participation in PA [47,57,66]. In addition, the presence of green spaces has the potential to increase the PA of children [81]. Therefore, the find activity feature would help the local government to apply nudging [75] by making healthy choices more accessible to the target group. Providing a neighborhood with opportunities for PA also reduces children’s dependence on their parents, which has been identified as one of the factors hindering adolescents from participating in sports [12].

![Figure 5. Sublevel models for functional goal “find activity.” The “*” in the model represents findings from the literature; the “#” represents suggestions by experts; gray rectangles represent functionalities at the level of user stories.](image-url)

It should be kept in mind that the preferences of adolescents vary greatly—some prefer competitive and some others prefer noncompetitive activities, and some prefer team sports and some others prefer individual sports [12,47,58]. Moreover, nonorganized and lifestyle sports activities are gaining popularity among youth [80]. To support the PA of all adolescents, different types of sports with different levels of competitiveness should be offered, as providing a choice can increase the motivation and willingness to participate [50,56]. According to the qualitative studies, adolescents value activities that are diverse, challenging, social, and support their autonomy [50] and offer the possibility to try new activities [12,82].
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Adolescents should be able to distinguish between training groups based on their expected level of skills (eg, beginners, advanced, or high level) because joining a training group with more skilled participants lowers self-efficacy, reduces motivation, and increases the odds of dropout.

**Increase Awareness**

Current apps aimed at youth lack health content and concrete recommendations [22,25], and only a few apps are aligned with PA recommendations [22]. The need for evidence-based content has been emphasized both by researchers [18,20,22] as well as by users of ICT solutions [54,60]. Therefore, one focus of an ICT solution should be presenting the benefits of PA. This need is reflected by the functional goal *increase awareness* and its subgoals, along with the relevant quality and emotional goals, as shown in Figure 6. This should not only include the benefits for physical health but also the benefits for social and mental health and academic achievements [1], which are less known to the wider public according to the experts who were involved in the goal modeling process of our study. In addition, developing positive attitudes toward PA and informing stakeholders on possible health gains can increase adherence to ICT solutions [24,61]. Students also reported that they would like to receive tips on how to reach their achievement goals, make activities more fun, exercise safely, and get recommendations on when it is best to exercise [55].

The feature of increasing awareness should also include providing advice on the interpretation of the collected data, as adolescents tended to neglect the information about their PA behaviors that they did not understand [52]. Providing support for data interpretation, especially at the outset of using the ICT solution, may be of critical importance to encourage adolescents to continue using the solution [64].

**Figure 6.** Sublevel models for the functional goal “increase awareness.” The “*” in the model represents findings from the literature; the “#” represents suggestions by experts.

---

**Other Associated Aspects**

To strengthen the effect of ICT solutions, attention should be paid to the user experience and the usefulness of the information provided, as both have been demonstrated to strengthen the effect of the solution [46,69,83]. The need for a positive user experience through a simple and well-ordered design that is pleasant to use has also been highlighted by the users involved in previous studies [43,46,54,60,69].

The opinions of adolescents concerning different gamification elements are contradictory, as some studies with adolescents have found rewarding to be an irrelevant feature [64], whereas some other studies emphasize the importance of rewards [58]. It has been suggested that different gamification elements such as avatars and rewards to achieve a goal or meet a challenge increase the attractiveness of and engagement with an ICT solution and reduce dropout [44,53]. It has also been pointed out that rewards have the potential to foster motivation and increase self-efficacy [46]. However, the logic behind receiving award points must be clear to the participants [55,69], and the reward system should be carefully planned so that it would support intrinsic motivations because intrinsically motivated behaviors are derived from enjoyment and interest by the performer [64,84]. This, in turn, supports long-term behavior changes [85]. Adolescents have pointed out that it is not just the goal achievement that should be rewarded but also the improvements and progress toward goal achievement [58].

It is widely accepted that the learning process should support the autonomy of a child, as it affects the achievement and motivation of the child [84,86]. The goal models proposed by us include elements of support for all three categories of autonomy: organizational, procedural, and cognitive. Support for organizational autonomy involves students in decision making on management issues [84,86], which in our model addresses, for example, providing information about different PA opportunities and challenges that the adolescent can choose from to achieve their goals. Support for procedural autonomy enables one to choose their own way of finding a solution [84], which is in our model addressed by, for example, providing information about different PA opportunities and challenges that the adolescent can choose from to achieve their goals. Support for cognitive autonomy encourages student ownership of the learning process and is considered the most important type of autonomy to be supported in the learning process [84]. Some examples of the features supporting cognitive autonomy included by our goal models are providing...
feedback, enabling the formulation of personal goals, and providing means to reach one’s goals independently.

**Elaboration to User Stories**

In this subsection, we describe how goal models can be further elaborated to more detailed technical requirements for an ICT solution in the form of user stories [39], which is one of the most prevalent ways of representing requirements in agile software engineering [73,74]. Table 1 presents user stories associated with the submodel *Participate in challenges* shown in Figure 4, following the user story format adapted from Cohn [73], as follows: “As a [user performing a certain role], I need [to perform action] to support [achieving a certain goal].”

<table>
<thead>
<tr>
<th>Role and action</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adolescent</strong></td>
<td></td>
</tr>
<tr>
<td>Filter by intensity</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by duration</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by aim</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by rating</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Invite friends to participate in challenges</td>
<td>To create group</td>
</tr>
<tr>
<td>View own progress</td>
<td>To view results</td>
</tr>
<tr>
<td>View comparison with friends</td>
<td>To view results</td>
</tr>
<tr>
<td>View comparison with selected groups</td>
<td>To view results</td>
</tr>
<tr>
<td><strong>Coach or teacher</strong></td>
<td></td>
</tr>
<tr>
<td>Filter by intensity</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by duration</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by aim</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Filter by rating</td>
<td>To find challenge</td>
</tr>
<tr>
<td>Invite friends to participate in challenges</td>
<td>To create group</td>
</tr>
<tr>
<td>View comparison with friends</td>
<td>To view results</td>
</tr>
<tr>
<td>View comparison with selected groups</td>
<td>To view results</td>
</tr>
</tbody>
</table>

**Feedback From Experts**

The experts considered an agent-oriented goal model to be an effective representation artifact to present the features that support the PA of adolescents and facilitate an understanding of the problem domain. The models created in our study also proved to be effective communication tools because expressing the existing scientific evidence by means of clear and simple goal models, together with just short explanations, helped the experts to understand the ideas expressed by the models and focus on analyzing and enhancing them. The created goal models provide a good overview of the necessary features of ICT solutions. The experts pointed out that although the notation of the models was easy to understand, to fully understand the presented ideas, additional information provided by the researcher was useful. It was also highlighted that the goal models created in the process could serve as input for developing ICT-based interventions because goal models presented all important and evidence-based factors in a holistic and systematic way. This would make the agent-oriented goal modeling an easily usable method for selecting and planning further intervention activities.

**Discussion**

**Principal Findings**

This study proposes a novel approach to create agent-oriented goal models by combining a literature review and qualitative information from experts. According to our experience, this approach is a promising and feasible method for identifying the functional, quality, and emotional goals of ICT solutions for supporting PA in adolescents. The literature review conducted by us as the first step enabled the collection of existing scientific evidence and expressed it through holistic goal models capable of representing functional, quality, and emotional aspects and relationships between them. The resulting goal models helped to obtain and present an overview of the existing problems and possible solutions and easily communicate them to nontechnical experts. As a result, the experts could focus on the aspects that were missing from the models, and they did not have to spend time or effort to point out the existing theories or previously identified possibly effective features. Such an approach also saved experts a lot of time, which is an important aspect considering the need to retain fruitful cooperation with experts and therefore cannot be underestimated. As most of the experts involved had previous experience in implementing PA interventions in a school setting or practical work experience from school, they could focus on adding valuable knowledge.
from the field and pointing out aspects that have a high potential to support the usability and effectiveness of ICT solutions in the target group. Examples and experiences from real life provided by experts constitute invaluable information to better understand the existing problems and possible solutions.

Several goals included by the goal models emerging from the study indicate that ICT solutions aimed at supporting PA can benefit greatly from applying machine learning methods. For example, machine learning methods can contribute to a better user experience by providing tailored advice and information. Moreover, well-timed support by the ICT solution can reduce the odds of exercise relapse or dropout [87]. In addition, machine learning algorithms can help to adjust personalized goals [87] or form adaptive goals that, according to randomized controlled trials with adults [88,89], are more effective than static goals. Therefore, future ICT developments should consider applying different machine learning methods to support the PA of users.

In this study, we preferred to conduct one-on-one interviews with experts instead of workshops or focus groups, which were often used in previous studies to identify the functional, quality, and emotional goals to be represented by goal models [30,32]. The main reason for this decision was the COVID-19 situation, which has set restrictions on physical indoor meetings in larger groups. Therefore, the interviews were conducted on the web or outdoors, where the risk of infection was lower. Such an approach certainly has its advantages and disadvantages. During one-on-one interviews, the experts were able to freely express their opinions and ideas without being interrupted, having additional discussions, or experiencing the need to further justify the ideas presented by them. In addition, the situation created by COVID-19 enabled us to refrain from reinventing the wheel, as the starting point of the discussions consisted of goal models created by the researcher based on a thorough literature review. On the other hand, workshops support the cocreation process in which an idea or example by one stakeholder can be developed further by the other stakeholders. The research conducted by us was a pilot study, and further studies should validate our findings and improve the goal models with a wider range of stakeholders, such as parents; coaches; and naturally, the main target group—adolescents. However, we believe that the models included in this study lay a strong foundation for further development.

Conclusions

This paper presents the first attempt to create agent-oriented goal models of ICT solutions that support the PA of adolescents by combining evidence-based information and the opinions of experts and practitioners. The desired ICT solutions have the potential to contribute to the fight against low PA levels among adolescents by including in ICT solutions the features supported by the evidence. The strength of the proposed model is, in addition to including information from the scientific literature and experts in the field, a holistic and coherent presentation of early functional, quality, and emotional requirements. Our approach seems to be efficient in communicating the results of literature reviews to experts and supporting collaboration with nontechnical stakeholders. We believe that the created models have a high potential to help requirements engineers and developers to provide more efficient ICT solutions in the future.
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Abstract

Background: The evidence base for internet-based cognitive behavioral therapy for insomnia (iCBT-I) is firm; however, little is known about iCBT-I’s health-economic effects.

Objective: This study aimed to evaluate the cost-effectiveness and cost–utility of iCBT-I in reducing insomnia among schoolteachers.

Methods: Schoolteachers (N=128) with clinically significant insomnia symptoms and work-related rumination were randomized to guided iCBT-I or a wait list control group, both with unrestricted access to treatment as usual. Health care use, patient and family expenditures, and productivity losses were self-assessed and used for costing from a societal and a public health care perspective. Costs were related to symptom-free status (score <8 on the insomnia severity index) and quality-adjusted life years (QALYs) gained. Sampling error was handled using nonparametric bootstrapping.

Results: Statistically significant differences favoring the intervention group were found for both health outcomes (symptom-free status yes or no: \(\beta=0.30\); 95% CI 0.16-0.43; QALYs: \(\beta=0.019\), 95% CI 0.01-0.03). From a societal perspective, iCBT-I had a 94% probability of dominating the wait list control for both health outcomes. From a public health care perspective, iCBT-I was more effective but also more expensive than the wait list control, resulting in an incremental cost-effectiveness ratio of €650 per symptom-free individual. In terms of QALYs, the incremental cost-effectiveness ratio was €11,285. At a willingness-to-pay threshold of €20,000 per QALY gained, the intervention’s probability of being cost-effective was 89%.

Conclusions: Our trial indicates that iCBT could be considered as a good value-for-money intervention for insomnia.

Trial Registration: German Clinical Trial Registry: DRKS00004700; https://tinyurl.com/2nnk57jm

International Registered Report Identifier (IRRID): RR2-10.1186/1745-6215-14-169

(J Med Internet Res 2021;23(5):e25609) doi:10.2196/25609
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Introduction

Insomnia is characterized by difficulties in initiating or maintaining sleep and/or early morning awakenings that occur 3 nights or more per week, for at least 3 months, resulting in poor sleep quality and significant daytime impairment [1]. Insomnia is one of the most common sleep disorders among adults. Prevalence estimates range from 6% for insomnia disorder [2] to 25% for insomnia symptoms [3].

Insomnia is associated with a range of adverse health consequences for individuals, including poor daytime functioning [4] and reduced health-related quality of life [5]. In view of its high prevalence and its debilitating nature, insomnia is related to a substantial health and economic burden. As such, it increases the risk of future mental disorders (eg, major depressive disorder) [6]. Economic costs stem from both absenteeism and reduced productivity while at work (ie, presenteeism) [7] as well as increased health care utilization, (eg, medication prescription [8,9]).

In order to reduce the personal and economic burden of insomnia, it is essential to implement interventions that can improve sleep. American and European guidelines recommend cognitive behavioral therapy (CBT) as first-line treatment for insomnia disorder [10,11] due to its substantial clinical evidence base [12]. However, despite this recommendation, CBT for insomnia (CBT-I) is not widely available, mainly due to a shortage of therapists and available resources [13]. In addition, only 37% of those suffering from insomnia seek professional help [3].

Internet-based CBT intervention for insomnia (iCBT-I) has been touted as a solution that can bridge this gap in health care [14]. Meta-analytic evidence demonstrated that iCBT-I is effective in treating insomnia with large effect sizes at posttreatment (eg, Cohen’s d = 1.09; 95% CI 0.74-1.45) for insomnia severity [15]. Effect sizes are comparable to those found in individual face-to-face delivered CBT-I (eg, d=1.11; 95% CI 0.94-1.28) [12].

Although the effectiveness of (i)CBT-I has been demonstrated, research on its economic costs and benefits is still limited [16]. Previous reviews have argued that treating insomnia costs less compared to doing nothing [17,18]. A recent review on CBT-I interventions (N=7) using a dominance ranking framework showed that CBT-I was cost-effective compared to pharmacotherapy or no treatment [19]. However, only 2 studies have evaluated the economic effects of an iCBT-I intervention, but they suggested that iCBT-I provides superior health improvements at reduced costs [20,21]. To the best of our knowledge, no study has yet investigated the economic merits of iCBT-I from a societal perspective (including reductions in direct medical costs, patient and family costs, and indirect costs stemming from productivity losses) and from the public health care perspective (including only direct medical costs).

The aim of the this paper was thus to assess, from a societal and public health care perspective, the cost-effectiveness and cost-utility of a guided iCBT-I intervention to reduce insomnia symptoms in currently employed schoolteachers. The health economic evaluation presented here was conducted alongside a randomized controlled trial [22]. A previous publication reported the clinical effects of the iCBT-I intervention (6-month follow-up; Cohen d=1.43; 95% CI 1.04-1.82) [23].

Methods

Study Design

We conducted and reported the health-economic evaluation in agreement with the Consolidated Health Economic Evaluation Reporting Standards (CHEERS) statement [24] and the guidelines from the International Society for Pharmacoeconomics and Outcomes Research (ISPOR) [25]. The economic evaluation was performed from a societal perspective (ie, all relevant costs) and a public health care perspective (ie, direct medical costs) alongside a pragmatic 2-armed randomized controlled trial to establish the cost-effectiveness and cost-utility of a guided iCBT-I intervention as an adjunct to treatment as usual (TAU) for schoolteachers with insomnia compared to a wait list control condition with unrestricted access to TAU. Self-report questionnaires to assess costs and effects were collected at baseline, posttreatment (only health effects; 8 weeks after randomization), and 6-month follow-up via a secured online-based assessment system (Advanced Encryption Standard, 256-bit encrypted). Full details of the trial design can be found elsewhere [22]. The study was approved by the ethics committee of the University of Marburg (reference number: 2013-01K) and is registered under DRKS00004700 in the German clinical trial registry.

Procedure

Participants were recruited in Germany from March 2013 to September 2013 using email distribution lists to primary, secondary, and vocational schools, which were provided by the Ministry of Education in the German state of Nordrhein–Westfalen. Currently employed schoolteachers aged 18 and above with clinically significant insomnia symptoms (Insomnia Severity Index [ISI] >14) and elevated work-related rumination (Irritation scale, subscale “Cognitive Irritation” >14) were included in the study [22]. The exclusion criterion was current psychotherapy for insomnia and/or suicidal ideation (Beck Depression Inventory item on suicidality >1). People taking sleep medication were not excluded from the study but were required to keep their medication on a stable dose during the study period. The Consolidated Standards of Reporting Trials (CONSORT) study flowchart and participants’ characteristics at baseline can be found elsewhere [23]. In brief, 128 schoolteachers were recruited into the trial with 64 randomized to the intervention and 64 to the wait list control condition. The average participant was female (95/128, 74%).
48 years of age (SD 10), married or in a partnership (92/128, 72%), and had a diagnosis of a primary insomnia (100/128, 78.1%) with moderate severity, and 14% (18/128) had a comorbid major depression [23]. Randomization took place at the individual level in a ratio of 1:1 and was conducted centrally by an independent research staff member not otherwise involved in the study using an automated web-based program (randomisation.eu). Study participants were not masked to their treatment allocation due to the nature of the psychological intervention.

Interventions
In this pragmatic trial, all study participants had unrestricted access to TAU. In Germany, TAU for elevated insomnia symptoms usually includes visits to the general practitioner followed by more intensive interventions, such as cognitive behavioral therapy and medication if insomnia symptoms persist or worsen.

iCBT-I Intervention (GET.ON Recovery)
The iCBT-I intervention (GET.ON Recovery [22,23]) has been specifically tailored to schoolteachers experiencing work-related stress and insomnia. The intervention was mainly based on cognitive behavioral methods (eg, sleep restriction therapy, stimulus control therapy, relaxation, sleep hygiene, and cognitive interventions) [26]. These methods were supplemented by techniques effective in reducing work stress and fostering mental detachment from work-related problems derived from behavioral activation [27], metacognitive therapy [28], gratitude research [29], and research on boundary management [30]. The intervention consisted of 6 weekly modules. Overall, of the 64 participants, 61 (95.3%) completed all 6 modules [23]. Participants received written feedback on each completed module by an eCoach (ie, a trained clinical psychologist), who followed a standardized coaching manual. To maximize the comparability of the participants and maintain the guidance at a minimal level, eCoaches were advised that the time spent on each participant per module should not exceed 30 minutes; thus, the total amount of time spent on each participant was approximately 3 hours for the total duration of the intervention [23]. eCoaches were supervised by a clinical psychologist.

Wait List Control Condition
In addition to TAU, individuals in the control group were eventually granted access to the unguided version of the intervention after completing the final assessment at 6 months post baseline.

Outcomes
ISI Symptom-Free Status
The health outcome in the cost-effectiveness analysis was symptom-free status defined as a score <8 on the ISI [31]. The ISI is a 7-item instrument answered on a 5-point Likert scale with a total score ranging from 0 to 28. The psychometric properties of the online version of the questionnaire have been well established [32]. In the current study, internal consistency was set at Cronbach α=.91.

Quality-Adjusted Life Years
Quality-adjusted life years (QALYs) were used as a health outcome in the cost–utility analysis (CUA). QALYs were based on the 6D Health State Short Form (SF-6D: a subset of 6 items of the Short Form Health Survey Version 1 [33]). The SF-6D contains 6 dimensions (each with between 2 and 5 levels) and can generate 7500 different health states. Utility values were derived using Brazier’s algorithm [34]. QALY health gains were estimated by calculating the area under the curve of linearly interpolated SF-6D utilities between measurements to cover the whole 6-month follow-up period. The SF-6D was used in this study because the instrument is known to be more sensitive to changes in mild to moderate physical and mental health conditions than is the EQ-5D-3L questionnaires [35,36].

Resource Use and Costing
We used the Trimbos and Institute for Medical Technology Assessment “Treatment Inventory of Costs in Patients with psychiatric disorders” questionnaire (TiC-P) to collect data on health care utilization, patient and family costs, and productivity losses [37,38]. The TiC-P is a retrospective questionnaire with a 3-month recall period. The TiC-P was adapted for use in Germany and has been used in a large number of cost-effectiveness studies [39-41]. Costs were expressed in euros and indexed for the year 2013, the year the study was conducted, based on the German consumer price index (index factor 1.04) [42]. A reference to the National Institute for Health and Care Excellence willingness-to-pay (WTP) threshold of £20,000 (£23,529) to £30 000 (£35,294) per QALY gained was made where appropriate [43]. Costs were converted to pound sterling (£) using the purchasing power parities reported by the Organization for Economic Cooperation and Development. For the reference year 2013, £1 was equated to £0.85.

Intervention Costs
At the time of conducting the study, the market price of the iCBT-I provided by the GET.ON Institute was €299 (£254) per participant including all costs for developing (eg, tailoring intervention content to the target group) and delivering the intervention (eg, eCoaches providing individual feedback to participants).

Health Care Costs
We used 2 German guidelines for calculating health care costs [44,45]. A list of unit cost prices (ie, outpatient care) was used to compute the total health care costs on a per-participant level. Unit cost prices indexed for the year 2013 were as follows: €20.92 (£17.78) for a visit to the general practitioner, €68.06 (£57.85) for an internal medicine consult, €46.55 (£39.57) for a session with a psychiatrist, and €81.44 (£69.22) for a session with a psychotherapist. Hospital stays were computed at €335.52 (£285.19) for an in-patient day in a psychiatric hospital and €306.41 (£260.45) for an in-patient day in a hospital for psychosomatic medicine and psychotherapy. Costs were estimated by multiplying the units of resource use with corresponding unit cost prices.
Medication
The costs of prescribed medication were based on the German drug registry (Rote Liste [46]). Costs of prescribed medication are calculated as the pharmacy retail price, with the pharmacist’s “clawback” (ie, wholesale margin) being accounted for. The rates of discount vary between private and statutory (public) health insurances. Therefore, we weighted the mean costs of the 3 largest packages with the same agent based on the daily defined dose by the statutory population share (89% of the German population are statutorily insured).

Patient and Family Costs
Out-of-pocket expenses were directly obtained from participants. Costs for traveling were valued at €0.30 (£0.26) per kilometer for making trips to access health services. Time spent on the intervention and costs of informal care were valued using the opportunity cost method and were estimated at €23.10 (£19.64) per hour [44,45].

Costs of Productivity Losses
Productivity losses can be caused by absenteeism (ie, days not worked) and presenteeism (ie, reduced efficiency while at work). We followed the human capital approach to value costs due to absenteeism [47]. Lost workdays due to absenteeism were valued at the corresponding gross average of participants’ income per day. Lost workdays due to presenteeism were computed by taking into account the number of work days for which the participant reported reduced functioning weighted by the reported corresponding inefficiency score for those days (Osterhaus method) [48]. Productivity losses from unpaid work (ie, household work) were valued using the replacement cost method [49]. The estimated value was €18.33 (£15.58) per hour (eg, the average hourly wage of domestic help).

Analysis
The study was not powered to statistically test differences in health-economic outcomes. Therefore, we took a probabilistic decision-making approach to make health-economic inferences [50]. We did not discount costs and effects because the analysis was limited to a 6-month time horizon.

In evaluating clinical and cost outcomes, we reported all analyses in accordance with the CONSORT statement [51]. Data were analyzed according to the intention-to-treat principle. Missing data in ISI were imputed via multiple imputation using a Markov Chain Monte Carlo multivariate imputation algorithm (SPSS 21, IBM Corp) with 10 estimations per missing value [23]. To account for missing data in the cost and utility data, we used the regression imputation procedure in Stata version 16 (StataCorp) to obtain the required predicted values [52]. Predictors of outcome and dropout were identified by (logistic) regression analyses. Identifying predictors of outcome helped us to obtain the most likely values of the outcome, whereas identifying predictors of dropout allowed us to correct for bias that might arise by differential loss to follow-up. Differences in effectiveness between study groups at 6-month follow-up were estimated using ordinary least square regression analyses. Due to baseline imbalances, QALYs were adjusted for baseline values [53]. To compare cumulative costs between study groups, a generalized linear regression model with a gamma family distribution and an identity link function was fitted and adjusted for baseline depressive symptom severity and age. The family distribution was selected based on the modified Park test [54]. The identity link function was chosen because an additive effect of the covariates was expected.

Societal costs included all cost categories, while direct medical costs used in analyses from the public health care perspective comprised intervention costs, health care costs, and medication costs. In the cost-effectiveness analysis, the incremental cost-effectiveness ratio (ICER) was calculated by dividing incremental costs (total per-participant costs or direct medical costs) by symptom-free status gained. In the cost–utility analysis, incremental costs were divided by QALYs gained.

The corresponding equation was as follows: ICER = (CostsINT – CostsCTR) / (EffectsINT – EffectsCTR), where INT is the intervention group and CTR is the control group [47]. Although costs were gamma distributed, the difference of 2 nonnormally distributed variables (eg, incremental costs) followed a remarkably normal distribution. Hence, to handle sampling uncertainty, we bootstrapped the seemingly unrelated regression equations model (“sureg” command in Stata) to generate 2500 simulations of incremental cost and incremental effect pairs while allowing for correlated residuals of the cost and effect equations and adjusting for potential confounders (eg, baseline utilities in the effect equation; age and baseline depressive symptom severity in the cost equation) [55]. Based on the bootstrapped seemingly unrelated regression equation model, bias-corrected and accelerated 95% CIs were obtained for incremental costs and effects. In addition, 95% CIs around ICERs were obtained by the bootstrap acceptability method [56]. The bootstrapped cost and effect pairs were graphically represented on a cost-effectiveness plane with effects along the horizontal axis and costs along the vertical axis [47]. To assess the probability of the intervention being cost-effective at varying WTP thresholds, cost-effectiveness acceptability curves were plotted [57]. Except for the imputation of missing ISI scores, all analyses were performed using Stata version 16 (StataCorp) [52].

Sensitivity Analyses
Three sensitivity analyses were performed. Presenteeism has been previously identified as one of the main cost drivers in insomnia [20]. As there is no gold standard to measure costs due to presenteeism, we used a different approach to assess presenteeism costs in the first sensitivity analysis. Here, we calculated costs due to presenteeism based on the Health and Labor Questionnaire (HLQ) method. The Osterhaus method, used in the main analyses, tends to overestimate costs due to presenteeism because this method concentrates on the work capacity of the individual. In contrast, the HLQ method focuses on production loss that is recoverable and is not yet made up for, thus generating a lower estimate of costs [58]. In a second sensitivity analysis, we varied the costs of the intervention by plus and minus 20% and 50%, respectively, to reflect uncertainties about the actual market price also including a lower price due to scaling effects. Finally, we conducted a “completers-only analysis” based on the data of the participants who completed the 6-month follow-up assessment.
Results

Study Dropout

At posttreatment, 92.2% (118/128) of the participants completed the follow-up questionnaires, whereas at 6-month follow-up, 88.3% (113/128) did. Dropout rates did not differ between the intervention and control conditions ($\chi^2=1.89; P=.17$). Study dropout was neither associated with baseline insomnia severity nor with any sociodemographic factors (lowest $P$ value=.18 for treatment allocation). There were no missing data due to item nonresponse.

Effects

In the intervention group, 27 out of 64 participants (42%) reached a symptom-free status, whereas in the control group, 4 out of 64 participants (6%) were symptom-free at 6-month follow-up [23]. Statistically significant differences favoring the intervention group were found between the intervention and control group in symptom-free status (incremental effect, $\Delta[E]=0.30; 95\% CI 0.16-0.43$). On average, participants in the intervention group gained 0.36 QALYs (95% CI 0.35-0.37) during the study period, while participants in the control condition gained 0.35 QALYs (95% CI 0.34-0.36). Differences in adjusted incremental QALYs were statistically significant ($\Delta[E]=0.02; 95\% CI 0.01-0.03$).

Costs

Both groups showed similar total costs within the 3-month recall period before randomization (intervention group: €2902 [£2467], 95% CI €2111-€3693; control group: €3112 [£2645], 95% CI €2321-€3903). Table 1 presents the 6-month accumulated per-participant costs separately for different cost categories by treatment allocation. Mean direct medical costs were higher in the intervention group (€592 [£503]; 95% CI €444-€740) compared to the control condition (€389 [£331]; 95% CI €242-€537), which could largely be explained by the intervention costs that were only involved in the iCBT-I group. In contrast, both patient and family’s costs, along with productivity costs, were lower in the intervention group compared to the control group, with costs related to productivity losses having the largest impact on overall societal costs. Mean per-participant total costs accrued over the 6-month follow-up period were €4030 (£3426; 95% CI €3125-€4934) for the intervention group and €5021 (£4268; 95% CI €3394-€6147) for the control condition. Adjusted incremental differences in total costs were in favor of the intervention group ($\Delta[C]=–€895 [-£761]; 95\% CI –€2155 to €364; ie, lower by €895 in the intervention group).

Table 1. Mean cumulative per-participant costs (in €) by condition over a 6-month follow-up period (based on intention-to-treat sample; N=128).

<table>
<thead>
<tr>
<th>Costs</th>
<th>Intervention group (n=64), mean (95% CI)</th>
<th>Control group, (n=64), mean (95% CI)</th>
<th>Incremental costs, difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct medical costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention costs</td>
<td>299a</td>
<td>b</td>
<td>299a</td>
</tr>
<tr>
<td>General practitioner</td>
<td>36 (21 to 51)</td>
<td>51 (36 to 66)</td>
<td>–15 (–36 to 6)</td>
</tr>
<tr>
<td>Mental health care</td>
<td>150 (56 to 244)</td>
<td>163 (69 to 257)</td>
<td>–13 (–146 to 120)</td>
</tr>
<tr>
<td>Antidepressants</td>
<td>2 (0 to 5)</td>
<td>5 (2 to 8)</td>
<td>–3 (–7 to 1)</td>
</tr>
<tr>
<td>Allied health services</td>
<td>105 (34 to 176)</td>
<td>170 (99 to 241)</td>
<td>–65 (–166 to 36)</td>
</tr>
<tr>
<td>Patient and family costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informal care</td>
<td>884 (226 to 1541)</td>
<td>1260 (602 to 1918)</td>
<td>–376 (–1306 to 554)</td>
</tr>
<tr>
<td>Domestic help</td>
<td>310 (147 to 474)</td>
<td>(132 to 459)</td>
<td>15 (–217 to 246)</td>
</tr>
<tr>
<td>Out-of-pocket expenses</td>
<td>45(7 to 84)</td>
<td>73 (35 to 112)</td>
<td>–28 (–82 to 27)</td>
</tr>
<tr>
<td>Travel</td>
<td>8 (3 to 13)</td>
<td>15 (10 to 20)</td>
<td>–7 (–14 to 1)</td>
</tr>
<tr>
<td>Productivity costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absenteeism</td>
<td>1005 (473 to 1537)</td>
<td>1104 (573 to 1636)</td>
<td>–99 (–851 to 653)</td>
</tr>
<tr>
<td>Presenteeism</td>
<td>1185 (747 to 1623)</td>
<td>1883 (1446 to 2321)</td>
<td>–698</td>
</tr>
<tr>
<td>Total costs</td>
<td>4030 (2951 to 5108)</td>
<td>5021 (3942 to 6099)</td>
<td>–991 (–2519 to 534)</td>
</tr>
</tbody>
</table>

aAs intervention costs are fixed, no 95% CI is applicable here.
bNot applicable.
cIncluding physiotherapist, massage, occupational therapist, etc.
dFor example, allied health services without prescription.
Economic Evaluation

Societal Perspective

Table 2 shows the incremental cost, effects, and cost-effectiveness ratios (based on 2500 bootstrap simulations) for the main analyses. Cost-effectiveness analysis revealed that the iCBT-I intervention resulted in more symptom-free individuals (ΔE = 0.30; 95% CI 0.16-0.43) and that these health gains were achieved at lower costs (ΔC = –€1121 [£953]; 95% CI –€3012 to €64). With regard to the cost-effectiveness plane, most of the replicated ICERs (94%) fell in the south–east quadrant, indicating a 94% probability that the intervention would dominate the control condition (Figure 1). Cost–utility analysis revealed similar results compared to the cost-effectiveness analysis (Table 2). Again, most of the bootstrapped cost and effect pairs (94%) fell in the south–east quadrant, indicating the dominance of the intervention over the control condition (Figure 2). When the societal WTP per additional QALY gained was €0, the iCBT-I intervention had a 94% probability of being more cost-effective than the control condition.

Table 2. Results of the main analyses (based on 2500 bootstrap simulations) based on societal and public health care perspectives.

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Incremental costs (in €), mean (95% CI)</th>
<th>Incremental effects, mean (95% CI)</th>
<th>ICERb, mean (95% CI)</th>
<th>Distribution over the cost-effectiveness plane (%)</th>
<th>NEQc</th>
<th>NWQd</th>
<th>SEQe</th>
<th>SWQf</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Societal perspective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEAb (SFS)h</td>
<td>–1121 (–3012 to 64)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominanti</td>
<td>6</td>
<td>—</td>
<td>94</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CUAj (SF-6D QALY)k</td>
<td>–1121 (–3012 to 64)</td>
<td>0.0183 (–0.0182 to 0.0185)</td>
<td>dominant</td>
<td>6</td>
<td>—</td>
<td>94</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td><strong>Public health care perspective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA (SFS)</td>
<td>189 (97 to 350)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>650 (–215 to 1652)</td>
<td>94</td>
<td>—</td>
<td>6</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CUA (SF-6D QALY)k</td>
<td>189 (97 to 350)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>11,285 (–1750 to 27,493)</td>
<td>96</td>
<td>—</td>
<td>4</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

a95% CIs in this column were bias-corrected and accelerated.
bICER: incremental cost-effectiveness ratio.
cNEQ: north–east quadrant.
dNWQ: north–west quadrant.
eSEQ: south–east quadrant.
fSWQ: south–west quadrant.
gCEA: cost-effectiveness analysis.
hSFS: symptom-free status (0=no, 1=yes).
idominant: The intervention resulted in higher effects at lower costs compared to the control condition.
jCUA: cost–utility analysis.
kSF-6D QALY: 6D Health State Short Form quality-adjusted life years based on the SF-12.
Figure 1. Scatterplot of 2500 replicates of the incremental cost and effect pairs (eg, symptom-free status) from the societal perspective on the cost-effectiveness plane: internet-based cognitive behavioral therapy versus wait list control condition and cost-effectiveness acceptability curve.

Figure 2. Scatterplot of 2500 replicates of the incremental cost and effect pairs (eg, QALYs gained) from the societal perspective on the cost-effectiveness plane: internet-based cognitive behavioral therapy for insomnia versus wait list control condition and cost-effectiveness acceptability curve. QALY: quality-adjusted life years; SF-6D: 6D Health State Short Form.

Public Health Care Perspective
From a public health care perspective, health benefits were achieved at higher costs (€189 (£161); 95% CI €97 to €350). The ICER was €650 (£553; 95% CI €215 to €1652) for 1 additional symptom-free individual. At a WTP threshold of €0, the iCBT-I intervention’s probability of being cost-effective was 6%. With an increase in the WTP to €1500 (£1275) per symptom-free status gained, the probability rose to 96% (Figure 3). Cost–utility analysis revealed an ICER of €11,285 (£9592; 95% CI €1750 to €27,493) per QALY gained. The corresponding cost-effectiveness acceptability curve shows a probability of 4% and 89% that the intervention would be cost-effective at WTPs of €0 and €20,000 (£17,000) per QALY gained, respectively. With a National Institute for Health and Care Excellence WTP threshold of £20,000 (£23,529) to £30,000 (£35,294) per QALY gained [43], the probability would increase to 95% and 99%, respectively (Figure 4).
Sensitivity Analyses

Cost-effectiveness estimates based on the completer-only sample were almost identical to the main analyses, indicating that the imputation procedure did not bias the results (Table 3). From a societal perspective, results of the sensitivity analyses showed that neither using the HLQ method to assess costs due to presenteeism nor increasing intervention costs affected the overall conclusion that the iCBT-I intervention produces greater health gains at lower costs compared with a wait list control condition (Table 3). Using the HLQ method, the intervention’s probability of being cost-effective was 72% at a WTP of €0 for both health outcomes. This probability rose to 86% at a WTP of €20,000 (£17,000) per QALY gained (Multimedia Appendix 1 Figure S1). Increasing or decreasing intervention costs by 20% or 50% did not affect the intervention’s probability of being cost-effective compared with the main analysis (Table 3). From a public health care perspective, with intervention costs decreased up to 50%, health effects were still gained at slightly higher costs. Increasing the intervention costs by 20% and 50% resulted in an ICER of €14,380 (£12,223) and €19,360 (£16,456) per QALY gained, respectively (Table 3). At a WTP of €20,000 per QALY gained, the intervention’s probability of being cost-effective was 80% and 60% (Multimedia Appendix 1 Figure S2), respectively.
Table 3. Results of the sensitivity analyses (based on 2500 bootstrap simulations) based on the societal and public health care perspective.

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Incremental costs (in €), mean (95% CI)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Incremental effects, mean (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>ICER&lt;sup&gt;b&lt;/sup&gt;, mean (95% CI)</th>
<th>Distribution over the cost-effectiveness plane (%)</th>
<th>NEQ&lt;sup&gt;c&lt;/sup&gt;</th>
<th>NWQ&lt;sup&gt;d&lt;/sup&gt;</th>
<th>SEQ&lt;sup&gt;e&lt;/sup&gt;</th>
<th>SWQ&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Societal perspective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presenteeism costs based on HLQ method&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA&lt;sup&gt;h&lt;/sup&gt;</td>
<td>–459 (–2155 to 796)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>28</td>
<td>—</td>
<td>72</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA&lt;sup&gt;i&lt;/sup&gt;</td>
<td>–459 (–2155 to 796)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>28</td>
<td>—</td>
<td>72</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs plus 20%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>–1062 (–2801 to 192)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>6</td>
<td>—</td>
<td>94</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>–1062 (–2801 to 192)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>7</td>
<td>—</td>
<td>93</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs plus 50%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>–972 (–2804 to 249)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>8</td>
<td>—</td>
<td>92</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>–972 (–2804 to 249)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>9</td>
<td>—</td>
<td>91</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs minus 20%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>–1181 (–3052 to 114)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>5</td>
<td>—</td>
<td>95</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>–1181 (–3052 to 114)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>5</td>
<td>—</td>
<td>95</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs minus 50%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>–1271 (–3068 to 18)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>3</td>
<td>—</td>
<td>97</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>–1271 (–3068 to 18)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>3</td>
<td>—</td>
<td>97</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Completer analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>–1169 (–2963 to 625)</td>
<td>0.32 (0.18 to 0.46)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>9</td>
<td>—</td>
<td>91</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>–1169 (–2963 to 625)</td>
<td>0.0188 (0.0089 to 0.028)</td>
<td>dominant&lt;sup&gt;i&lt;/sup&gt;</td>
<td>9</td>
<td>—</td>
<td>91</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Public health care perspective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intervention costs plus 20%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>246 (–59 to 405)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>831 (59 – 1778)</td>
<td>98</td>
<td>—</td>
<td>2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>246 (–59 to 405)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>14,380 (1135 to 31,826)</td>
<td>98</td>
<td>—</td>
<td>2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs plus 50%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>336 (38 to 503)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>1129 (306 to 2137)</td>
<td>100</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>336 (38 to 503)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>19,360 (4671 to 40,673)</td>
<td>100</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs minus 20%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>127 (–157 to 295)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>413 (–400 to 1185)</td>
<td>87</td>
<td>—</td>
<td>13</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>127 (–157 to 295)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>7826 (–4120 to 22,565)</td>
<td>90</td>
<td>—</td>
<td>10</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intervention costs minus 50%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>37 (–258 to 201)</td>
<td>0.30 (0.16 to 0.43)</td>
<td>129 (–636 to 838)</td>
<td>66</td>
<td>—</td>
<td>34</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>37 (–258 to 201)</td>
<td>0.0183 (0.0182 to 0.0185)</td>
<td>2384 (–9114 to 15,017)</td>
<td>66</td>
<td>—</td>
<td>34</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Completer analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA</td>
<td>206 (–145 to 395)</td>
<td>0.32 (0.18 to 0.46)</td>
<td>656 (–296 to 1725)</td>
<td>92</td>
<td>—</td>
<td>8</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CUA</td>
<td>206 (–145 to 395)</td>
<td>0.0188 (0.0089 to 0.028)</td>
<td>12,046 (–3920 to 33,174)</td>
<td>92</td>
<td>—</td>
<td>8</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>95% CIs in this column were bias-corrected and accelerated.
Discussion

Principal Results

Our study was set out to evaluate the cost-effectiveness and cost-utility of a guided iCBT-I intervention as an adjunct to usual care to reduce insomnia symptoms in schoolteachers in comparison with a wait list control condition with unrestricted access to TAU from a societal and a public health care perspective. Statistically significant differences favoring the intervention group were found for both health outcomes (symptom-free status and QALYs). From a societal perspective, the iCBT-I intervention dominated the wait list-control condition, meaning that the iCBT-I intervention has better health effects for less costs than does usual care in schoolteachers with insomnia. From a public health care perspective, the ICERs were €650 and €11,285 for a symptom-free individual and QALY gained, respectively. At a WTP threshold of €20,000 per QALY gained, the intervention’s probability of being cost-effective was 89%.

Comparison With Prior Work

Although the effectiveness of iCBT-I is well established [15], there is a critical gap in health-economic evidence for iCBT-I. To our knowledge, this is the first trial-based economic evaluation of an iCBT-I intervention to reduce insomnia symptoms using a societal and public health care perspective. As such, results from our trial add to the converging evidence pointing to the cost-effectiveness of CBT interventions for insomnia. Thiart et al [20] used the same study to evaluate the cost and benefits of the iCBT-I intervention as seen from an employer’s perspective. Results of the current health-economic evaluation line up agreeably with these findings. Baka et al [21] compared a guided iCBT-I intervention to care as usual for insomnia patients in general practice. Analogous to our findings, mean societal costs were lower in the intervention group than in the care as usual group, and, in contrast to our results, the cost-utility analyses revealed a lower probability (69%) of the intervention being cost-effective compared to care as usual at a ceiling ratio of €30,000 per QALY gained. This difference could be due to different types of control conditions used (care as usual vs wait list control). Applying an employer’s or societal perspective seems to generate incremental costs favoring interventions groups when participants are employees, or at least in the productive age groups. In addition, our findings match with available health-economic evidence from a recent systematic review (N=7) showing that CBT-I was cost-effective compared to pharmacotherapy or no treatment [19].

Our findings from the public health care perspective showing that the iCBT-I intervention resulted in better health effects but achieved this at higher costs are also in line with findings from this systematic review [19]. Three trial-based economic evaluations employing a public health care perspective showed that CBT-I led to greater health improvements at higher costs compared to either TAU [59,60] or a wait list control condition [61], with time horizons ranging from 8 weeks to 6 months. In terms of QALYs gained, studies reported a low (34%) [61] and high (99%) [59] probability of CBT-I being cost-effective at a maximum WTP of £30,000 ($31,727) in the United Kingdom. Watanabe et al [60] reported a 90% chance of CBT-I being cost-effective at a WTP threshold of US$40,000 ($29,400) per QALY gained. In contrast, one study conducted from a public health care perspective showed that CBT-I was cheaper and more effective than TAU. However, there was large uncertainty around cost estimates resulting in a moderate probability (70%) of being cost-effective at a WTP of £30,000 ($31,727) [62].

Limitations

This study has some limitations. First, the time horizon of this study was limited to 6 months. However, results of an economic model investigating the long-term cost-effectiveness of CBT-I among long-term hypnotic drug users with chronic sleep difficulties compared to TAU indicated that any increase in the timeframe of the economic evaluation produces substantial reductions in the incremental costs per QALY gained. The cost-effectiveness of CBT-I improved even when treatment effects were reduced radically over time [59]. Further studies should thus assess the long-term clinical and cost-effectiveness of iCBT-I to reaffirm its long-term cost-effectiveness. Second, the iCBT-I intervention was compared to a wait list control condition in the present trial. Although patients in the control group had full access to treatment as usual, we cannot rule out a potential nocebo effect in the wait list control condition [63]. In addition, pharmacoeconomic guidelines recommend standard care (eg, face-to-face CBT-I) as comparator [64]. Future studies should thus directly compare the cost-effectiveness of iCBT-I versus face-to-face CBT-I. Third, although the sample size in this trial was sufficient to demonstrate clinical effectiveness, it needs emphasizing that much larger sample sizes are required for hypothesis testing in economic studies due to the skewness of costs relative to normally distributed health effects [65]. Therefore, it is recommended that future studies employ larger sample sizes to allow for better evaluation of cost changes and sustainability of interventions like iCBT-I. Fourth, we only used the SF-6D to compute utilities and QALYs. However, the choice for the SF-6D (rather than its alternative the EQ-5D-3L [66]) matters, even to the point where decision-makers have to regard
a new intervention as cost-effective or not [67]. In the current study, we flanked the cost–utility analysis (with QALYs) by a cost-effectiveness analysis (with improvements in insomnia) and both economic evaluations led to the same conclusion of the iCBT-I intervention being the preferred option. Nevertheless, future studies should employ different instruments to compute QALYs. Fifth, our results may only be generalized to professions with similar characteristics, such as flexible working hours, loose boundaries between work and private life, and work-home interference. Sixth, the trial has been conducted in a highly educated sample. Hence, we cannot predict the uptake of such an intervention in participants with a lower education level or among those with lower-income status. A recent individual participant data meta-analysis revealed, however, that education was not associated with differential treatment effects of an iCBT intervention to prevent depression [68] although other evidence suggests that better treatment adherence is predicted by higher education [69]. Attrition has been suggested to be an issue, especially in internet-delivered interventions [70]. It is thus warranted to conduct research into the willingness of specific population segments to fully engage in such interventions (ie, how uptake and adherence rates of iCBT interventions could be increased among individuals with less education). Finally, the research context might have led to a self-selection of individuals who might have been more motivated and committed to engage in the iCBT-I intervention than is assumed outside a research context. As a result, findings might not be generalizable to the wider population, but might be representative of specifically those willing to use internet-based interventions in the first place.

**Clinical Implications and Future Research**

American and European guidelines recommend CBT as the first-line treatment for insomnia disorder [10,11]. Our study supports this recommendation by showing that a guided iCBT-I intervention may reduce insomnia symptoms and improve health-related quality of life. iCBT interventions for mental disorders have often been introduced as potential cost-saving alternatives to face-to-face individual or group therapy [71,72]. Findings from our study add to the evidence base that delivering cognitive-behavioral therapy over the internet has a high probability of being cost-effective in reducing insomnia symptoms among employees. In view of scarce resources and rising costs in health care systems, evidence-based guidance regarding cost-effectiveness of iCBT-I can potentially help to inform decision-makers to the choice of first-line treatments of insomnia. However, future studies should directly compare iCBT-I with face-to-face–delivered CBT-I.

Considering the shortage of therapists and available resources [13], a rather low uptake of professional help [3], and the potential to scale up iCBT-I interventions to efficiently alleviate the health and economic burden caused by insomnia, it would be worthwhile to integrate this type of intervention into routine practice. However, some risks need to be taken into account when scaling up this intervention. Involving individual eCoaches may hamper scaling up the intervention. The support offered by an eCoach may not only affect clinical effectiveness and cost-effectiveness of the intervention but also the target group’s willingness to participate in this intervention, thereby influencing intervention effects at the population level. Thus, future studies should compare the acceptability, effectiveness, and cost-effectiveness of guided and unguided iCBT-I interventions. In addition, there are no guarantees that adherence and (by proxy) effectiveness will be maintained if this sort of unsupported iCBT-I intervention is scaled up in the population. Finally, the same technical resources available in the research setting (eg, stable and secure internet connections) may not be available when the intervention is scaled up.

**Conclusions**

Findings from our trial indicate that iCBT could be considered as good value for money in insomnia therapy. Given the evidence for the effectiveness of iCBT-I interventions to reduce insomnia symptoms, the potential scalability and cost-effectiveness of these interventions might strategically pave the way to alleviate the health and economic burden related to insomnia disorder (and its sequelae) in an affordable way. However, before a nationwide dissemination can be considered, future studies need to evaluate the comparative clinical and economic outcomes of guided and unguided iCBT-I interventions, and to determine what works best for whom such that the deployment of the intervention can optimally target the right population segments. Moreover, implementation studies are needed to clarify the real-world effects of these interventions and to gain insights into the willingness of specific population segments to fully engage in them (eg, individuals with a low education level or those of low-income status).
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Abstract

Background: The COVID-19 pandemic has limited daily activities and even contact between patients and primary care providers. This makes it more difficult to provide adequate primary care services, which include connecting patients to an appropriate medical specialist. A smartphone-compatible artificial intelligence (AI) chatbot that classifies patients’ symptoms and recommends the appropriate medical specialty could provide a valuable solution.

Objective: In order to establish a contactless method of recommending the appropriate medical specialty, this study aimed to construct a deep learning–based natural language processing (NLP) pipeline and to develop an AI chatbot that can be used on a smartphone.

Methods: We collected 118,008 sentences containing information on symptoms with labels (medical specialty), conducted data cleansing, and finally constructed a pipeline of 51,134 sentences for this study. Several deep learning models, including 4 different long short-term memory (LSTM) models with or without attention and with or without a pretrained FastText embedding layer, as well as bidirectional encoder representations from transformers for NLP, were trained and validated using a randomly selected test data set. The performance of the models was evaluated on the basis of the precision, recall, F1-score, and area under the receiver operating characteristic curve (AUC). An AI chatbot was also designed to make it easy for patients to use this specialty recommendation system. We used an open-source framework called “Alpha” to develop our AI chatbot. This takes the form of a web-based app with a frontend chat interface capable of conversing in text and a backend cloud-based server application to handle data collection, process the data with a deep learning model, and offer the medical specialty recommendation in a responsive web that is compatible with both desktops and smartphones.

Results: The bidirectional encoder representations from transformers model yielded the best performance, with an AUC of 0.964 and F1-score of 0.768, followed by LSTM model with embedding vectors, with an AUC of 0.965 and F1-score of 0.739. Considering the limitations of computing resources and the wide availability of smartphones, the LSTM model with embedding vectors trained on our data set was adopted for our AI chatbot service. We also deployed an Alpha version of the AI chatbot to be executed on both desktops and smartphones.

Conclusions: With the increasing need for telemedicine during the current COVID-19 pandemic, an AI chatbot with a deep learning–based NLP model that can recommend a medical specialty to patients through their smartphones would be exceedingly useful. This chatbot allows patients to identify the proper medical specialist in a rapid and contactless manner, based on their symptoms, thus potentially supporting both patients and primary care providers.

(J Med Internet Res 2021;23(5):e27460) doi:10.2196/27460

https://www.jmir.org/2021/5/e27460
Introduction
The COVID-19 pandemic has encouraged the development of telemedicine and the use of digital platforms [1]. In the field of remote medical support, various digital tools help minimize the number of face-to-face interactions between patients and health care providers (HCPs) [2]. Artificial intelligence (AI) chatbots, also called conversational agents, have recently been designed to support HCPs [3]. Most AI chatbots utilize deep learning–based natural language processing (NLP), which can analyze natural human language input and respond appropriately in a conversational manner [4]. The advantages of an AI chatbot over human HCPs include the absence of face-to-face interaction; minimization of bias based on certain patient demographic characteristics such as age, gender, and race; greater cost-effectiveness; and 24/7 availability since the chatbot does not get fatigued or sick [5]. In a recent systematic review on the effectiveness of AI chatbots in health care, the bots performed well in terms of both usability and satisfaction, and overall positive or mixed effectiveness was reported in most studies [6].

In primary care, it may be important for HCPs to determine which medical specialty is most appropriate for their patients. Since patients generally have no professional medical knowledge, they have to rely on the decisions made by the primary care provider. It cannot be overemphasized that high-quality primary care systems ensure favorable health outcomes and decrease the economic burden [7]. Currently, however, the COVID-19 pandemic limits the amount of physical contact between patients and primary care providers. This state of affairs hinders communication between patients and primary care providers, which prevents timely provision of appropriate treatment by a medical specialist and worsens health outcomes. Therefore, the need for digital tools including AI chatbots to complement the care provided by HCPs and support the decision-making capacity of primary care providers (for example, by connecting patients to medical specialists) is greater.

To develop AI chatbots, electronic medical records (EMRs) have generally been used as input data pipelines for NLP-related medical studies. Using EMRs for NLP facilitates the identification of patients with digestive disorders [8,9] and the prediction of the risk of psychiatric problems, such as actual self-harm, harm to others or victimization, and the risk of health care–associated infections such as surgical site infections [10,11]. Furthermore, EMRs have been used to develop an excellent medical specialty classifier built using deep learning–based NLP, which reportedly had a very high accuracy [12]. However, the text-formatted EMR data generated by HCPs are mainly composed of medical terminology, which differs from the expressions used by patients to describe their symptoms. Therefore, a new data set consisting of sentences that are commonly used by patients to ask their HCPs about their symptoms was required to fulfill the purpose of our chatbot. This study aims to collect data that accurately describes patients’ symptoms in a real-world setting (much more friendly to patients than HCPs) and to develop a deep learning–based NLP model for medical specialty classification. Specifically, we constructed various deep learning–based NLP models, compared their performances, and then selected the best model for our AI chatbot. Finally, the developed AI chatbot was deployed in Google Cloud, which can be used on both desktops and smartphones.

Methods

Data Collection and Cleansing
For supervised learning of the deep learning–based model for NLP, both a single-sentence symptom description and its corresponding medical specialty were required. A Korean website called HiDoc [13]—a web-based health care platform—provides a medical consultation service for anonymous users (patients) by linking them to more than 4000 medical specialists. All medical specialists submitted their professional licenses for approval to provide medical consultation to HiDoc users. HiDoc posts, in which users describe their symptoms, have two parts: title and content. The titles of the posts, in a single-sentence format, were collected for our data set. The medical specialty corresponding to each title sentence was obtained from the profile of the medical specialist who responded to the post.

In the first step of the data cleansing process, duplicate and missing data were eliminated. Second, ambiguous sentences that were not sufficient for accurate classification of the medical specialty, including sentences with ≤2 words or those not related to medical consultations, were manually excluded. Third, very few instances of mislabeled data were appropriately relabeled by a well-trained physician.

Exploratory Data Analysis
Exploratory data analysis (EDA) was performed to extract the interpretable features of the data before development of the deep learning–based NLP models. First, we enumerated the sentences related to symptoms in each class to assess the data distribution. We also visualized the most frequently used words to create lists of words, such as stop words (not useful for classification) and keywords (useful for classification) for word representation. The sentence lengths were determined (in terms of both word count and character count) to ascertain the maximum length of the input sequence for each model.

Development of Deep Learning Models

Long Short-Term Memory Models
Clinical word representation has proven to be an important factor in the performance of NLP models [14]. To extract the
appropriate word representation, each sentence was mined for nouns excluding the words in the list of stop words, and each noun was converted to an index if included in the list of keywords. Using a tokenizer in the Keras library, 15,000 high-frequency nouns were replaced with the corresponding numbers. Thereafter, padding tokens were added to the sentence to ensure consistency in sentence length. As the input of the long short-term memory (LSTM) models, we used either word embedding vectors trained on our data set or word embedding vectors pretrained with the Korean corpus from FastText. The number of embedding dimensions was set to 2048. As the fundamental LSTM architecture, a 256-cell bidirectional LSTM served as the backbone of the model with or without an added attention layer [15,16]. Further, 2 fully connected layers with a rectified linear unit function were applied, followed by a dense layer with the softmax function for classification.

We built 4 different LSTM models. The first is the LSTM model with embedding vectors trained on our data set. Second is the LSTM model with Bahdanau attention. Most settings are the same in the first and second models, but the second model includes an attention layer with 256 cells after the bidirectional LSTM layer. The third model is the LSTM model with FastText pretrained vectors. We loaded FastText's pretrained vector data set and reorganized it to create the embedding matrix. This matrix was used as the embedding layer's weight. The unmentioned hyperparameters are the same as those in the first LSTM model. The last variation is the LSTM model with both FastText vectors and Bahdanau attention. It has an embedding layer based on FastText pretrained vectors and a Bahdanau attention layer.

When compiling all 4 models, categorical cross-entropy and Adam were applied as the loss function and training optimizer, respectively. For the training process, 10-fold cross-validation was conducted to ensure evaluation accuracy. Furthermore, early stopping callback monitoring validation loss was used to prevent overfitting. The batch size and number of epochs were set to 1000 and 30, respectively.

**Bidirectional Encoder Representations From Transformers Model**

The bidirectional encoder representations from transformers (BERT) model, proposed by Google, has achieved state-of-the-art performance on biomedical and clinical entity normalization with EMRs as well as other NLP tasks such as question answering and natural language inference [17]. Therefore, we used the BERT model for sentence classification through fine-tuning. For preprocessing of the sentences, we applied an open-source tokenizer from Huggingface [18]. This tokenizer encoded each sentence to be used as input of the BERT model by, for example, adding special tokens ([CLS] for beginning and [SEP] for end of sentence), padding to the maximum sequence length, and generating an attention mask. The BERT classification model was built from the pretrained BERT model with a fully connected layer and the softmax function on top. Categorical cross-entropy and Adam optimizer were used for compilation. As in the LSTM models, 10-fold cross-validation was used to increase the reliability of the statistical findings, and early stopping callback observing “validation loss” with patience 2 was set to avoid overfitting. Training was carried out for 30 epochs per fold, with a batch size of 100.

**Evaluation**

We performed 10-fold cross-validation for the entire data set for each model, and then we calculated the mean score of the 10 different folds to evaluate the general performance of the models. Model performance was evaluated on the basis of precision, recall, F1-score, and AUC. These indexes are calculated from the rates of true positive, false positive, and false negative results, as follows:

\[ AUC = \text{area under the curve of the false positive rate (x-axis) vs the true positive rate (y-axis).} \]

The Wilcoxon signed rank test was used to test the significance of between-group differences.

**Development of the AI Chatbot**

We next developed a user-friendly application that allows patients to interact with our chatbot model. As we aimed to make our chatbot usable for all, without creating any digital health disparities on the basis of factors including age, and ensure that it provided accurate medical information, we adopted the formal tone of the Korean language. A well-designed chatbot provides agility for developers and is able to run continuously in any environment. We constructed a chatbot architecture considering those factors.

A typical chatbot architecture can be simplified into 2 parts. The first part is the client-side showing the main user interface. The other part is the server-side that includes the dialog processing logic and an NLP model.

We developed a prototype chatbot using an open-source chatbot framework Alpha [19]. There are various chatbot user interface alternatives to Alpha, including “chat-bubble,” but Alpha is superior for several reasons. In general, open-source chatbot user interface frameworks only have features for sending and receiving messages. They are difficult to test or execute in a developer environment. The Alpha chatbot framework is a highly customizable, fully complete chatbot framework. Alpha is predockerized and built with a WebKit, which may help developers quickly run and test the continuously changing codebase. Furthermore, Alpha includes a cross-platform feature that allows it to be used on both desktops and smartphones. For rapid development, we modified Alpha's client-side dialog logic to fit with the targeted user base.

**Tools**

Frequently used words were visualized in a word cloud using a Python package called “WordCloud.” The Python package for Korean NLP “KoNLPy” was used for word representation.
The Huggingface “Transformers” package was used to encode sentences and load a pretrained model for BERT. The “Tensorflow” framework was adopted for building and evaluating the deep learning models. Google Colab, a cloud service for machine learning research, was used in this study. It provides various libraries and frameworks for deep learning and a robust graphics processing unit. Statistical analysis was conducted using R (version 4.0.3, The R Foundation).

Results

Data Set Construction

We initially collected 118,008 sentences that discussed patients’ symptoms, which fit into the 26 classes of medical specialty in HiDoc, and eliminated duplicate data (n=37,854) and missing data (n=106). After excluding ambiguous sentences (n=28,914), the final data set including 51,134 sentences in 26 medical specialty classes was constructed. The data set was randomly split into a training set (n=66,021, 90%) and validation set (n=5,113, 10%) during 10-fold cross-validation. The flow diagram of the entire data set construction process is shown in Figure 1.

EDA

By specialty, the number of sentences was the highest in dermatology (19.87%), followed by psychology (12.04%), neurology (9.93%), and orthopedic surgery (7.10%) (Table 1).

As the word cloud showed that some frequent words including daily expressions were predominant in the data set, we investigated the list of frequent words. Furthermore, some useful statistical information could be identified at the word and character levels (Table 2).

The EDA results provided 3 crucial ideas to help identify the best NLP model for the AI chatbot. First, owing to the class imbalance of the data, the F1-score should be considered the most important measure to accurately evaluate and compare the models. Second, to improve the performance of the models through data preprocessing and tokenizing, we decided to compile a list of stop words, such as “hello,” “question,” and “ask,” which might not be helpful for classification, and a list of keywords, which are frequently found in medical expressions (n=15,000), such as “pain,” “head,” and “sudden.” Third, considering the sentence length at both levels, the maximum length of the input sequences for each deep learning model (10 for the LSTM models and 30 for the BERT model) was determined to fix the shape of the input layer in each model.
Table 1. Number of sentences describing symptoms in 26 medical specialty classes.

<table>
<thead>
<tr>
<th>Medical specialty</th>
<th>Sentences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dermatology</td>
<td>10172 (19.89)</td>
</tr>
<tr>
<td>Psychology</td>
<td>6154 (12.04)</td>
</tr>
<tr>
<td>Neurology</td>
<td>5080 (9.93)</td>
</tr>
<tr>
<td>Orthopedic surgery</td>
<td>3628 (7.10)</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>3096 (6.05)</td>
</tr>
<tr>
<td>Otorhinolaryngology</td>
<td>3065 (5.99)</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>2852 (5.58)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>2028 (3.97)</td>
</tr>
<tr>
<td>Rehabilitation medicine</td>
<td>1934 (3.78)</td>
</tr>
<tr>
<td>Cardiology</td>
<td>1640 (3.21)</td>
</tr>
<tr>
<td>Pulmonology</td>
<td>1334 (2.61)</td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>1292 (2.53)</td>
</tr>
<tr>
<td>Korean traditional medicine</td>
<td>1227 (2.40)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>1170 (2.29)</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>1115 (2.18)</td>
</tr>
<tr>
<td>Dentistry</td>
<td>1100 (2.15)</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>970 (1.90)</td>
</tr>
<tr>
<td>Cardiothoracic surgery</td>
<td>713 (1.39)</td>
</tr>
<tr>
<td>Rheumatology</td>
<td>654 (1.28)</td>
</tr>
<tr>
<td>Urology</td>
<td>521 (1.02)</td>
</tr>
<tr>
<td>Anesthesiology</td>
<td>418 (0.82)</td>
</tr>
<tr>
<td>Nephrology</td>
<td>283 (0.55)</td>
</tr>
<tr>
<td>Hematology and oncology</td>
<td>273 (0.53)</td>
</tr>
<tr>
<td>Allergy and immunology</td>
<td>227 (0.44)</td>
</tr>
<tr>
<td>General surgery</td>
<td>117 (0.23)</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>71 (0.14)</td>
</tr>
</tbody>
</table>

Table 2. Features of sentence length at the word and character level.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Word level, n</th>
<th>Character level, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>52</td>
<td>156</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mean</td>
<td>4.68</td>
<td>20.14</td>
</tr>
<tr>
<td>Median</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>SD</td>
<td>2.78</td>
<td>11.03</td>
</tr>
<tr>
<td>First quartile</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Third quartile</td>
<td>6</td>
<td>27</td>
</tr>
</tbody>
</table>

Comparison of Deep Learning Models

The performance outcomes after 10-fold cross-validation in the 5 different deep learning models for NLP are summarized in Table 3. The BERT model showed the best performance, followed by the LSTM model, with embedding vectors trained on our data set.

After saving all trained models in the server, we determined that the BERT model was too heavy to be run on our GCP computation engine with limited performance because the server should be able to handle requests on both desktops and smartphones. Therefore, we had to utilize the lighter LSTM model with embedding vectors trained on our data set, which showed the second-best classification performance.
Table 3. Comparison of classification performance among the 5 different deep learning models during 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Model#</th>
<th>Word embedding</th>
<th>Model</th>
<th>Precision (95% CI)</th>
<th>Recall (95% CI)</th>
<th>F1-score (95% CI)</th>
<th>Area under the receiver operating characteristic curve (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Trained on our own data set</td>
<td>Long short-term memory</td>
<td>0.805 (0.800-0.810)</td>
<td>0.686 (0.684-0.689)</td>
<td>0.739 (0.737-0.742)</td>
<td>0.965 (0.964-0.966)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>2</td>
<td>Trained on our own data set</td>
<td>Long short-term memory+attention</td>
<td>0.798 (0.794-0.801)</td>
<td>0.672 (0.668-0.675)</td>
<td>0.727 (0.725-0.730)</td>
<td>0.959 (0.957-0.960)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>3</td>
<td>Pretrained from FastText</td>
<td>Long short-term memory</td>
<td>0.789 (0.786-0.791)</td>
<td>0.622 (0.617-0.627)</td>
<td>0.693 (0.689-0.696)</td>
<td>0.963 (0.962-0.964)</td>
<td>Reference&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Pretrained from FastText</td>
<td>Long short-term memory+attention</td>
<td>0.800 (0.796-0.803)</td>
<td>0.645 (0.638-0.651)</td>
<td>0.711 (0.707-0.716)</td>
<td>0.965 (0.964-0.966)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>5</td>
<td>Pretrained from Transformers</td>
<td>Bidirectional encoder representations from transformers</td>
<td>0.799 (0.795-0.803)</td>
<td>0.740 (0.737-0.743)</td>
<td>0.768 (0.766-0.769)</td>
<td>0.964 (0.963-0.965)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparison of F1-scores of the models with the reference, which showed the lowest F1-score.

**Deployed AI Chatbot**

Figure 2 presents the overall architecture of our chatbot. On top of the complete chatbot features, we added basic bubble-like buttons that classify medical departments using our deep learning model, link to an online appointment system, list medical doctors, and provide a simple introduction of the chatbot. When a user selects "medical consultation," the chatbot asks to send a natural Korean language sentence that describes the user's health state. The sentence is sent to a deployed server and the NLP model classifies medical specialties using the given information. The server responds to the client with the classified medical specialty. The user's device shows the complete sentence generated on the client-side. Based on the medical specialty outcome, the chatbot asks the user if it should provide some services, such as presenting the schedule of physicians in the medical specialty and helping to make an appointment with a physician.

Our NLP model was deployed to a server-side e2-medium (2 vCPU, 4 GB memory) GCP computation engine. We deployed this chatbot framework on Google Cloud Platform Kubernetes Engine (GKE), which is conveniently coupled with containerized by docker, for rapid development. GKE's Kubernetes has a load-balancer feature that distributes application traffic to prevent sudden chatbot outages. Applying Kubernetes at an early stage of development helps developers optimize the uptime, performance, and cost of the application.

We also applied automated git automation with Kubernetes to accelerate the speed of delivery. When a developer pushes modified code from a local computer to a remote GitHub repository, GitHub triggers the containerized chat app cloned in GKE. This continuous deployment method eases the burden on developers by eliminating the need for complex configured scripts on a deployment server. In the cloud-native environment, this chatbot framework laid the groundwork to easily extend further features.
Figure 2. Architecture of the chatbot. This figure illustrates the workflow of the developed prototype chatbot. (1) Users send a sentence through the chatbot’s input box. (2) A simple example of our chatbot’s user interface. (3) The Containerized Node.js chat application includes responding logic without classifying a medical department. (4) The GCP computing engine, which has a natural language processing model, which classifies the medical department from the sentence input in (3). (5) This dockerized NodeJS-based chat app is deployed by continuous git push steps.

Discussion

Principal Findings

In this study, the BERT model was the best classifier of medical specialty, followed by the LSTM model with embedding vectors trained on our data set. These 2 models had an AUC of 0.964 and 0.965 and F₁-score of 0.768 and 0.739, respectively; however, these values were lesser than those reported previously (AUC of 0.975-0.991 and F₁-score of 0.845-0.870) [12]. Nonetheless, the main findings of this study include the following: (1) we developed not only a deep learning classification model for medical sentences but also a prototype AI chatbot to be executed on a smartphone; (2) to our knowledge, this study is the first to use real patients’ actual descriptions of their symptoms to develop a deep learning–based NLP model for medical specialty classification; and (3) we constructed Korean language data sets, which can be used in further studies.

This AI chatbot may help patients understand which medical specialty is appropriate for the treatment of their present symptoms and then make an appointment with the corresponding medical specialist, without any face-to-face contact throughout the process. Previous deep learning–based studies on medical sentences developed and suggested optimized deep learning models for several purposes [12,20-23]. However, even with these deep learning models, it takes a great deal of time, effort, and trial and error to deploy a web-based service for practical use. We also made the final choice of deep learning model considering performance and size before deployment. Similar to various recently developed web-based medical tools that offer assessment, communication, management, and other features [24-28], we also focused on the accessibility of our AI chatbot among users with smartphones. As the use of AI techniques in medical services such as telemedicine is growing owing to the COVID-19 pandemic, we believe that this type of research (from the development of a deep learning model to deployment of an AI chatbot) has become extremely important as it can be rapidly applied in practical medical settings.

Most NLP-related medical studies have used EMRs such as clinical notes and discharge notes [21,29,30]. These types of medical texts consist of “physician-friendly” words; that is, medical terminology. Therefore, in those studies, patients’ expressions of their own complaints must be transformed in an appropriate manner before being used as input for the model. It was also not suitable for the input of the AI chatbot. However, the data set constructed and used for the development of the deep learning–based NLP model in this study consists of “patient-friendly” words taken from a currently operating web-based health care platform. The use of this data set helped develop an AI chatbot with which patients can interact easily and conveniently. Furthermore, this data set of Korean medical language may be useful for further NLP-based medical studies, including those on diagnosis, treatment, and prediction [31-33] because different languages have different features that can greatly influence the study of NLP.

Limitations

One limitation of this study is that the corpus of the data set that was used for the development of the NLP models was obtained...
from one specific website. Demographically, most HiDoc users who accessed the website were less than 65 years of age (Multimedia Appendix 1). They also have nonemergent symptoms that are not complex enough to be differentially diagnosed and not too sensitive to readily share with others. This may explain why the largest proportion of symptom-related sentences were associated with dermatology, followed by psychology (Table 1). Second, the present chatbot, which uses text messaging for remote communication, might be uncomfortable for older adults. To not ignore the needs of this vulnerable and continuously increasing population, an additional communication strategy, such as voice-based communication, is required. A recent study reported that a smart speaker was an effective solution for bringing an AI-based digital health system for older Korean adults [34]. Therefore, other AI-based technologies including smart speakers should be considered for further studies. Third, our model provides classification into 26 medical specialties based on the system of a single general hospital. This may affect the generalizability of our model; a few medical specialties that exist in other medical facilities may be missing. Fourth, some aspects of the study may have been restricted, such as the amount or quality of the data and computing resources. To improve the performance of the deep learning model for classification, additional large collections of high-quality data as well as a costly, latest-generation high-performance computation engine could be used for a large model such as BERT. Fifth, concerning the interpretability of deep learning models, the use of shallow learning models such as support vector machines and naïve Bayes classifiers might be suggested for further studies. Sixth, a clinical trial is required to evaluate how well our AI chatbot service chooses the correct medical specialty in a real-world setting.

Conclusions

In this study, we illustrate the potential of a smartphone-compatible AI chatbot service to recommend a suitable medical specialty to patients. We developed a deep learning–based NLP model and deployed the novel AI chatbot. This type of non–face-to-face medical service is a promising strategy to overcome the current difficulties associated with the COVID-19 pandemic.
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Abstract

Background: With advances in science and technology, biotechnology is becoming more accessible to people of all demographics. These advances inevitably hold the promise to improve personal and population well-being and welfare substantially. It is paradoxical that while greater access to biotechnology on a population level has many advantages, it may also increase the likelihood and frequency of biodisasters due to accidental or malicious use. Similar to “Disease X” (describing unknown naturally emerging pathogenic diseases with a pandemic potential), we term this unknown risk from biotechnologies “Biodisaster X.” To date, no studies have examined the potential role of information technologies in preventing and mitigating Biodisaster X.

Objective: This study aimed to explore (1) what Biodisaster X might entail and (2) solutions that use artificial intelligence (AI) and emerging 6G technologies to help monitor and manage Biodisaster X threats.


Results: Our findings show that Biodisaster X has the potential to upend lives and livelihoods and destroy economies, essentially posing a looming risk for civilizations worldwide. To shed light on Biodisaster X threats, we detailed effective AI and 6G-enabled strategies, ranging from natural language processing to deep learning–based image analysis to address issues ranging from early Biodisaster X detection (eg, identification of suspicious behaviors), remote design and development of pharmaceuticals (eg, treatment development), and public health interventions (eg, reactive shelter-at-home mandate enforcement), as well as disaster recovery (eg, sentiment analysis of social media posts to shed light on the public’s feelings and readiness for recovery building).

Conclusions: Biodisaster X is a looming but avoidable catastrophe. Considering the potential human and economic consequences Biodisaster X could cause, actions that can effectively monitor and manage Biodisaster X threats must be taken promptly and proactively. Rather than solely depending on overstretched professional attention of health experts and government officials, it is perhaps more cost-effective and practical to deploy technology-based solutions to prevent and control Biodisaster X threats.
This study discusses what Biodisaster X could entail and emphasizes the importance of monitoring and managing Biodisaster X threats by AI techniques and 6G technologies. Future studies could explore how the convergence of AI and 6G systems may further advance the preparedness for high-impact, less likely events beyond Biodisaster X.

(J Med Internet Res 2021;23(5):e26109) doi:10.2196/26109
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Introduction
Humans have been living with disasters for thousands of years. Records from ancient civilizations, albeit difficult to come across and piecemeal, document the undeniable presence and the lingering impacts of disasters throughout human history [1-8]. Evidence from recent decades alone, for instance, shows that the world witnesses approximately 400 natural disasters and 30-40 armed conflicts annually [9]. Although already daunting, these numbers likely underrepresent the accurate scale and severity of these disasters in society; many often occur in remote places that draw little to no attention of the media or the research community. While humanity is no stranger to various disaster-led debates and discussions focused on the risks posed by natural and anthropogenic disasters [10-12], collectively, research still indicates that societies at large perform poorly when it comes to disaster preparedness [13-19].

As apparent from the COVID-19 pandemic, the measures assembled during the first outbreaks in 2020 to the faltering waves of public health policies established throughout the first months of 2021, the lack of disaster preparedness and readiness in the wake of global health crises resulted in drastic consequences to the economy and to society [20-25]. Even though the World Health Organization made Disease X (a placeholder term for any unknown pathogenic disease with a pandemic potential) a global priority in 2018 [26], and warned of the potential for a COVID-19–like pandemic to cause disorder in society, unfortunately, few measures were taken to prepare for it [27]. As of May 6, 2021, approximately 155 million COVID-19 cases and over 3.24 million mortalities have been reported worldwide [28]. Parallel with the growth of scientific research in the biological sciences, warnings of the importance of pandemic preparation have been issued throughout the twentieth century [26,29-33] across multiple disciplines. The possibility of bioterrorism and a pathogen’s potential to be unleashed without countermeasures is an increasing concern [34-36]. The use of bioweapons by state actors has long been a risk [37-45]; however, with rapid developments in biotechnology, it becomes increasingly feasible for nonstate actors to develop powerful bioweapons in low-barrier contexts, such as home environments, thus increasing the likelihood of biodisasters [46].

Overall, following the pattern of “Disease X,” here we introduce the term “Biodisaster X” to refer to disasters caused by the accidental or intentional misuse of biotechnologies by state or nonstate actors. In general, there are no practical insights on approaches to monitor and manage Biodisaster X preemptively. Considering the potential risks Biodisaster X could pose to society’s safety and security, research is urgently needed to bridge the knowledge gap. Advances in information and communication technologies have revealed several opportunities to harness digital tools in this effort, particularly with the latest generation of artificial intelligence (AI) techniques and the development of 6G wireless communication technologies, which arguably includes the most promising advanced technological platforms for addressing Biodisaster X threats. Therefore, to this end, this study aimed to identify (1) the potential dangers Biodisaster X poses to society at large and (2) solutions that use emerging 6G and AI technologies to help monitor and manage Biodisaster X threats.

Methods

Methods Overview
A review of the literature on the application of AI and 6G technologies for monitoring and managing biodisasters was conducted via PubMed, using articles published from database inception through to November 16, 2020. The literature search focused on three themes: AI techniques, 6G technologies, and biodisasters. The search terms we utilized are listed in Table 1. To ensure that up-to-date evidence was included, validated news reports, articles identified by examining the reference lists of eligible articles, and records found through an updated literature search in January 2021 were also included.
Table 1. Search terms used on PubMed.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Search term</th>
</tr>
</thead>
</table>

*MeSH: Medical Subject Headings.

bTIAB: limit to title or abstract.

Inclusion and Exclusion Criteria

The literature inclusion criteria for studies in this literature review are listed in Table 2. Overall, articles were excluded if they (1) were not published in English, (2) did not focus on biodisasters, (3) did not focus on either AI techniques or 6G technologies, or (4) did not provide detailed information on the utilization of AI techniques or 6G technologies for monitoring or managing biodisaster threats.

Table 2. Study inclusion criteria.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>English</td>
</tr>
<tr>
<td>Study context</td>
<td>Centered on discussions about biodisasters (disasters that occur as a result of infectious pathogens with bioweapon potentials unleashed by state or nonstate actors)</td>
</tr>
<tr>
<td>Technology type</td>
<td>Artificial intelligence and 6G</td>
</tr>
<tr>
<td>Study design</td>
<td>Focus on utilizing artificial intelligence techniques or 6G technologies to address issues associated with biodisasters</td>
</tr>
</tbody>
</table>

Results

Drawing insights from the review of the literature, the broader literature, as well as the structure of our research objectives and overall study foundation, a clear and comprehensive comparison of the similarities and differences between Disease X and Biodisaster X was developed, details of which are provided in Table 3. As our research objectives were focused on the real-world impact and implications of Disease X and Biodisaster X, rooted in, yet above and beyond what has been discussed and debated in the current literature, our results have been arranged as such. Additionally, to provide a structured and systematic understanding of the findings, we further modeled the study results using the following frames: type of disaster, origin, antecedent, pathogen, transmissibility, transmission predictability, controllability and treatability, nonpharmaceutical mitigation effort, pharmaceutical solution, primary goal, as well as positive unanticipated outcome and negative unintended consequence. A detailed comparison of Disease X and Biodisaster X has been made in Table 3.
Table 3. Similarities and differences between Disease X and Biodisaster X.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Disease X</th>
<th>Biodisaster X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Disaster</td>
<td>Infectious diseases</td>
<td>Infectious diseases: initially inaccurately identified as a naturally occurring epidemic or pandemic; later identified as anthropogenic</td>
</tr>
<tr>
<td></td>
<td>Natural disasters: epidemics or pandemics</td>
<td>• Anthropogenic biodisasters: initially inaccurately identified as a naturally occurring epidemic or pandemic; later identified as anthropogenic</td>
</tr>
<tr>
<td>Origin</td>
<td>None initially, but can be exacerbated by human action or inaction; for example, through livestock mismanagement or failure to contain early infections</td>
<td>Humans: state or nonstate actors</td>
</tr>
<tr>
<td>Antecedent</td>
<td>None</td>
<td>Advances in and accessibility of biotechnology; inadequacy of biosecurity measures; intent or malice of nonstate actors</td>
</tr>
<tr>
<td>Pathogen</td>
<td>Originated in nature, with no human engineering</td>
<td>Originated in a laboratory, mainly as a result of human engineering</td>
</tr>
<tr>
<td></td>
<td>Unfamiliar or unknown to humans</td>
<td>Unfamiliar or unknown to humans</td>
</tr>
<tr>
<td>Transmissibility</td>
<td>Highly transmissible, mainly as a result of naturally occurring human interconnectivity</td>
<td>Highly transmissible, mainly as a result of calculated dissemination and distribution of the pathogen, capitalized on naturally occurring human interconnectivity</td>
</tr>
<tr>
<td>Transmission Predictability</td>
<td>Initially unpredictable; predictability increases over time</td>
<td>Initially predictable (in principle); extremely low to extremely high predictability over time (depending on the ability of society at large to identify the risk)</td>
</tr>
<tr>
<td>Controllability and Treatability</td>
<td>Low</td>
<td>Extremely low to extremely high (based on the intent of the actor)</td>
</tr>
<tr>
<td>Nonpharmaceutical Mitigation</td>
<td>Have an agile, evidence-based, and flexible disaster response plan</td>
<td>Have an agile, evidence-based, and flexible disaster response plan</td>
</tr>
<tr>
<td>Effort</td>
<td>Equip high-population-density areas with sufficient resources</td>
<td>Equip high-population density areas with sufficient resources</td>
</tr>
<tr>
<td></td>
<td>Limit social interactions; replace physical human interconnectivity with web-based social interactions when possible</td>
<td>Limit social interactions; replace physical human interconnectivity with web-based social interactions when possible</td>
</tr>
<tr>
<td></td>
<td>Integrate cost-effective technology-based surveillance systems into the emergency management systems</td>
<td>Integrate cost-effective technology-based surveillance systems into the emergency management systems</td>
</tr>
<tr>
<td></td>
<td>Prepare for a secondary Disease X (potential for mutations or gene transfer, in turn leading to a new Disease X)</td>
<td>Prepare for a secondary Biodisaster X (actors might further escalate the situation by generating a new Biodisaster X). Once accurately identified as anthropogenic in nature, there will be an urgent need prioritize the identification of the actor</td>
</tr>
<tr>
<td>Pharmaceutical Solution</td>
<td>Difficult and time-consuming to develop vaccines</td>
<td>Have the potential to be developed fairly easily and time-efficiently once the nonstate actors and the pathogen manufacture process have been identified: vaccine and treatment plans</td>
</tr>
<tr>
<td></td>
<td>Extensive and exhaustive efforts needed to identify treatment plans</td>
<td></td>
</tr>
<tr>
<td>Primary Goal</td>
<td>Stop the spread of the pathogen; identify and deploy suitable treatments</td>
<td>Stop the spread of the pathogen; identify and deploy suitable treatments; locate the source of the pathogen and prevent further action</td>
</tr>
<tr>
<td>Positive Unanticipated Outcome</td>
<td>Physical and psychological health issues associated with the pharmaceutical and nonpharmaceutical solutions</td>
<td>Physical and psychological health issues associated with the pharmaceutical and nonpharmaceutical solutions</td>
</tr>
<tr>
<td>and Negative Unintended Consequence</td>
<td>Postradumatic stress</td>
<td>Postradumatic stress</td>
</tr>
<tr>
<td></td>
<td>Increased resource allocation for medicine and public health</td>
<td>Increased resource allocation for medicine, public health, and law enforcement</td>
</tr>
<tr>
<td></td>
<td>Possible economic consequences including a global recession</td>
<td>Possible economic consequences including a global recession</td>
</tr>
</tbody>
</table>
Discussion

Biodisaster X could result in catastrophic human and economic consequences. Yet to date, no studies have examined the potential role of information technologies in preventing and mitigating Biodisaster X, especially in the context of advanced and emerging technologies such as AI and 6G. To bridge the research gap, in this study, we sought to explore 2 fundamental research questions that could considerably enrich the literature: (1) what Biodisaster X might entail and (2) solutions that use AI and emerging 6G technologies to help monitor and manage Biodisaster X threats. In the following sections, we will detail our findings pivoting on these 2 research objectives, as well as practical and powerful strategies that have the potential to effectively control and contain Biodisaster X threats.

Biodisaster X: What is in a Name?

A disaster can be defined as “a serious disruption of the functioning of a community or society involving widespread human, material, economic, or environmental losses and impacts, which exceeds the ability of the affected community or society to cope using its own resources” [47]. Based on the contributing causes, disasters are usually categorized as natural (eg, earthquakes, infectious disease-inducing epidemics, or pandemics of natural origin) and anthropogenic (eg, armed conflicts, nuclear accidents, or the release of pathogenic genetically modified organisms from laboratory settings). In the context of this study, biodisasters are defined as disasters that occur as a result of infectious pathogens with bioweapon potential, which are unleashed by state or nonstate actors accidentally and intentionally (eg, the Japanese government’s controversial decision to dump Fukushima’s contaminated water into the boundless and borderless ocean shared by all life forms on earth, including humans and sharks [48]). In the context of biodisasters, a state actor often takes the form of a nation that deliberately and systematically designs and develops infectious pathogens with its national interest in mind. In contrast, a nonstate actor is an individual or group acting independently to obtain or manufacture a pathogen either owing to misguidance or malice. Of note, although existing multilateral agreements prohibit the production and use of bioweapons by state actors (termed biowarfare) [49], the presence of signed agreements does not imply that accidental or intentional development and release of pathogens by state actors will not occur.

The concept of “bioterrorism,” defined as the deliberate release of pathogens that could cause illnesses and deaths in society, is not the focus of this study because “bioterrorism” entails both deliberation and malice (eg, to elicit terror to the public) [50]; antecedents may not necessarily apply to Biodisaster X threats. Insights from behavioral science [51-53] and evidence regarding individual-caused mass casualty events (eg, indiscriminate mass shootings) [54-56] suggest that individual actors’ behaviors, potentially leading to the onset of Biodisaster X, may or may not include conscious deliberation to harm. In other words, while it is possible that individual actors’ malicious actions might cause some biodisasters, it is also possible that some individual-caused biodisasters are accidental. Furthermore, the term bioterrorism is limited, in that “terror” is the main outcome. We believe that for Biodisaster X, which could upend lives, livelihoods, and economies, “disaster” is a more appropriate description that sheds light on the scale and severity of its consequences and is more diverse than “terror.” Drawing insight from real-world examples, similar to the prevalent ransomware hacks, it is possible that state or individual actors could develop and utilize infectious pathogens as “ransomgens” for financial gain rather than merely aiming to generate terror in society. Therefore, under the current research context, we adopted the term “biodisaster” instead of “bioterrorism.” Furthermore, considering that various studies have discussed approaches to address state actor-initiated biodisasters [57-61], this study focuses on biodisasters that are infectious in nature, caused by individual actors, and can result in catastrophic human and economic consequences.

Biodisaster X vs Disease X

The risk of biodisasters, such as Biodisaster X, is increasing in likelihood: advances in technology, particularly the availability and maturity of biotechnology, have grown considerably in recent years. Inadvertently, these advances may resemble those of Oppenheimer [62] in facilitating the release of destructive factors. One example of the misuse of biotechnology is a microbiologist, vaccinologist, and senior biodefense researcher who worked at the United States Army Medical Research Institute of Infectious Diseases, who allegedly engineered the 2001 anthrax attacks [63-65]. While the scale of the 2001 anthrax attacks was minor, it demonstrated how easily biodisasters can occur and how unprepared society was for these events. As seen in the lack of adequate preparation and coherent responses to infectious disease–induced pandemics, including COVID-19 [66-69], Biodisaster X’s effects may be compounded to the same, if not greater, degree by incompetence across international, national, and regional agencies and organizations.

The concept of Biodisaster X can be best understood in contrast with Disease X. In terms of similarities, both Biodisaster X and Disease X are driven by pathogens unknown to humans and have the potential to cause crippling effects on society. Furthermore, based on previous inadequacies in response to emergency events including pandemics [66-74], the world at large may be ill-prepared for both Biodisaster X and Disease X. In terms of unique attributes, compared to Disease X, Biodisaster X is more likely to have the following characteristics: (1) having a pathogen directly affiliated to a laboratory; (2) having distinctive and engineered attributes tailored by the capabilities and intentions of the developer; and (3) the origin, development, and history can be definitively ascertained upon identification of the developer, which is not possible for naturally occurring pathogens (eg, the 1918 influenza pandemic), where there is always uncertainty regarding the origin and evolutionary history of the disaster [75-77].

The Imperative of Preparing for Biodisaster X

Some of the deadliest pandemics—the most recent ones ranging from AIDS, severe acute respiratory syndrome, Middle East respiratory syndrome, Ebola, and COVID-19—all have zoonotic origins [78]. Studies have further shown that for viruses that
can transmit from animals to humans, especially those that can infect a diverse range of host species, the transmission speeds are substantially amplified once human-to-human transmission is established, and the diseases can quickly evolve into global pandemics [79]. Consequently, once a pathogen is transmissible within a population, there is a low access threshold; an individual actor can “obtain” these deadly pathogens without the need for advanced laboratory skills or extensive financial resources. However, costs to physical and mental health may reveal a counterintuitive.

Based on available evidence, it is difficult to determine whether an individual can be a malicious “patient zero”; an individual who intentionally contracts a novel virus intending to cause infectious disease outbreaks in a society [80]. It is not impossible to purposely study and capture known or unknown deadly pathogens that can trigger infectious diseases; microbial surveys are commonly conducted to identify novel pathogens before they pose a threat to public health [81-84]. In theory, there could be individual actors, with adequate knowledge or experience (similar to the microbiologist allegedly behind the 2011 anthrax attacks [63-65]), who may take the same actions but with different motives, ranging from scientific curiosity to ill-guided intentions. Considering the rich biodiversity of wildlife, along with the large number of “missing viruses” and “missing zoonoses” that remain unidentified [85], close contacts with latent deadly pathogens are nearly impossible to control, which in turn, renders it challenging to locate or identify individual actors who might utilize them. Advances in synthetic biology may further compound the situation, especially considering the scholarly endeavors using pathogens in laboratory settings, which could amount to the level of real-world pandemics (eg, laboratory-cultured viruses such as smallpox [86-88]). The likelihood of Biodisaster X increases in proportion to these factors.

Overall, considering the species diversity of wildlife, the unknown factors related to the scale and severity of viruses in animals, which have the latent potential to infect humans, and the varying degrees of competency of community health centers in detecting infectious disease outbreaks in a bottom-up manner, it could be tremendously difficult for health experts and government officials to monitor potentially emerging Biodisaster X threats. However, not all hope is lost. Technology-based solutions, especially those utilizing AI and 6G technologies, can help address these issues.

The Need for Advanced Technologies

To effectively predict, control, and manage Biodisaster X, which is an event with a low probability (ie, difficult to detect preemptively) and a high impact (ie, difficult to control and contain), advanced technologies are needed. While many emerging technologies can address the dangers and damages associated with Biodisaster X [92,93], 2 families of advanced technology-based solutions show particular promise, namely AI techniques and 6G technologies.

Unique Capabilities of AI

AI is generally considered synonymous with “thinking machines” [94], or techniques that can facilitate “a computer to do things which, when done by people, are said to involve intelligence” [95]. With AI technologies, machines can identify patterns too intricate for humans to identify and process quickly. AI techniques are widely used in areas such as natural language processing, speech recognition, machine vision, targeted marketing, and health care, including efforts to combat COVID-19 [96-99]. While technologies such as virtual reality, smart sensors, drones, and robotics could play a positive role in supporting health care professionals to cope with the pandemic [100-102], AI technologies are arguably most instrumental in addressing some of the most prominent issues health experts and government officials are faced with, ranging from pandemic surveillance to COVID-19 drug and vaccine development [103-106].

AI and machine learning techniques are particularly valuable in their ability to identify trends and patterns across large amounts of data promptly and cost-effectively; for example, in identifying or searching for specific patterns. With natural language processing, for instance, data can be extracted retrospectively from clinical records or prospectively in real time and statistically processed for insights, which, in turn, can supplement existing structured data to enrich actionable information [86]. During the COVID-19 pandemic, natural language processing models have been used to analyze publicly available information such as tweets, tweet timestamps, and geolocation data, to identify and map potential COVID-19 cases cost-effectively, without utilizing testing devices or other medical resources that involve health care professional [107].

Overall, most, if not all, AI techniques are irreplaceable in regard to administering complex tasks such as extracting useful information from large data sets. Moreover, with the
continuously increasing speed of its technological advancements and applications, AI technologies are often utilized as core components in other emerging technologies [108]. Smart sensors that perform advanced tasks, such as effectively identifying and recognizing captured motions and images, often need to integrate deep learning technologies (a subgroup of AI) [109-111]. These combined insights suggest that AI techniques have great potential in monitoring and managing Biodisaster X threats.

**Unique Capabilities of 6G Networks**

6G technologies are the next generation of wireless communication systems following 5G networks [112]. While 6G is still under development, it is envisioned as the most capable communication network currently available [112-119]. The advantages of 6G networks derive from their high data transmission speed (up to 1 terabyte per second), wireless hyper-connectivity (100 million connections per km²), low end-to-end latency (< 1 ms), reliability (1-10⁻⁹) (reliability in terms of the frame error rate, which is defined as the ratio of the number of incorrectly decoded frames to that of total transmitted frames), and high-accuracy positioning capabilities (indoor: <10 cm in 3D; outdoor: <1 m in 3D) [112-119]. Adding the fact that 6G networks also excel in their energy efficiency and spectrum efficiency, these networks can provide fast and efficient wireless reporting and access to remote computational facilities, facilitating mobile biomonitoring and disaster management.

For instance, the high reliability and data transmission speed of 6G technologies will be of critical importance amid global emergency events with the scale of Biodisaster X. At the onset of the COVID-19 pandemic, many internet companies and service providers experienced outrage and were forced to reduce the amount of data individuals and organizations could utilize to ensure continuous communication for all [120]. This limitation of existing communication networks could compromise the ability of health experts and government officials to monitor and manage COVID-19–related threats and other disasters promptly and properly. Of note, in the face of an extremely deadly, contagious, and fast-developing Biodisaster X, information will be predominantly updated and exchanged remotely and over the internet. The speed and success of updating and exchanging information are highly dependent on the reliability of communication networks, in which 6G technologies excel, especially when spatial big data have been introduced for disease control and prevention since the COVID-19 pandemic [27,108,121]. Figure 1 lists visual comparisons in communication capabilities between 6G and 5G networks.

![Figure 1. A schematic representation of the unique advantages of 6G compared to 5G technologies. AI: artificial intelligence, AR: augmented reality, VR: virtual reality.](https://www.jmir.org/2021/5/e26109)
AI and 6G Technologies for Biodisaster X Control and Management

Drawing insights from the COVID-19 pandemic [103-106], AI techniques, especially when coupled with advanced communication capabilities enabled by 6G technologies, can elevate biodisaster control and management. In other words, 6G-based AI technologies can be applied to address issues ranging from early Biodisaster X detection (eg, identification of suspicious behaviors) to remote design and development of pharmaceuticals (eg, treatment development) and public health interventions (eg, reactive shelter-at-home mandate enforcement), and disaster recovery (eg, sentiment analysis of social media posts to shed light on the public sentiments and readiness for recovery building). While there are research issues worth exploring, in this study, we specifically (1) focus on early detection of Biodisaster X, a disaster management stage that could yield maximum benefit in personal and public health protection, and (2) discuss critical aspects of the utilization and application of 6G-based AI technologies in monitoring and managing Biodisaster X threats. Further information on these AI techniques is available in Figure 2.

Figure 2. Artificial Intelligence techniques discussed in detail in the study. Statistical machine learning refers to techniques that do not involve natural language processing or deep learning processes. AI: artificial intelligence.

Natural Language Processing Analysis

With the benefit of high reliability and high data transmission speed, rather than depending on 1 source of data, 6G-based AI surveillance systems could synthesize various data sources to identify suspicious behaviors for epidemiologists, public health experts, and government officials for further analysis; this may also enable the National Intelligent Syndromic Surveillance System (an AI-based disease surveillance system) [108,122]. As available literature suggests [123-126], for instance, with the help of 6G technologies, natural language processing could be applied to analyze search queries (eg, searches such as “How to build an influenza virus weapon”), credit card transaction data (eg, receipts for equipment that are indispensable to develop a deadly virus), medical records (eg, whether the individual actor has a recent or frequent infectious disease diagnosis), public health records (eg, infectious disease cases coinciding with an actor’s activities), and social media activities (eg, reports of infectious disease symptoms and suspicious behaviors) interactively and in real time. While the analysis of isolated individual data sources may yield more noise than useful information, when the analyses are synthesized with corresponding data from diverse and complementary data sources, actionable information could become more readily available.

It is important to note that natural language processing can also help shed light on people’s mental health, such as identifying at-risk populations with severe mental health disorders including schizophrenia and suicide attempts [127-129]. In an analysis of 826,961 unique Reddit users from 2018 to 2020, with the help of natural language processing techniques, researchers have been able to determine how specific mental health disorders (eg, schizophrenia) manifest in textual language, and, in turn, cost-effectively and unobtrusively identified at-risk mental health in social media users [130]. In the same study, natural language processing also offered researchers the opportunity to...
compare pre- and mid–COVID-19 posts to identify people whose mental health disorders had become more pronounced during the pandemic [130].

**Statistical Machine Learning Solutions**

To increase the usefulness of information, 6G-based AI systems can also capitalize on previously tested infectious disease control and management techniques, such as sewage-based epidemiology. Sewage-based epidemiology, or waste-based epidemiology, has helped scientists detect early warnings of pathogenic virus outbreaks, ranging from hepatitis A and norovirus to COVID-19 [131-135]. Different from conventional sewage monitoring, which incorporates little to no innovative technologies, the utilization and application of cost-effective and data-driven technologies in the field have significantly upscaled the information that researchers can gather from wastewater, thus reducing monitoring and reporting times, and, in turn, elevating societies’ ability to better monitor and manage infectious diseases [132-135]. The United Kingdom, for instance, has been rapidly developing its sewage monitoring systems to track COVID-19 outbreaks to understand pandemic transmission patterns more swiftly and accurately [136]. By analyzing human waste, researchers in the United Kingdom and worldwide were able to detect RNA from SARS-CoV-2 and better identify the location, scale, and possible trajectory of COVID-19 transmission [136-138].

However, current sewage monitoring technologies often face challenges such as delays in generating insights and inaccurate results owing to limitations caused by poor data processing speed [115,116], which could be overcome by 6G-based AI systems. The use of machine learning techniques has improved the ability to monitor events, such as poliovirus and enterovirus outbreaks with greater precision, as machine learning models could substantially improve surveillance sensitivity and the quantity and quality of actionable information garnered from wastewater [139]. Overall, with the high reliability and high data transmission speed provided by 6G networks, AI systems could advance sewage epidemiology (eg, through widespread remote analysis and evaluation) and facilitate real-time analyses of potential anomalies such as high volume or density of pathogenic viruses in waste and early infectious disease cases, before these threats progress to outbreaks. Insights gained from natural language processing can be further synthesized with information gained through other control measures, such as systematic and comprehensive sewage monitoring (eg, whether there is a suspicious presence of known or suspected pathogens in certain neighborhoods).

**Deep Learning–Based Image Analysis**

In addition to using natural language processing and statistical machine learning techniques, deep learning–based image analysis can also help with the early detection of Biodisaster X, particularly with the assistance of advanced networks enabled by 6G technologies. One application of deep learning in Biodisaster X monitoring and management would be gauging whether there are patterned disease outbreak signs, on the basis of insights gained from analyzing nontexual health records, such as medical images and real-time surveillance footage. While unstable and low-speed communication networks could affect AI-based disease surveillance architectures that use both regular reporting and remote computation systems, the influences of low-speed networks will be more pronounced for remote systems that use server-side analysis of high-resolution images to generate actionable information. This high network demand may create issues, such as requiring down-sampling of data, in turn compromising discrimination power and accuracy and the ability of the system to yield useful insights [140].

Machine vision enables machines to recognize visuals with the support of cameras, images, and learning models [141]. These processes can be fine-tuned to recognize and identify objects, such as patients’ medical images, and help health care professionals better gather information from imaging data and yield diagnoses and treatment plans [142-144]. Combined with the high speed of 6G networks, remote machine vision could be made more effective by allowing the transmission of high-quality images (eg, high resolution) and video-based surveillance (eg, no lag, high frame rate) in real time, facilitating more remote processing than would be possible otherwise.

With 6G technologies, deep learning–based machine vision could have “superhuman” capabilities in monitoring and managing Biodisaster X threats (eg, tracking multiple objects simultaneously and providing real-time analysis of potential threats with high accuracy), helping health officials track and monitor individual actors once identified. With advancements in 6G and deep learning techniques, machine vision may eventually have the potential to identify individual actors, even when they wear face masks. Scientists have proposed the use of machine vision to help health experts and government officials monitor and reinforce COVID-19 safety rules, such as face-making and social distancing (eg, masked face recognition) [145-147].

**Limitations**

While this study addresses important knowledge gaps in the literature, there are some limitations to consider. First, owing to the scarcity of literature on the subject, we were unable to adopt a systematic review approach to investigate the research question. While our scoping search is justified for the scale of the current studies in this area, it nonetheless limits our findings. Second, while preparation plans for biodisaster X should involve multiple elements, ranging from surveillance, biosecurity mandates, and communication guidelines, to personnel training, we only discussed 1 aspect of Biodisaster X control and prevention. To address these limitations, assuming an increasing number of studies in this field, future studies should adopt a systematic or more comprehensive approach to examine this topic for further understanding ways to better prepare for Biodisaster X threats. Of note, although many AI techniques are now well-established, 6G technologies are still in their infancy. With the many unknown factors associated with AI and 6G development, it is possible that in the future, 6G and AI technologies may underperform in their ability to assist biodisaster monitoring and management, compared to our expectations and discussion in this study. However, this limitation may only be adequately addressed once empirical evidence on real-world 6G-based AI applications becomes more available and accessible.
Conclusions
Biodisaster X is a looming but avoidable catastrophe. Considering the potential human and economic consequences Biodisaster X could have, actions that can effectively monitor and manage Biodisaster X threats must be taken promptly and adequately. Rather than solely depending on overstretched professional attention of health experts and government officials, it is perhaps more cost-effective and practical to deploy technology-based solutions to prevent and control Biodisaster X threats. This study discusses what Biodisaster X could entail and emphasizes the importance of monitoring and management of Biodisaster X threats through AI techniques and 6G technologies. Future studies could investigate how the convergence of AI and 6G systems may further advance the preparedness for high-impact, less likely events beyond Biodisaster X, including the facilitation of the development of the national intelligent syndromic surveillance system.
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Abstract

Background: Conversational agents (CAs) for chronic disease management are receiving increasing attention in academia and the industry. However, long-term adherence to CAs is still a challenge and needs to be explored. Personalization of CAs has the potential to improve long-term adherence and, with it, user satisfaction, task efficiency, perceived benefits, and intended behavior change. Research on personalized CAs has already addressed different aspects, such as personalized recommendations and anthropomorphic cues. However, detailed information on interaction styles between patients and CAs in the role of medical health care professionals is scant. Such interaction styles play essential roles for patient satisfaction, treatment adherence, and outcome, as has been shown for physician-patient interactions. Currently, it is not clear (1) whether chronically ill patients prefer a CA with a paternalistic, informative, interpretive, or deliberative interaction style, and (2) which factors influence these preferences.

Objective: We aimed to investigate the preferences of chronically ill patients for CA-delivered interaction styles.

Methods: We conducted two studies. The first study included a paper-based approach and explored the preferences of chronic obstructive pulmonary disease (COPD) patients for paternalistic, informative, interpretive, and deliberative CA-delivered interaction styles. Based on these results, a second study assessed the effects of the paternalistic and deliberative interaction styles on the relationship quality between the CA and patients via hierarchical multiple linear regression analyses in an online experiment with COPD patients. Patients’ sociodemographic and disease-specific characteristics served as moderator variables.

Results: Study 1 with 117 COPD patients revealed a preference for the deliberative (50/117) and informative (34/117) interaction styles across demographic characteristics. All patients who preferred the paternalistic style over the other interaction styles had more severe COPD (three patients, Global Initiative for Chronic Obstructive Lung Disease class 3 or 4). In Study 2 with 123 newly recruited COPD patients, younger participants and participants with a less recent COPD diagnosis scored higher on interaction-related outcomes when interacting with a CA that delivered the deliberative interaction style (interaction between age and CA type: relationship quality: b=−0.77, 95% CI −1.37 to −0.18; intention to continue interaction: b=−0.49, 95% CI −0.97 to −0.02).
to \(-0.01\); working alliance attachment bond: \(b=0.65, 95\%\ CI = 1.26\) to \(-0.04\); working alliance goal agreement: \(b=0.59, 95\%\ CI = 1.18\) to \(-0.01\); interaction between recency of COPD diagnosis and CA type: working alliance goal agreement: \(b=0.57, 95\%\ CI 0.01\) to 1.13).

Conclusions: Our results indicate that age and a patient’s personal disease experience inform which CA interaction style the patient should be paired with to achieve increased interaction-related outcomes with the CA. These results allow the design of personalized health care CAs with the goal to increase long-term adherence to health-promoting behavior.

(J Med Internet Res 2021;23(5):e26643) doi:10.2196/26643
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Introduction

The occurrence of chronic diseases is on the rise owing to greater longevity of the population, increasing exposure to environmental pollution, and unhealthy lifestyles [1]. As chronic diseases are not curable, related care is directed toward improving the functional status, reducing distressing symptoms, extending life duration through secondary prevention, and improving health-related quality of life [2,3]. This requires comprehensive and personalized disease management based on active long-term collaboration between health care practitioners and chronically ill patients [1].

However, disease management is time-consuming and staff-intensive and is thus often not sufficiently provided [1]. Conversational agents (CAs) (ie, computer programs that imitate interactions with humans) have the potential to improve the status quo as they allow for cheaper and scalable patient support outside the clinical setting [4,5]. When deployed on a smartphone, CAs remain easily accessible and can accompany patients in their daily lives [6,7]. However, long-term adherence to interventions delivered by health care CAs and the effectiveness of interventions with regard to health-related outcomes remain challenging [8,9].

To increase adherence and user value with respect to satisfaction, task efficiency, or the likelihood of sustained outcomes, personalization of CAs is viewed as promising [10]. Despite numerous design considerations [9] for health care CAs, such as personalized recommendations [10] and anthropomorphic cues [11], it is still unclear which CA-delivered interaction styles chronically ill patients prefer and whether the preference has an impact on CA-related perceptions (eg, working alliance) and health outcomes (eg, change in health-promoting behaviors). Research has singled out the importance of the interaction style for treatment satisfaction, adherence, and subsequent outcome [12-14] in face-to-face encounters between physicians and patients and in distance therapy via the phone, internet, or other means [15]. As people apply social behavior and expectations to computers or other media in the presence of anthropomorphic cues (“computers are social actors” paradigm) [16], CA-delivered interaction styles are expected to be of high relevance.

This paper applies and investigates the following four interaction styles of health care CAs [17]: (1) paternalistic (the physician, as a guardian [17], decides alone about the most appropriate treatment based on the assumption of shared values); (2) informative (the physician, as an expert [17], neutrally provides the patient with all treatment-related facts, so that the patient can choose); (3) interpretive (the physician, as a counsellor [17], helps the patient to elucidate the preferences and then leaves it to the patient to make a decision); and (4) deliberative (the physician, as a teacher or friend [17], conjointly discusses with the patient the best way forward).

Contemporary medical research advocates the deliberative style [18,19], which can also be referred to as shared decision making [20], as it is thought to consider patients’ values and autonomy and the physician’s caring role better than other interaction styles [17,20]. It was also the preferred interaction style by the majority of patients in preference studies [21,22]. However, there is evidence in the literature that sociodemographic and disease-related variables have an impact on the preferred interaction style. Older patients, for instance, tend to prefer a paternalistic interaction style [23,24], based on the assumption that they are accustomed to physicians being traditionally seen as an authority figure [25]. Among men, there is also a preference for the paternalistic interaction style [23,24]. Fatigue, lacking expertise or knowledge about the condition, and the fear of making a wrong decision are additional reasons mentioned in the literature that explain patients’ preferences for a paternalistic interaction style in case of a severe condition, a newly diagnosed disease, or minor health literacy [26]. No influence of socioeconomic variables has been found [27] that could explain a preference for the informative style over the deliberative style. There seems to be no further evidence in the current literature base that talks about preferences for the interpretive interaction style.

To address these issues, we conducted two studies. The first study aimed to explore if there exist patient preferences for a paternalistic, informative, interpretive, or deliberative interaction style when a CA takes the role of a caregiver. The results of this study informed the second study that explored in more detail (1) which variables moderate preferences for the CA interaction style and (2) whether preferences have an impact on CA-related perceptions (eg, working alliance) and health outcomes (eg, change in health-promoting behaviors). Both studies involved patients diagnosed with chronic obstructive pulmonary disease (COPD), one of the global top four leading causes of premature death from chronic diseases [28].
Methods

Study Design
First, we conducted Study 1, a paper-pencil survey with COPD patients treated at a leading Swiss Hospital in the German-speaking part of Switzerland. Besides covering sociodemographic and health-related questions, the survey explored baseline differences in patient preferences for a deliberative, informative, interpretive, or paternalistic interaction style with a hypothetical health care CA.

The outcomes informed Study 2, an online experiment. For this study, we recruited COPD patients from four hospitals in the German-speaking part of Switzerland, from the Swiss Lung Association, and from an honorary led self-help association for COPD patients in the German-speaking part of Switzerland. We designed a between-subject online experiment where patients were randomly assigned to interact with a CA that followed either a deliberative or paternalistic interaction style.

We chose these two styles since (1) we have already developed and experimentally tested the implementation of deliberative and paternalistic CA interactions in a recent study [29]; (2) there is the most information in the literature for these two styles regarding the moderating influences of sociodemographic and health-related variables; and (3) we expected to find significant effects when choosing the most and least preferred interaction styles as determined in Study 1. Both studies did not fall within the scope of Human Research Law, according to the local Swiss ethics authority, and thus did not require any formal authorization.

Sample Size Considerations
The primary objective of Study 1 was to explore whether general differences exist between interaction style preferences of COPD patients for their interaction with a CA. Thus, this part of the study was exploratory by nature and did not contain a detailed power analysis.

We conducted an a priori power analysis for Study 2 using R software (version 3.5.2) and the R package WebPower [30]. To identify a medium effect ($f^2=0.15$) [31] in a hierarchical multiple regression with an alpha level of 0.05, a statistical power of 0.80, a reduced model with one predictor, and a full model with 13 predictors, a total of 127 participants was required.

Inclusion Criteria
For Study 1, we defined the following inclusion criteria: (1) COPD diagnosis, (2) age of 18 years or older, and (3) ability to speak German.

We defined the same inclusion criteria for Study 2. Here, the first inclusion criterion was checked before distributing the link to the online experiment. The link was only sent out to patients who were registered as COPD patients at any of the participating hospitals, the lung association, or the self-help association. In addition, patients also had to confirm that they have COPD during the online experiment. The second and third inclusion criteria were checked at the beginning of the online experiment. If patients did not confirm either being of age or being able to speak German, the experiment was automatically completed.

There were no exclusion criteria.

Procedure of Study 1 and Study 2
Study 1 was administered as a paper-and-pencil survey and divided into four parts. Before starting with the actual questions, we provided general information about the survey (ie, we clarified the objective and structure, and provided an illustrative explanation of a CA-based intervention). After querying sociodemographic and health-related questions, the survey explored patients’ preferences regarding their interaction style with a hypothetical CA. Patients could choose from snippets portraying exemplary interactions with a CA, and each snippet depicted a different interaction style (see Figure 1 for an overview).

The procedure of Study 2 was as follows. Participants agreed to the study conditions and confirmed the study inclusion criteria (ie, being of age and being able to speak German). After querying standard demographic data (age, gender, mother tongue, and education), patients answered questions about their general health status and COPD. Patients were then randomly assigned to interact with a CA presenting a deliberative or paternalistic interaction style. The interactions were text-based and followed by a prescribed dialogue based on two predeveloped scripts. These scripts were developed and assessed in a recent study, where they were verified to be perceived as eliciting a deliberative or paternalistic interaction style between a CA and users [29]. During the conversation with the CA, patients could choose between one to three predefined answer options, which were identical in both conditions (ie, deliberative and paternalistic interaction styles). Deviations between the answer options only occurred when needed to keep the conversational flow realistic. Both interactions with the CA (ie, paternalistic and deliberative) were approximately of the same length and duration (38 conversational turns in the deliberative version and 32 in the paternalistic version with a reading duration of roughly over 12 minutes). After the interaction with the CA, participants were asked to evaluate the interaction with the CA on several dimensions. Details about the measures can be found in the measures section below.

To conclude the experiment, participants had to answer a short COPD health literacy quiz. The questions were based on the standardized Bristol COPD Knowledge Questionnaire (BCKQ), a multiple-choice questionnaire developed to measure the disease-specific knowledge of COPD patients [32]. Finally, patients reported on their perception of the length of the study and could leave some free-text feedback. All questions of Study 2 can be found in Multimedia Appendix 1.
Technical Implementation of CAs for Study 2

We used Qualtrics, a software-based online survey and data collection platform, for the online experiment and for randomly assigning patients to one of the two experimental settings (ie, interaction with a CA using a deliberative interaction style and interaction with a CA using a paternalistic interaction style). We further used Collect.chat, a commercially available chatbot software, to develop the CA dialogues, and iframe to embed the CA into the Qualtrics HTML.

Recruitment and Management of Study Participants

We recruited the participants for Study 1 from the pulmonology department of a leading Swiss hospital. The patient database included around 1300 patients, and we contacted all by mail. Eligible patients received the printed survey and a letter containing information about the survey and participation conditions. We also provided a prefranked return envelope to reduce the necessary effort to reply to the survey and to minimize financial expenses for the participants. The postal send out took place on April 9 and 10, 2019, and we started to receive responses 1 week later. We received replies for 2 months in total, and the majority of replies reached us in the first 3 weeks.

The patients of Study 2 were recruited during a 3-month period from February to April 2020 at six study sites in Switzerland. The study sites were the pulmonology departments of four hospitals in the German-speaking part of Switzerland, the Swiss Lung Association, and an honorary-led self-help association for COPD patients. Participants were recruited via email or postal mail or in-person by participating health care professionals on-site. When they were recruited in-person, participating health care professionals handed out a flyer to potential participants. This flyer contained some information on the study and a link to the online experiment (see Multimedia Appendix 2 for the flyer). Participating health care professionals had previously received study instructions from the study authors. When patients were recruited via email, they received an email from the participating hospital, the Swiss Lung Association, or the self-help association. In this email, the participating contact person explained the study and asked for voluntary participation. The email further contained the same flyer as used for the on-site recruitment. When participants were recruited via postal mail, they received a letter from the participating hospital with study information and a link to the online experiment, which they had to type into a web browser. The postal letter is presented in Multimedia Appendix 3. We followed a multichannel and multisite recruiting process. More precisely, we contacted 903 patients at three study sites via email and postal mail. Additionally, 110 flyers were printed and displayed at two further study sites. Here, the flyers were displayed in the study sites’ waiting rooms and were free to pick up for the patients. There were no additional prompts by medical personnel to participate in the study. The email and
postal mail had the same design and included exactly the same content as the flyer. At the sixth study site, 27 local COPD patient groups were contacted via email. Importantly, the resulting response rate has to be interpreted as a lower bound estimate since patients might have received an invitation more than once. For example, they could have been regular patients in hospital X and, at the same time, also a member of a COPD patient organization that distributed study invitations.

To start the online experiment, participants had to either click on the study link in the email or type the URL in their browser in case they received a postal letter. A simplified URL (ie, only portraying a shorter number of signs) was created with Bitly [33] to access the online experiment and to reduce barriers to participate. The experiment was available online from April to August 2020.

**Measures of Study 1: Paper-and-Pencil Survey**

For Study 1, we gathered basic sociodemographic (age, gender, and education) and health-related data (GOLD COPD level) [34]. GOLD stands for Global Initiative for Chronic Obstructive Lung Disease and is an internationally used scale for classifying the severity of COPD [34]. Patients reported sociodemographic and health-related data before being presented with the four main physician-patient interaction styles.

**Sociodemographic Data**

For the item age, patients reported their birth year. To derive patients’ actual age, their birth year was subtracted from 2020 in the descriptive analyses. For the item gender, patients could choose their gender from a tick box with answer options “female,” “male,” and “no answer.” For the item education, patients could choose one of the following four different options: no formal education, secondary 1 education, secondary 2 education, and tertiary education. Drawing on the 2011 International Standard Classification of Education (ISCED) Scheme [35], a comprehensive framework for comparing and organizing education programs and qualification across countries, these options translate to other global educational systems, such as the US system as follows. Secondary 1 education in Switzerland corresponds to level 2 of the ISCED scheme (ISCED 2, lower secondary education) and 9 years of education completed. ISCED 2 translates to completing junior high school in the United States. Secondary 2 education corresponds to level 3 of the ISCED scheme (ISCED 3, upper secondary education) and 13 years of education completed. ISCED 3 translates to completing a senior high school degree in the United States. Tertiary education in Switzerland (ISCED 6-8) encompasses bachelor’s, master’s, and PhD degrees, corresponding to a total of 16, 18, and 21 years needed to complete these educational levels (equivalent to the degrees in the United States) [36,37].

**Health-Related Data**

We queried the GOLD COPD level for each patient with the item “What is your GOLD rating?” (translation by the authors) on a 5-point scale ranging from 1 (GOLD 1) to 5 (I do not know). The highest and most severe GOLD level is GOLD 4. Next, we introduced the four main physician-patient interaction styles as per a previous report [17], and patients were asked which of the four they would prefer for their interaction with a CA. We provided a definition of the respective role of the physician in the interaction style.

**Measures of Study 2: Online Experiment**

Study 2 was pretested with two pulmonologists of a leading Swiss hospital (both specialized in COPD), one advanced practitioner nurse in lung disease, and 10 PhD students of the Swiss Federal Institute of Technology in Zurich. We aimed to identify possible problems in terms of clarity, accuracy, and relevance for assessing health-related measures that are specific for COPD. Based on the feedback, a few changes were made to improve the wording of the questions and the order of the items.

For the main analyses and for assessing the various aspects of the two interaction styles, we gathered basic sociodemographic data (age, gender, and education), health-related data (GOLD COPD level, years since COPD diagnosis, and disease literacy), and interaction-related data (willingness to change, relationship quality, intention to continue interacting, and working alliance).

**Sociodemographic and Health-Related Data**

Sociodemographic data were gathered before the interaction with the CA. For the item age, patients could choose their birth year from a dropdown menu, ranging from 1900 to 2020. To derive patients’ age, their birth year was subtracted from 2020 in the analyses. For the item gender, patients could choose their gender from a tick box with answer options “female,” “male,” and “no answer.” For the item education, patients could choose from 12 different options from a dropdown menu (eg, “apprenticeship” [translated by the authors]; all original German measures can be found in Multimedia Appendix 4). For the analyses, educational attainment was recoded as years of education based on the 2011 ISCED scheme [35].

Health-related data were gathered before the interaction with the CA. Just as in Study 1, we first queried the GOLD COPD level for each patient with the item “What is your GOLD rating?” (translation by the authors) on a 5-point scale ranging from 1 (GOLD 1) to 5 (I do not know). The highest and most severe GOLD level is GOLD 4. Second, we measured years since COPD diagnosis with the item “Have you been diagnosed with COPD?” (translation by the authors), with answer options “yes” and “no” to ensure that patients confirm their COPD disease, and the item “If so, in which year?” (translation by the authors), with a dropdown menu to select a year between 1900 and 2020. To derive patients’ years since COPD diagnosis, the diagnosis year was subtracted from 2020 in the analyses. Third, we measured disease literacy. Disease literacy was assessed using the BCKQ [32]. To keep the handling time for patients as short as possible, we selected 10 items of the BCKQ after consultation with two nurses who frequently use the questionnaire themselves with their patients. For example, patients had to mark the statement “COPD is commonly an inherited disease” (translation by the authors) as “true,” “false,” or “I do not know.” If they evaluated the statement correctly, they were given 1 point, and in case of a false or “I do not know”
answer, they were given 0 points. We built a sum score over the 10 items, with higher values indicating higher disease literacy. The complete BCKQ (68 items) was reported to have reasonable internal consistency with a Cronbach alpha of .73 in previous studies [32]. The 10-item subset used in our study had a Cronbach alpha of .62, which, though not ideal, can still be considered acceptable [38], especially given the drastically reduced number of items.

**Interaction-Related Data**

Interaction-related data were gathered after the interaction with the CA Robo. We first measured *willingness to change* with the item “Was Robo able to motivate you for the proposed exercise?” (translation by the authors), with answer options “yes” and “no.” This item was adapted from a previous report [39]. We further measured *relationship quality* with the German adapted item [40] “How would you characterize your relationship with Robo?” (translation by the authors), with answers on a scale ranging from 1 (“complete stranger”) to 5 (“close friend”), and the German adapted item [41] “I think Robo liked me” (translation by the authors), with answers fixed on a 5-point Likert scale ranging from 1 (“not at all”) to 5 (“very much”). Next, we measured *intention to continue interacting* with the German adapted item [42] “I would like to continue using Robo” (translation by the authors), with answers fixed on a 6-point Likert scale ranging from 1 (“strongly disagree”) to 6 (“strongly agree”). Finally, we measured *working alliance* between the patients and the CA Robo with a German-adapted version of the Working Alliance Inventory-Short Revised (WAI-SR) [43]. Here, we measured the two subscales *attachment bond* and *goal agreement* (eg, “Robo and I respect each other,” translation by the authors), with answers fixed on a 5-point Likert scale ranging from 1 (“rarely”) to 5 (“always”) (Multimedia Appendix 4). We decided to omit measuring the third subscale *task agreement* as it does not directly relate to our research questions. For secondary analyses (Multimedia Appendix 5), we measured additional interaction-related data (eg, satisfaction with the interaction and recommendation to a friend).

**Results**

**Results of Study 1: Paper-and-Pencil Survey**

Preferences for the paternalistic, informative, deliberative, or interpretive style are depicted by gender, age, educational levels, and disease severity. Out of 181 participants who started the survey, only 139 participants who completed the CA preference task were included in the final sample of Study 1. Moreover, 22 additional participants were excluded because they reported not having COPD. The final sample consisted of 117 participants with a mean age of 65.7 years and a mean GOLD classification value of 2.87. Of the 117 participants, 66 were male. Descriptive statistics can be found in Table 1. R scripts for all tables can be found in Multimedia Appendix 6. Missing data were dealt with by list-wise deletion because of the small number of participants having missing values for a variable of interest.

**Table 1.** Descriptive statistics of the participants in Study 1 (N=117).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>66 (56%)</td>
</tr>
<tr>
<td>Female</td>
<td>51 (44%)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.67 (10.92)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>7 (6%)</td>
</tr>
<tr>
<td>Secondary I</td>
<td>15 (13%)</td>
</tr>
<tr>
<td>Secondary II</td>
<td>56 (48%)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>36 (31%)</td>
</tr>
<tr>
<td><strong>COPD severity value, mean (SD)</strong></td>
<td>2.87 (0.98)</td>
</tr>
<tr>
<td><strong>COPD severity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>GOLD 1</td>
<td>7 (6%)</td>
</tr>
<tr>
<td>GOLD 2</td>
<td>20 (17%)</td>
</tr>
<tr>
<td>GOLD 3</td>
<td>24 (21%)</td>
</tr>
<tr>
<td>GOLD 4</td>
<td>24 (21%)</td>
</tr>
<tr>
<td>Do not know</td>
<td>35 (30%)</td>
</tr>
</tbody>
</table>

*a*COPD: chronic obstructive pulmonary disease.

b*GOLD: Global Initiative for Chronic Obstructive Lung Disease.*
Gender
Across CA categories, women most often chose the deliberative CA type, whereas men preferred the informative and deliberative CA types (26 vs 24; Table 2). Within each category of the deliberative, paternalistic, or interpretive CA type, men and women were fairly equally represented. Men constituted 77% (26/34 persons) of persons who preferred the informative CA type.

Table 2. Conversational agent preferences by gender.

<table>
<thead>
<tr>
<th>Variable (gender)</th>
<th>Value, n⁰ (%b by conversational agent category)</th>
<th>Sum (N=117), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paternalistic (n=7)</td>
<td>Informative (n=34)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (57%)</td>
<td>26 (77%)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (43%)</td>
<td>8 (24%)</td>
</tr>
</tbody>
</table>

⁰Numbers represent the absolute numbers of participants.

Table 3. Conversational agent preferences by age.

<table>
<thead>
<tr>
<th>Variable (age)</th>
<th>Value, n⁰ (%b by conversational agent category)</th>
<th>Sum (N=117), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paternalistic (n=7)</td>
<td>Informative (n=34)</td>
</tr>
<tr>
<td>40-50 years</td>
<td>4 (57%)</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>51-60 years</td>
<td>2 (29%)</td>
<td>12 (35%)</td>
</tr>
<tr>
<td>61-70 years</td>
<td>0 (0%)</td>
<td>9 (27%)</td>
</tr>
<tr>
<td>71-80 years</td>
<td>1 (14%)</td>
<td>9 (27%)</td>
</tr>
<tr>
<td>81-90 years</td>
<td>0 (0%)</td>
<td>3 (9%)</td>
</tr>
</tbody>
</table>

⁰Numbers represent the absolute numbers of participants.

Age
Younger participants (40-50 years old) preferred the deliberative CA type over the paternalistic CA type. Participants in the age group 51-60 years preferred the informative type. Participants in the age groups 61-70 and 71-80 years most often chose the deliberative type, and the oldest participants (81-90 years old) were fairly equally distributed across the informative, interpretive, and deliberative CA types. Within categories, 57% (4/7) of participants who chose the paternalistic CA type were in the youngest age category (40-50 years old). On the other hand, in the interpretive and deliberative groups, 78% (20/26) and 70% (35/50) of participants, respectively, were older than 60 years (Table 3).

Table 4. Conversational agent preferences by educational level.

<table>
<thead>
<tr>
<th>Variable (education)</th>
<th>Value, n⁰ (%b by conversational agent category)</th>
<th>Sum (N=114), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paternalistic (n=7)</td>
<td>Informative (n=34)</td>
</tr>
<tr>
<td>Secondary I</td>
<td>3 (43%)</td>
<td>4 (12%)</td>
</tr>
<tr>
<td>Secondary II</td>
<td>3 (43%)</td>
<td>14 (41%)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>0 (0%)</td>
<td>12 (35%)</td>
</tr>
<tr>
<td>No formal education</td>
<td>1 (14%)</td>
<td>4 (12%)</td>
</tr>
</tbody>
</table>

⁰Numbers represent the absolute numbers of participants.

Educational Levels
Participants without any formal education preferred the informative CA type. Participants who finished secondary I were fairly equally distributed across categories. Participants with higher educational levels (secondary II and tertiary) preferred the deliberative CA type (Table 4). This pattern was more distinct for secondary II than tertiary, where participants also often chose the informative CA type. Within categories, participants who had secondary II and tertiary education constituted 85% (40/47) of those who chose the deliberative type. Similarly, participants who had secondary II and tertiary education constituted 87% (23/26) of those who preferred the interpretive type. In the paternalistic condition, only the first three educational levels were represented (no formal education, secondary I, and secondary II).
Severity of COPD

Across CA categories, participants with less severe disease (GOLD 1) preferred the informative and interpretive CA types. Participants with mid-severe disease (GOLD 2 and 3) preferred the deliberative CA type. Participants with severe disease (GOLD 4) preferred the deliberative and informative CA types. Within categories, participants with higher disease levels (GOLD 3+4) constituted 100% (3/3) of those who preferred the paternalistic CA type (Table 5).

<table>
<thead>
<tr>
<th>Variable (GOLD(^a) classification)</th>
<th>Value, n(^b)(%(^c) by conversational agent category)(^d)</th>
<th>Sum (N=75), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paternalistic (n=3)</td>
<td>Informative (n=27)</td>
</tr>
<tr>
<td>GOLD 1</td>
<td>0 (0%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>GOLD 2</td>
<td>0 (0%)</td>
<td>7 (26%)</td>
</tr>
<tr>
<td>GOLD 3</td>
<td>2 (67%)</td>
<td>6 (22%)</td>
</tr>
<tr>
<td>GOLD 4</td>
<td>1 (33%)</td>
<td>11 (41%)</td>
</tr>
</tbody>
</table>

\(^a\)GOLD: Global Initiative for Chronic Obstructive Lung Disease.
\(^b\)Numbers represent absolute numbers of participants.
\(^c\)Percentages of GOLD classification category participants present in each conversational agent category are given in parentheses.
\(^d\)The data of a maximum of seven out of 117 participants were deleted for Table 5 because they did not report any information on their GOLD classification (neither “GOLD 1-4” nor “I do not know”).

Results of Study 2: Online Experiment

We conducted hierarchical multiple regression modeling to predict participants’ self-reported interaction quality with the CA, that is, willingness to change, relationship quality, intention to continue interaction, and working alliance, based on (1) the type of CA (paternalistic/deliberative), (2) patients’ demographics (age, gender, and education), and (3) COPD-related measures (GOLD, COPD disease literacy, and experience with COPD). Each outcome was predicted in a three-step procedure. The first block added to the model was the CA type (labelled “model 1”). The second block contained the CA type and participants’ demographics (labelled “model 2”), and the third block consisted of the CA type, participants’ demographics, and COPD-related measures (labelled “model 3”). Relationship quality, intention to continue interaction, and working alliance were measured on a metric scale. We calculated hierarchical linear regressions for those outcomes and logistic regression for the binary outcome willingness to change. As in Study 1, missing data were dealt with by list-wise deletion.

Analysis of Sociodemographic and Health-Related Data

The descriptive statistics of the experiment are shown in Table 6. Out of 168 participants who started the survey, 124 completed the survey. One additional participant was excluded because of age (<18 years old), leading to a final sample of 123 participants. Of those 123 participants, 76 were male, with a mean age of 67.8 years and a mean duration of 8.4 years since their COPD diagnosis. The mean GOLD classification value was 2.70.

Table 6. Descriptive statistics of the participants in Study 2 (N=123).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>76 (62%)</td>
</tr>
<tr>
<td>Female</td>
<td>47 (38%)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>67.82 (9.37)</td>
</tr>
<tr>
<td>Education (years of formal education), mean (SD)</td>
<td>14.28 (2.37)</td>
</tr>
<tr>
<td>COPD(^a) severity value, mean (SD)</td>
<td>2.70 (0.88)</td>
</tr>
<tr>
<td>COPD severity, n (%)</td>
<td></td>
</tr>
<tr>
<td>GOLD(^b) 1</td>
<td>6 (5%)</td>
</tr>
<tr>
<td>GOLD 2</td>
<td>24 (20%)</td>
</tr>
<tr>
<td>GOLD 3</td>
<td>29 (24%)</td>
</tr>
<tr>
<td>GOLD 4</td>
<td>14 (11%)</td>
</tr>
<tr>
<td>Do not know</td>
<td>35 (28%)</td>
</tr>
</tbody>
</table>

\(^a\)COPD: chronic obstructive pulmonary disease.
\(^b\)GOLD: Global Initiative for Chronic Obstructive Lung Disease.
**Analyses of Interaction-Related Data**

For our analysis, we introduce interaction-related outcomes, defined in terms of the outcome variables *willingness to change*, *relationship quality*, *intention to continue interaction*, and two dimensions of *working alliance* (attachment bond and goal agreement). Better interaction-related outcomes indicate a higher willingness to change one’s behavior after interaction with the CA, a higher perceived relationship quality, a higher motivation to continue interacting with the CA, and a higher-rated reported working alliance with the CA in terms of perceived close attachment bond and common goal agreement. Multimedia Appendix 5 presents the results of additional interaction-related data (eg, satisfaction with the interaction and recommendation to a friend). The R scripts for all analyses are presented in Multimedia Appendix 7.

**Willingness to Change**

Overall, participants who interacted with a paternalistic CA reported being more willing to change their behavior based on the CA intervention than those who worked with a deliberative CA (Table 7). There were no substantial interaction effects between CA type and participants' demographics or CA type and patients' COPD-related characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1, regression coefficient (95% CI)</th>
<th>Model 2, regression coefficient (95% CI)</th>
<th>Model 3, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.843 (0.724 to 0.943)</td>
<td>0.840 (0.699 to 0.980)</td>
<td>0.840 (0.640 to 1.039)</td>
</tr>
<tr>
<td>CA type</td>
<td>-0.183 (-0.338 to -0.029)</td>
<td>-0.179 (-0.388 to 0.030)</td>
<td>-0.074 (-0.350 to 0.203)</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A</td>
<td>-0.024 (-0.283 to 0.235)</td>
<td>0.041 (-0.325 to 0.406)</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>-0.037 (-0.161 to 0.088)</td>
<td>-0.010 (-0.207 to 0.188)</td>
</tr>
<tr>
<td>Education</td>
<td>N/A</td>
<td>-0.108 (-0.229 to 0.012)</td>
<td>-0.064 (-0.231 to 0.103)</td>
</tr>
<tr>
<td>Gender*CA type</td>
<td>N/A</td>
<td>-0.035 (-0.387 to 0.317)</td>
<td>-0.163 (-0.627 to 0.301)</td>
</tr>
<tr>
<td>Age*CA type</td>
<td>N/A</td>
<td>0.003 (-0.162 to 0.169)</td>
<td>-0.145 (-0.386 to 0.095)</td>
</tr>
<tr>
<td>Education*CA type</td>
<td>N/A</td>
<td>0.091 (-0.078 to 0.259)</td>
<td>0.055 (-0.157 to 0.268)</td>
</tr>
<tr>
<td>GOLD</td>
<td>N/A</td>
<td>N/A</td>
<td>0.053 (-0.105 to 0.210)</td>
</tr>
<tr>
<td>COPD literacy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.165 (-0.047 to 0.377)</td>
</tr>
<tr>
<td>Experience</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.127 (-0.294 to 0.040)</td>
</tr>
<tr>
<td>GOLD*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.040 (-0.261 to 0.181)</td>
</tr>
<tr>
<td>COPD literacy*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.058 (-0.311 to 0.194)</td>
</tr>
<tr>
<td>Experience*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.152 (-0.078 to 0.381)</td>
</tr>
</tbody>
</table>

*a*Model 1 includes the CA type. It has 120 observations and an Aikaike Information Criterion value of 142.880 (a smaller value is associated with better model fit).

*b*Model 2 includes the CA type and participants' demographics. It has 113 observations and an Aikaike Information Criterion value of 146.953 (a smaller value is associated with better model fit).

*c*Model 3 includes the CA type, participants' demographics, and COPD-related measures. It has 67 observations and an Aikaike Information Criterion value of 83.496 (a smaller value is associated with better model fit).

*d*CA: conversational agent.

eCA type is coded as follows: 0=paternalistic, 1=deliberative.

*f*Significant (*P*<.05).

*g*Gender is coded as follows: 0=male, 1=female.

*h*N/A: not applicable.

*i*Education is measured in years of formal education.

*j*GOLD: Global Initiative for Chronic Obstructive Lung Disease.

*k*COPD: chronic obstructive pulmonary disease.

*l*Experience with COPD in years since COPD diagnosis.

**Relationship Quality**

On average, older participants reported better relationship quality with the CA than younger participants, irrespective of the CA type. Participants with more severe COPD reported better relationship quality with the CA than participants with less severe COPD, irrespective of the CA type. There was a negative interaction effect between CA type and age, implying that older participants preferred a paternalistic CA and younger participants preferred a deliberative CA with respect to relationship quality (Table 8).
### Table 8. Regression of conversational agent type, participants’ demographics, and chronic obstructive pulmonary disease–related characteristics in terms of participants’ relationship quality with the conversational agent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;, regression coefficient (95% CI)</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;, regression coefficient (95% CI)</th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−0.073 (−0.326 to 0.181)</td>
<td>−0.030 (−0.350 to 0.290)</td>
<td>−0.284 (−0.774 to 0.206)</td>
</tr>
<tr>
<td>CA&lt;sup&gt;d&lt;/sup&gt; type&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.146 (−0.213 to 0.504)</td>
<td>−0.007 (−0.482 to 0.469)</td>
<td>0.176 (−0.504 to 0.857)</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>−0.399 (−0.988 to 0.191)</td>
<td>0.262 (−0.637 to 1.161)</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>0.155 (−0.129 to 0.438)</td>
<td>0.615 (0.129 to 1.100)&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Education&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>−0.031 (−0.306 to 0.243)</td>
<td>0.240 (−0.171 to 0.652)</td>
</tr>
<tr>
<td>Gender*CA type</td>
<td>N/A</td>
<td>0.546 (−0.255 to 1.347)</td>
<td>−0.377 (−1.519 to 0.764)</td>
</tr>
<tr>
<td>Age*CA type</td>
<td>N/A</td>
<td>−0.215 (−0.592 to 0.162)</td>
<td>−0.774 (−1.366 to −0.181)&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Education*CA type</td>
<td>N/A</td>
<td>0.057 (−0.326 to 0.440)</td>
<td>−0.018 (−0.541 to 0.504)</td>
</tr>
<tr>
<td>GOLD&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>0.398 (0.011 to 0.786)&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>COPD literacy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.324 (−0.198 to 0.846)</td>
</tr>
<tr>
<td>Experience&lt;sup&gt;k&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.220 (−0.631 to 0.191)</td>
</tr>
<tr>
<td>GOLD*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.132 (−0.675 to 0.411)</td>
</tr>
<tr>
<td>COPD literacy*CA Type</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.031 (−0.652 to 0.590)</td>
</tr>
<tr>
<td>Experience*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.194 (−0.370 to 0.759)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model 1 includes the CA type. It has 120 observations and an R<sup>2</sup> value of 0.005.

<sup>b</sup>Model 2 includes the CA type and participants’ demographics. It has 113 observations and an R<sup>2</sup> value of 0.039.

<sup>c</sup>Model 3 includes the CA type, participants’ demographics, and COPD-related measures. It has 67 observations and an R<sup>2</sup> value of 0.283.

<sup>d</sup>CA: conversational agent.

<sup>e</sup>CA type is coded as follows: 0=paternalistic, 1=deliberative.

<sup>f</sup>Gender is coded as follows: 0=male, 1=female.

<sup>g</sup>N/A: not applicable.

<sup>h</sup>Significant (P<.05).

<sup>i</sup>Education is measured in years of formal education.

<sup>j</sup>GOLD: Global Initiative for Chronic Obstructive Lung Disease.

<sup>k</sup>COPD: chronic obstructive pulmonary disease.

<sup>l</sup>Experience with COPD in years since COPD diagnosis.

**Intention to Continue Interaction**

Disease severity positively predicted participants’ intention to continue interacting with the CA after the interaction ended. The higher a participant’s GOLD classification, the higher was his or her intention to continue (Table 9). Participants with fewer years of experience with COPD reported a higher intention to continue the interaction, irrespective of the assigned CA type. Older participants reported being more likely to continue the CA interaction when working with a paternalistic CA, and younger participants reported that when working with a deliberative CA.
Table 9. Regression of conversational agent type, participants’ demographics, and chronic obstructive pulmonary disease–related characteristics in terms of participants’ intention to continue interacting with the conversational agent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1a, regression coefficient (95% CI)</th>
<th>Model 2b, regression coefficient (95% CI)</th>
<th>Model 3c, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.112 (−0.140 to 0.365)</td>
<td>0.046 (−0.277 to 0.369)</td>
<td>0.134 (−0.263 to 0.531)</td>
</tr>
<tr>
<td>CA type</td>
<td>−0.224 (−0.581 to 0.133)</td>
<td>−0.169 (−0.649 to 0.311)</td>
<td>−0.279 (−0.831 to 0.272)</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A</td>
<td>−0.037 (−0.632 to 0.558)</td>
<td>0.404 (−0.325 to 1.133)</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>−0.075 (−0.361 to 0.211)</td>
<td>0.178 (−0.216 to 0.572)</td>
</tr>
<tr>
<td>Education</td>
<td>N/A</td>
<td>0.053 (−0.224 to 0.331)</td>
<td>0.019 (−0.314 to 0.353)</td>
</tr>
<tr>
<td>Gender × CA type</td>
<td>N/A</td>
<td>−0.011 (−0.819 to 0.797)</td>
<td>−0.637 (−1.563 to 0.288)</td>
</tr>
<tr>
<td>Age × CA type</td>
<td>N/A</td>
<td>−0.063 (−0.444 to 0.317)</td>
<td>−0.485 (−0.965 to −0.005)</td>
</tr>
<tr>
<td>Education × CA type</td>
<td>N/A</td>
<td>−0.162 (−0.549 to 0.224)</td>
<td>−0.084 (−0.507 to 0.340)</td>
</tr>
<tr>
<td>GOLD</td>
<td>N/A</td>
<td>N/A</td>
<td>0.420 (0.106 to 0.734)</td>
</tr>
<tr>
<td>COPD literacy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.199 (−0.224 to 0.622)</td>
</tr>
<tr>
<td>Experience</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.391 (−0.724 to −0.058)</td>
</tr>
<tr>
<td>GOLD × CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.153 (−0.593 to 0.287)</td>
</tr>
<tr>
<td>COPD literacy × CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.277 (−0.226 to 0.781)</td>
</tr>
<tr>
<td>Experience × CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.277 (−0.181 to 0.735)</td>
</tr>
</tbody>
</table>

aModel 1 includes the CA type. It has 120 observations and an R² value of 0.013.
bModel 2 includes the CA type and participants’ demographics. It has 113 observations and an R² value of 0.026.
cModel 3 includes the CA type, participants’ demographics, and COPD-related measures. It has 67 observations and an R² value of 0.411.
dCA: conversational agent.
eCA type is coded as follows: 0=paternalistic, 1=deliberative.
fGender is coded as follows: 0=male, 1=female.
gN/A: not applicable.
hEducation is measured in years of formal education.
iSignificant (P<.05).
jGOLD: Global Initiative for Chronic Obstructive Lung Disease.
kCOPD: chronic obstructive pulmonary disease.
lExperience with COPD in years since COPD diagnosis.

**Working Alliance (Attachment Bond)**

We found a substantial negative interaction effect among age, CA type, and reported attachment bond with the CA. This indicates that older participants had a higher attachment bond when working with the paternalistic CA type and younger participants had that when working with the deliberative CA type. Overall, participants who had a higher disease literacy of COPD also reported better attachment bond (Table 10), irrespective of the assigned CA type.
### Table 10. Regression of conversational agent type, participants’ demographics, and chronic obstructive pulmonary disease–related characteristics in terms of participants’ working alliance (attachment bond) with the conversational agent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1a, regression coefficient (95% CI)</th>
<th>Model 2b, regression coefficient (95% CI)</th>
<th>Model 3c, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−0.123 (−0.375 to 0.129)</td>
<td>−0.161 (−0.482 to 0.161)</td>
<td>−0.424 (−0.932 to 0.083)</td>
</tr>
<tr>
<td>CA type</td>
<td>0.245 (−0.111 to 0.602)</td>
<td>0.339 (−0.138 to 0.817)</td>
<td>0.526 (−0.178 to 1.231)</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A</td>
<td>0.001 (−0.591 to 0.593)</td>
<td>0.721 (−0.210 to 1.651)</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>0.141 (−0.144 to 0.425)</td>
<td>0.302 (−0.200 to 0.805)</td>
</tr>
<tr>
<td>Education</td>
<td>N/A</td>
<td>−0.094 (−0.370 to 0.181)</td>
<td>0.061 (−0.365 to 0.487)</td>
</tr>
<tr>
<td>Gender*CA type</td>
<td>N/A</td>
<td>−0.186 (−0.990 to 0.619)</td>
<td>−0.939 (−2.121 to 0.242)</td>
</tr>
<tr>
<td>Age*CA type</td>
<td>N/A</td>
<td>−0.284 (−0.662 to 0.095)</td>
<td>−0.650 (−1.263 to −0.037)</td>
</tr>
<tr>
<td>Education*CA type</td>
<td>N/A</td>
<td>0.047 (−0.338 to 0.432)</td>
<td>−0.022 (−0.563 to 0.518)</td>
</tr>
<tr>
<td>GOLD</td>
<td>N/A</td>
<td>N/A</td>
<td>0.278 (−0.123 to 0.679)</td>
</tr>
<tr>
<td>COPD literacy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.595 (0.055 to 1.135)</td>
</tr>
<tr>
<td>Experience</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.307 (−0.732 to 0.118)</td>
</tr>
<tr>
<td>GOLD*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.420 (−0.982 to 0.142)</td>
</tr>
<tr>
<td>COPD literacy*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.405 (−1.048 to 0.237)</td>
</tr>
<tr>
<td>Experience*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.537 (−0.047 to 1.122)</td>
</tr>
</tbody>
</table>

---

**Working Alliance (Goal Agreement)**

Irrespective of the CA type participants were working with, those with a higher disease literacy reported higher perceived support to achieve their goals by the CA. Participants with fewer years of experience with COPD reported higher perceived support to achieve their goals by the CA. Older participants reported higher support by the CA when in the paternalistic condition, and younger participants reported that when in the deliberative condition. A positive interaction effect between CA type and experience with COPD implied that participants who were more experienced with COPD reported better perceived support in achieving their goals when interacting with a deliberative CA and participants who were less experienced with COPD reported that when interacting with a paternalistic CA (Table 11).
Table 11. Regression of conversational agent type, participants’ demographics, and chronic obstructive pulmonary disease–related characteristics in terms of participants’ working alliance (goal agreement) with the conversational agent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1, regression coefficient (95% CI)</th>
<th>Model 2, regression coefficient (95% CI)</th>
<th>Model 3, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.017 (–0.237 to 0.271)</td>
<td>0.001 (–0.322 to 0.323)</td>
<td>–0.101 (–0.585 to 0.383)</td>
</tr>
<tr>
<td>CA type</td>
<td>–0.034 (–0.394 to 0.325)</td>
<td>0.120 (–0.358 to 0.599)</td>
<td>0.219 (–0.453 to 0.891)</td>
</tr>
<tr>
<td>Gender</td>
<td>N/A</td>
<td>–0.066 (–0.660 to 0.528)</td>
<td>0.515 (–0.373 to 1.402)</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>–0.000 (–0.286 to 0.285)</td>
<td>0.247 (–0.233 to 0.726)</td>
</tr>
<tr>
<td>Education</td>
<td>N/A</td>
<td>–0.126 (–0.402 to 0.151)</td>
<td>–0.201 (–0.608 to 0.206)</td>
</tr>
<tr>
<td>Gender*CA type</td>
<td>N/A</td>
<td>–0.256 (–1.063 to 0.551)</td>
<td>–0.840 (–1.967 to 0.287)</td>
</tr>
<tr>
<td>Age*CA type</td>
<td>N/A</td>
<td>–0.134 (–0.514 to 0.245)</td>
<td>–0.592 (–1.176 to –0.007)</td>
</tr>
<tr>
<td>Education*CA type</td>
<td>N/A</td>
<td>0.158 (–0.228 to 0.544)</td>
<td>0.233 (–0.283 to 0.748)</td>
</tr>
<tr>
<td>GOLD</td>
<td>N/A</td>
<td>0.163 (–0.219 to 0.546)</td>
<td></td>
</tr>
<tr>
<td>COPD literacy</td>
<td>N/A</td>
<td>N/A</td>
<td>0.690 (0.175 to 1.205)</td>
</tr>
<tr>
<td>Experience</td>
<td>N/A</td>
<td>N/A</td>
<td>–0.435 (–0.841 to –0.029)</td>
</tr>
<tr>
<td>GOLD*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>–0.324 (–0.860 to 0.212)</td>
</tr>
<tr>
<td>COPD literacy*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>–0.384 (–0.997 to 0.229)</td>
</tr>
<tr>
<td>Experience*CA type</td>
<td>N/A</td>
<td>N/A</td>
<td>0.570 (0.012 to 1.128)</td>
</tr>
</tbody>
</table>

*Model 1 includes the CA type. It has 120 observations and an R² value of 0.0003.
*Model 2 includes the CA type and participants’ demographics. It has 113 observations and an R² value of 0.030.
*Model 3 includes the CA type, participants’ demographics, and COPD-related measures. It has 67 observations and an R² value of 0.273.
CA: conversational agent.
CA type is coded as follows: 0=paternalistic, 1=deliberative.
Gender is coded as follows: 0=male, 1=female.
N/A: not applicable.
Education is measured in years of formal education.
Significant (P<.05).
GOLD: Global Initiative for Chronic Obstructive Lung Disease.
COPD: chronic obstructive pulmonary disease.
Experience with COPD in years since COPD diagnosis.

Summary

In summary, we found evidence that age and experience with COPD inform participants’ preferences for a deliberative or paternalistic interaction style of the CA. Older participants reported better interaction-related outcomes when interacting with a paternalistic CA, whereas younger participants reported that when interacting with a deliberative CA. Participants with fewer years of personal experience with COPD reported better interaction-related outcomes when interacting with a paternalistic CA, whereas those with more years of personal experience reported that when interacting with a deliberative CA. We did not find evidence for gender, disease level, and disease literacy. Irrespective of the CA type, disease literacy positively predicted both dimensions of working alliance, and participants with fewer years of experience with COPD reported higher perceived support in goal agreement by the CA and were more motivated to continue the interaction with the CA. A more severe disease level was associated with higher motivation to continue the interaction with the CA. Participants who worked with a paternalistic CA were more likely to change their behavior based on the intervention. Thus, our results indicate that knowing the age and years of experience of a patient with COPD can help to decide which interaction style to choose for the patient in order to increase interaction-related outcomes for the patient.

Discussion

Principal Findings

In this work, we investigated the preferences of patients with COPD for specific interaction styles of health care CAs. The interaction style between health care professionals and patients has long been recognized as a key success factor for chronic disease management and final treatment success [44,45]. Given the rising number of chronically diseased patients and the associated financial and personal burdens, CAs represent scalable and ubiquitous digital tools to support chronic patients and relieve human health care professionals. A systematic approach for inducing two specific interaction styles into CAs...
in a health care setting has previously been developed and validated [29].

In our first study, we determined baseline differences for preferred interaction styles between 117 COPD patients and CAs. We showed that differences in preferences for specific interaction styles for the interaction between chronically diseased patients and CAs exist. In our second study, we explored the patterns of preferences for two specific interaction styles in 123 COPD patients. We found evidence that younger patients reported better interaction-related outcomes when interacting with a deliberative CA, while older COPD patients reported better interaction-related outcomes when interacting with a paternalistic CA. Additionally, COPD patients with longer personal experience with the disease reported better interaction-related outcomes when interacting with a deliberative CA. Moreover, COPD patients with lower COPD disease literacy reported better interaction-related outcomes when interacting with a paternalistic CA. Gender, disease severity, or disease literacy did not affect any preferences for specific interaction styles. Nevertheless, we found evidence that disease literacy, in general, positively predicted both dimensions of working alliance independent of the interaction style.

This paper is especially important for the development of personalized CAs in the context of digital health care, with a focus on chronic diseases. To our knowledge, this is the first investigation that systematically evaluated the preferences of chronic patients for their interaction style with CAs. While CAs have primarily been developed portraying a single interaction style for every human counterpart interacting with them, medical research has long stated the crucial importance of deploying personalized interaction styles in order to improve patient satisfaction [40], treatment adherence, and final treatment outcome [46,47]. Addressing the gap in the literature regarding differentiated and personalized interaction styles for patient-CA interactions and adding to the growing body of literature on CA personalization [10,11], this paper now provides the first evidence that chronic patients report better interaction-related outcomes when interacting with CAs that display personalized interaction styles.

The findings of these two studies further inform the pairing of chronic patients to CAs that are personalized at the level of their interaction style. While medical research postulates the relevance of five factors (gender [23,24], age [23,24], disease level [26,48], personal experience with a disease [49], and disease literacy [50,51]) that influence the patient-physician interaction, we showed that not all of these aspects are similarly important when it comes to coupling chronic patients with CAs. Our first results indicate that knowing the age and personal disease experience of the patient is sufficient to decide which interaction style results in increased interaction-related outcomes for the patient at hand. While these are the first results from a restricted sample in an experimental setting, the implications for CA deployment could be significant. Especially from a privacy perspective, the findings would reduce the amount of personal patient data needed to achieve an advantageous CA-patient allocation, as only these two data points can be gathered instead of obtaining a whole plethora of personal data. In addition, these two data points can be easily collected at the start of the patient-CA interaction, without any specific (medical) knowledge needed for assessing them. This could reduce the work of health care professionals, whose time is limited and costly, as the best-fitting CA could be allocated based on responses to a simple digital questionnaire at the beginning of the patient-CA interaction. Notwithstanding these potential possibilities, more research needs to be done to be able to robustly understand patients’ preferences in detail so that industry applications can be developed and reliably used.

Strengths and Limitations

This paper has several strengths. First, we followed a two-step approach by determining baseline differences of COPD patients’ preferences for their interaction with a CA in Study 1 and subsequently expanding the findings to Study 2, a between-subject online experiment. Second, we deployed a systematic and validated approach for inducing two specific interaction styles into the patient-CA interaction [29]. Third, we continuously ensured an objective approach by integrating both theoretical knowledge and applied medical expertise into the development of the experiment. We did this by closely collaborating with medical professionals. Here, we worked together with not only medical experts on COPD (the chronic disease subject of this paper), but also health care professionals from other fields to reduce the risk of bias. In addition, we integrated the views of both senior and novice health care professionals to reflect traditional paternalistic-based training and current shared decision making–based training. Fourth, we focused on investigating the preferences of a specific target population, that is, patients with COPD. This focus on a relatively homogeneous patient group allowed us to delve into depth and gain a profound understanding of their preferences.

This work also has limitations. First, we tested baseline differences between all four major interaction styles in Study 1 (a paper-pencil study), but we only tested personal preferences for the deliberative and paternalistic interaction styles in Study 2 (online experiment). These are the two interaction styles where a systematic and validated approach for inducing the specific interaction style into the CA-patient interaction for a digital online setting exists. They further represent the start point and endpoint of a hypothetical ethical development process of a model patient-physician interaction [52]. Nevertheless, the results from Study 1 indicated that some patients might have personal preferences for other interaction styles than these two. The preferences for these interaction styles need to be investigated by future research. In addition, we could see differences in the preference allocation between the studies. While older participants in Study 2 preferred a paternalistic CA when evaluating relationship quality, 57% (4/7) of participants who chose the paternalistic style in Study 1 were in the youngest of the tested age ranges. This difference could be assumed to have originated in the respective study setup. Participants could choose from one single interaction snippet of the four main different interaction styles, and participants in Study 2 had a real interaction with a CA, but only the deliberative or paternalistic CA. As such, further research is needed to robustly understand patients’ preferences, especially when it comes to a real interaction with a CA. Second, the study population only included German-speaking patients based in one country. It
could be that other languages or regions influence different interaction style preferences and personal requirements. Third, disease-related patient inputs (eg, GOLD status and years of diagnosis) were self-reported and hence not verifiable. Additionally, not all patients reported their GOLD status. Fourth, we only modeled the first part of an initial interaction between a patient and a CA. In reality, patients would need to interact over a prolonged period of time when a CA supports their chronic disease management. Fifth, we used a paper-based snippet of a hypothetical patient-CA interaction in Study 1 and a prescribed and rule-based CA in Study 2. While these two approaches were necessary because of the study condition in Study 1 (we sent a physical letter to the patients) and to control the experimental condition in Study 2, both approaches have their limitations when it comes to emulating a naturalistic patient-physician interaction. We are aware of the increasing number of artificial intelligence (AI)–based CAs [4] as well as voice-based CAs for healthcare purposes [53]. We believe this could be an interesting path for future research in this context of personalized patient-CA interaction styles. AI-based CAs could not only interact in a more naturalistic way by utilizing unconstrained written, spoken, or visual input [4], but also further adapt dynamically to personal developments, for example, the level of disease literacy of their human users.

**Suggestions for Future Research**

In general, we advise future research to put a stronger focus on the investigation of patients’ personal preferences for specific interaction styles when interacting with CAs based on the long-known importance of this factor in the human patient-human physician context. In detail, we see specific possibilities for future research motivated by the limitations of this study and as an extension of it.

First, we advise future research to expand and test the used systematic approach for inducing two specific interaction styles to more interaction styles. As discussed above in the Strengths and Limitations subsection, we could see variations in preferences when patients could choose from four interaction styles (but only having one written interaction snippet to choose from) and a setting where they could interact for longer with either a deliberative or paternalistic CA. This could provide valuable insights into how many different interaction styles for patient-CA interactions are needed. In addition, we recommend future research to study the development of patients’ preferences over time. It would be highly relevant to determine whether such preferences stay stable or dynamically evolve over time. Second, we suggest the development and evaluation of CAs in other languages besides German and in more diverse geographical settings to investigate the effects of language and regional specificities on patient-CA interaction styles. Third, we recommend focusing on the preferences of patients suffering from different diseases (both acute and chronic). We suggest focusing on differences within as well as between diseases to understand any influencing factors of the medical condition at hand in detail. Fourth, future research could expand our experiment and develop a more extended interaction between patients and interaction style–personalized CAs. This could bear interesting findings to further understand dynamic developments of personal preferences for interaction styles between patients and CAs. Fifth, we believe the development and implementation of AI-based CAs that are able to interact more naturally and adapt dynamically to the patient at hand could yield interesting results in the field of patients’ personal preferences for their interaction with CAs.

**Conclusions**

The interaction style between patients and physicians is recognized as a critical parameter for patient satisfaction, treatment adherence, and subsequent treatment outcome and, as such, also plays a paramount role for chronic disease management. So far, CAs as ubiquitous and scalable digital tools have mainly utilized a single interaction style for every patient, thus ignoring the relevance of personalized interaction styles. In this paper, we showed that chronically diseased patients exhibit preferences for different interaction styles when conversing with a digital health CA. Our results provide evidence that patients’ age and personal experiences with the disease inform their preferences for a specific interaction style. Hereby, this work provides insights into the rising trend of personalized CAs in healthcare. We envisage a future where every chronic patient gets paired with a CA exhibiting the right interaction style at the right moment and dynamically adapting to the needs of the patient, thereby allowing for a satisfying and fulfilling patient-CA interaction that supports the best possible treatment outcomes and disease management.
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Abstract

Background: The use of information and communication technologies (ICTs) to deliver mental health and addictions (MHA) services is a global priority, especially considering the urgent shift towards virtual delivery of care in response to the COVID-19 pandemic. It is important to monitor the evolving role of technology in MHA services. Given that MHA policy documents represent the highest level of priorities for a government’s vision and strategy for mental health care, one starting point is to measure the frequency with which technology is mentioned and the terms used to describe its use in MHA policy documents (before, during, and after COVID-19). Yet, to our knowledge, no such review of the extent to which ICTs are referred to in Canadian MHA policy documents exists to date.

Objective: The objective of this systematic policy review was to examine the extent to which technology is addressed in Canadian government–based MHA policy documents prior to the COVID-19 pandemic to establish a baseline for documenting change.

Methods: We reviewed 22 government-based MHA policy documents, published between 2011 and 2019 by 13 Canadian provinces and territories. We conducted content analysis to synthesize the policy priorities addressed in these documents into key themes, and then systematically searched for and tabulated the use of 39 technology-related keywords (in English and French) to describe and compare jurisdictions.

Results: Technology was addressed in every document, however, to a varying degree. Of the 39 searched keywords, we identified 22 categories of keywords pertaining to the use of technology to deliver MHA services and information. The 6 most common categories were tele (n=16/22), phone (n=12/22), tech (n=11/22), online (n=10/22), line (n=10/22), and web (n=10/22), with n being the number of policy documents in which the category was mentioned out of 22 documents. The use of terms referring to advanced technologies, such as virtual (n=6/22) and app (n= 4/22), were less frequent. Additionally, policy documents from some provinces and territories (eg, Alberta and Newfoundland and Labrador) mentioned a diverse range of ICTs, whereas others described only 1 form of ICT.

Conclusions: This review indicates that technology has been given limited strategic attention in Canadian MHA policy. Policy makers may have limited knowledge on the evidence and potential of using technology in this field, highlighting the value for knowledge translation and collaborative initiatives among policy makers and researchers. The development of a pan-Canadian
framework for action addressing the integration and coordination of technology in mental health services and its guide initiatives in this field. Our findings provide a pre-pandemic baseline and replicable methods to monitor how the use of technology-supported services and innovations emerge relative to other priorities in MHA policy during and after the COVID-19 pandemic.

(J Med Internet Res 2021;23(5):e25547) doi:10.2196/25547
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Introduction

According to a Canadian survey conducted in 2018 [1], approximately 5.3 million individuals aged 12 years and older reported a need for mental health care in the previous year, yet the mental health needs of almost half of these individuals were unmet. The need to improve access and quality of mental health and addictions (MHA) services is increasingly reflected in Canadian mental health policy and practice [2]. Moreover, consequences of COVID-19 have compounded the need for mental health services [3,4], with concurrent public health guidelines for social distancing creating additional challenges to the delivery of care. These challenges have driven rapid integration of technology into the MHA system [5-8].

The use of the internet and related information and communication technologies (ICTs) to deliver or enhance mental health services (also referred to as digital mental health/digital health, e-mental health/e-health, telehealth, or virtual care) is well recognized for its potential in helping to overcome some of the barriers that individuals face in accessing mental health care [9-12]. For example, compared to conventional approaches, the use of ICTs can provide more accessible, empowering, and sustainable care [11-14]; improve access to specialist mental health care; and reduce wait times [15]. This is particularly important for rural and remote areas that have inequitable access to mental health services due to geographic distance and scarcity of resources, and for populations that are less inclined to seek help in person due to stigma [11,12]. Moreover, opportunities to receive care via ICTs also have the potential to provide individuals choice and control over their care [16].

A wide range of ICTs (eg, telephone and videoconferencing services, websites, smartphone apps, social media) have been used to develop innovations that deliver mental health services [11,12]. In general, these innovations serve the purpose of providing information and self-management tools; conducting screening and assessment; facilitating monitoring of symptoms, activities, and behaviors; and delivering psychological and social interventions (eg, peer support, counseling, case management) [11,12]. Examples include telephone-based crisis interventions [17], psychiatric assessment and treatment via videoconferencing (also known as telepsychiatry) [18,19], web-based therapeutic interventions [20,21], behavioral and psychosocial treatments using smartphone software apps and secured websites [22,23], use of sensors for patient monitoring [24], online peer support through social media [25], and virtual reality therapies [26].

In terms of evidence, there is increasing research indicating the efficacy of using ICTs to deliver mental health services and its effectiveness [20,27,28]. For example, a recent review and meta-analysis demonstrated the efficacy of using ICT-based interventions to address eating disorders under controlled trials. Specifically, digital interventions were shown to be more effective than control conditions in reducing risk factors and symptoms in prevention-focused trials and treatment-focused trials [28]. However, other types of individual-level research, including economic analyses, are still needed, in addition to broader analyses, such as studying change at the policy level.

In Canada, innovation, research, and practice on the use of ICTs in mental health care has significantly advanced over the past decade. Several examples of such advancements are provided in the gray and peer-reviewed literature [10,11], including but not exclusive to evidence-based technology-supported initiatives from the Strongest Families Institute (a not-for-profit organization originating from clinical trials conducted at the IWK Health Centre (formerly Izaak Walton Killam Health Centre) in Nova Scotia and onlinetherapyuser.ca (based on clinical research conducted at the University of Regina with eventual sustained funding received from the Saskatchewan Ministry of Health). However, the use of ICTs in mental health care is still a relatively new paradigm [11,29,30], with implementation remaining limited and fragmented [11,29] even within the context of the COVID-19 pandemic. This indicates a systemic gap between evidence and its implementation, which may in part be due to limited guidance on how to translate evidence into policy and competing priorities in research and government contexts [31,32]. More research at the policy level can inform and bridge the evidence-policy-practice gap [33] and can inform effective collaboration on the development of policy among academics, researchers and developers, health care planners and policy makers, practitioners, and consumer representatives [11,29,32].

Mental health policy and action documents have a critical role and responsibility for optimizing technology integration within the mental health care system. The impact of such a role is well illustrated by the policy example of Australia, a country that is at the forefront of integrating technology in the delivery of mental health services. In 2012, the Australian government’s Department of Health and Aging produced a policy document entitled, “E-Mental Health Strategy for Australia,” which provided a vision for e-mental health services and key areas for action. The strategy also provided guidance on investment and development to advance the field and was created through input from expert advisors representing top researchers within the field, consumer representatives, and executive leads of organizations delivering mental health services using technology [34].
The role of technology in mental health policy is even more critical considering the COVID-19 pandemic. Given this, it is important to understand the priority given to technology in government policy and to monitor the advancement of this priority at the policy level before, during, and after the pandemic. In 2017, a systematic review was published with the aim of comparing areas of focus on the use of technology in pediatric mental health care by examining research studies, and government and organizational documents. It included 2 Canadian-based policy documents, 1 at the national level, and 1 from Ontario [32]. However, to our knowledge, no systematic review has focused on the extent to which technology is discussed in mental health policies from all Canadian provinces and territories to date. Thus, the objective of this systematic policy review is to determine the extent to which technology is considered in Canadian-based mental health policy documents. Specifically, we aimed to synthesize the policy priorities addressed in government-based MHA documents and to better understand the extent to which technology is described as having a role in achieving these policy priorities.

Methods

Collection and Selection of MHA Policy Documents

As illustrated in Figure 1, we started with an initial set of 19 provincial/territorial (P/T) policy documents published until June 2017 that were identified as part of a project led by CEA on the development of a pan-Canadian MHA performance measurement framework [2,35]. These initial documents were obtained from a systematic internet search of P/T government websites. They were then confirmed for completeness for each jurisdiction in consultation with researchers, data managers, and policy makers from the Mental Health Commission of Canada’s (MHCC) Provincial and Territorial Advisory Group and through consensus by the research team based on inclusion criteria pertaining to policy timeframes, focus on special populations, and versions of documents [2,35]. Two additional team members from this current review (SL and LS) considered each of these 19 documents to determine if they met our inclusion criterion for the current review and to assess the need for additional searches. The inclusion criterion was a document that describes a P/T vision or strategy for mental health service delivery; we also endeavored to ensure that each P/T was represented by a mental health policy document. In the exceptional case of Nunavut, which became the newest Canadian territory in 1999 at which time a vision or strategy document did not exist, the next closest type of document was included [36]. The exclusion criterion was any older document for which an updated version of the same type of document from that P/T was available. This was to provide the most updated perspective of mental health policy across the P/T at the time of conducting the review.

Figure 1. Identification and selection of MHA policy documents. MHA: mental health and addictions.

To identify updated versions of the policy documents, during the summer of 2019, we conducted internet searches (on the P/T websites and using the Google search engine). Based on this search, we identified 4 additional documents: (1) a recent MHA policy document from British Columbia (2019-2029) [37], (2) Nova Scotia’s progress update on the 5-year plan (2016) [38], (3) an action plan for suicide prevention in Nunavut (2016-2017) [39], and (4) the Final Report of Ontario’s MHA Leadership Advisory Council (2017) [40]. Thus, we had a total set of 23 documents, from which we excluded 1, BC’s MHA Strategy (2017-2020) [41], because a newer version was available; this resulted in a final set of 22 documents. Each of these documents is presented in Multimedia Appendix 1, including title, source in terms of P/T, URL links, and overview.

All documents described a vision or framework, strategy or action plan, or progress update related to MHA policy in that province/territory, 20 documents addressed MHA policies...
pertaining to the P/T’s population as a whole, while 2 documents were about MHA policy specific to a subpopulation in that P/T (ie, the 2013 BC First Nations and Aboriginal People’s MHA 10 Year Plan and the 2014 Yukon’s Child and Youth MHA Framework (2014) [42,43].

Data Extraction and Analysis

We first reviewed the documents using an initial list of 9 technology words (e-mental health, tech, tele, net, internet, web, virtual, app, and digital) to gain a preliminary impression of how technology was considered in the government documents. These 9 words were based on SL and CEA’s previous review of the literature on technology in mental health care [12] and recent academic and gray literature (eg, e-mental health documentation from the MHCC [10]). We reviewed the documents systematically using the control-F function and recorded instances where the 9 words were mentioned in a Microsoft Word document table. We did not find many examples of policy documents mentioning the use of technology; however, we felt that perhaps this could have been due to the limited number of words we used to search the documents. The initial search process informed our understanding of the types of terms used in the policy documents and led to the development of a more detailed protocol to guide our review. Our protocol included data extraction tables for organizing the data (eg, name of policy document, year of publication, source, excerpts from the documents illustrating use of a technology term). As part of this protocol, we also created a process for validating the data extraction and analysis to enhance reliability of our results. Our final protocol included 39 technology-related keywords that would be used to examine the extent to which each policy document addressed the topic of technology in relation to the delivery of mental health services. This list was finalized through pilot testing in several of the documents before being implemented systematically across all the documents. We also translated this keywords list into French, first by a native French-speaking team member, with initial validation by a second native French-speaking team member (LS) and final validation by the project lead (SL) who is a native English-speaking team member. The keywords list in English and French is presented in Table 1.

Next, we reviewed each policy document to gain a better understanding of the type of document (ie, vision, strategy, and progress related to mental health policy). We determined the type of document mainly based on their titles, for example, documents that typically used the terms vision, strategy, or update in the titles. We also conducted a modified conventional content analysis [44] of the MHA policy priorities described in these documents to obtain a snapshot of the recurrent themes addressed across the set of 22 documents. This involved reviewing the content of each document with a focus on extracting the MHA priorities using a data extraction table in a Microsoft Excel file (LS). The priorities were then coded inductively (ie, staying close to the terms used) and then grouped to arrive at a list of 14 categories. These categories were then reviewed by 2 members of the team (SL and LS) to discuss overlaps, redundancies, and what each category represented in terms of content. This led to a final coding framework of 10 MHA priorities that were represented across the 22 documents. Finally, each of the documents was then re-examined by LS to tabulate which of the 10 MHA priorities was addressed by each of the P/Ts, and this tabulation was then validated by HL.

Next, using the control-F function, we searched each of the documents using the keyword terms listed in Table 1. All findings that represented the use of technology within the context of mental health care were charted in a Microsoft Excel file. The data in this Excel file were initially extracted by a member of our team (LS) and validated by another (HL).

After we completed the search for the keywords and all instances of the use of technology were extracted from the policy documents, we grouped the 39 keywords into 22 categories to facilitate the synthesis process. Specifically, we merged the synonyms and abbreviations of a keyword into the same category. For example, electronic and the abbreviation EHR (electronic health record) were grouped into the electronic category. We also removed keywords that had not been mentioned in any of the policy documents. For example, EMR (electronic medical record) was removed, since it was not mentioned in any document. This final set of 22 categories was arrived at through an iterative process involving discussion and consensus between SL and LS. We then organized our findings based on the number of policy documents (n) that mentioned each category out of the 22 policy documents (eg, the keyword category Tele was mentioned in 16 out of the 22 policy documents; n=16/22; Table 2); subsequently, we identified which P/Ts had documents mentioning each category (Table 2). We also counted the number of categories mentioned by each P/T out of the total 22 categories, as represented by n (eg, only 1 keyword category, electronic, was mentioned by the Northwest Territories; Multimedia Appendix 3). Note that we counted compound keywords twice to maintain a systematic approach to the keyword search of the policy documents. For example, telephone was counted once in tele and once in phone, and text messages was counted once in text and once in messag*.
Table 1. List of English and French keywords\(^a\) used to search the documents.

<table>
<thead>
<tr>
<th>Keywords list (English)</th>
<th>Keywords list (French)</th>
</tr>
</thead>
<tbody>
<tr>
<td>app (eg, application)</td>
<td>appli (eg, application)</td>
</tr>
<tr>
<td>artificial intelligence</td>
<td>intelligence artificielle</td>
</tr>
<tr>
<td>avatar</td>
<td>avatar</td>
</tr>
<tr>
<td>bots (eg, chatbots, chat bots, robots), chat (eg, live chat, live-chat)</td>
<td>bots (eg, robots), chat (eg, chatbots, chatter, chat en ligne, chat en direct), dialogueur, agent conversationnel</td>
</tr>
<tr>
<td>messag*, instant messaging</td>
<td>messagerie instantanée</td>
</tr>
<tr>
<td>cell, phone, line, link</td>
<td>cellulaire, téléphone</td>
</tr>
<tr>
<td>mobile (eg, mobile device, mobile health), mhealth</td>
<td>mobile (eg, appareil mobile, santé mobile) msanté (eg, m-Santé, m-santé)</td>
</tr>
<tr>
<td>text, SMS</td>
<td>message texte, texto, SMS (eg, message-texte)</td>
</tr>
<tr>
<td>smart (eg, smartphone, smart phone, smart watch, smartwatch)</td>
<td>intelligent (eg, téléphone intelligent, montre intelligente)</td>
</tr>
<tr>
<td>computer (eg, laptop computer, desktop computer, personal computer), laptop</td>
<td>ordinateur, portable (eg, ordinateur portable, ordinateur-portable)</td>
</tr>
<tr>
<td>cyber (eg, cyber-psychology, cyber psychology, cyberspace, cyber-space)</td>
<td>cyber (eg, cyberpsychologie, cyber-psychologie, cyber psychologie, cyber-espace, cyber espace)</td>
</tr>
<tr>
<td>device (eg, wearable device, wearable-device, mobile device, portable device)</td>
<td>appareil (eg, appareil portable)</td>
</tr>
<tr>
<td>digital</td>
<td>digital</td>
</tr>
<tr>
<td>e-mental health</td>
<td>santé mentale électronique, e-santé mentale, santé numérique, cybersanté mentale</td>
</tr>
<tr>
<td>email</td>
<td>courriel, courrier électronique</td>
</tr>
<tr>
<td>electronic, EMR(^b), EHR(^c), e-referral (eg, mail, electronic-mail, electronic case management, electronic-case-management, electronic medical record, electronic-medical-record, e-patient, e patient, electronic patient, electronic-patient, e-referral, e referral)</td>
<td>électronique, DME(^d) (eg, gestion de cas électronique, dossier médical électronique, patient électronique, référence électronique, référencement électronique)</td>
</tr>
<tr>
<td>net (eg, internet), web (eg, website)</td>
<td>net (eg, internet), toile, web (eg, site web)</td>
</tr>
<tr>
<td>online</td>
<td>en ligne</td>
</tr>
<tr>
<td>portals</td>
<td>portail</td>
</tr>
<tr>
<td>sensor</td>
<td>sensor</td>
</tr>
<tr>
<td>platform, (Headspace), (ACCESS(^e) Open Minds(^f))</td>
<td>plateforme, plate-forme</td>
</tr>
<tr>
<td>social media (eg, social-media)</td>
<td>médias sociaux, réseaux sociaux</td>
</tr>
<tr>
<td>tech (eg, technology, communication technology, health information and communication technology)</td>
<td>techno (eg, technologie, technologique, technologies de l’information et de la communication en santé)</td>
</tr>
<tr>
<td>tele (eg, telehealth, tele-health, tele-medicine, telemedicine, tele-mental-health, telementalhealth, tele-psychiatry, telepsychiatry, telepsychology, tele-therapy, teletherapy)</td>
<td>télé (eg, télé-santé, télé santé, télé-médicine, télé médecine, télé santé mentale, télé-psychiatrie, télé psychiatrie, télé-psychologie, télé psychologie, télé-thérapie, télé thérapie)</td>
</tr>
<tr>
<td>video (eg, video-health, videohealth, video mental health, videomental-health, video-psychiatry, videopsychiatry, video-psychology, videopsychology, video-therapy, videotherapy)</td>
<td>vidéo (eg, vidéo-santé, vidéo santé, vidéo santé mentale, vidéo-psychiatrie, vidéo psychiatrie, vidéo-psychologie, vidéo psychologie, vidéo-thérapie, vidéo thérapie)</td>
</tr>
<tr>
<td>virtual (eg, virtual reality, virtual-reality), VR(^g)</td>
<td>virtuel (eg, réalité virtuelle)</td>
</tr>
</tbody>
</table>

\(^a\)The original list of 9 words included e-mental health, tech, tele, net, internet, web, virtual, app, and digital.

\(^b\)EMR: electronic medical record.

\(^c\)EHR: electronic health record.

\(^d\)DME: dossier médical électronique.

\(^e\)ACCESS: Adolescent/young adult, Connecting to, Community-driven, Early, Strengths-based and Stigma-free services.

\(^f\)A national network connecting youth, families, caregivers, researchers, service providers, and policy makers to improve youth mental health care across Canada.

\(^g\)VR: virtual reality.
<table>
<thead>
<tr>
<th>Category</th>
<th>Examples of keywords a</th>
<th>Policy documents mentioning the category b, n</th>
<th>Province/territory mentioning the category (item #)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tele (télé in French)</td>
<td>telehealth, TeleHealth, tele-health, telephone, telepsychiatry, tele-psychiatry, telephone counselling, teleconferencing, telehealth network, telehealth consultation, video teleconferencing, tele-mental health, telemedicine, consultation téléphonique psychosociale</td>
<td>16</td>
<td>Alberta (2), British Columbia (3 and 4), Manitoba (5), Newfoundland and Labrador (7 and 8), Nova Scotia (9 and 10), Nunavut (13), Ontario (14 and 17), Prince Edward Island (18), Québec (19), Saskatchewan (20), Yukon (21 and 22)</td>
</tr>
<tr>
<td>Phone (téléphone in French)</td>
<td>phone, Kids Help Phone, telephone counselling, telephone screening, crisis phone lines, phone line, téléphone, phone-based coaching service</td>
<td>12</td>
<td>Alberta (1), Newfoundland and Labrador (7 and 8), Nova Scotia (9 and 10), Nunavut (13), Ontario (14), Prince Edward Island (18), Québec (19), Saskatchewan (20), British Columbia (4), Yukon (21)</td>
</tr>
<tr>
<td>tech/techno</td>
<td>technology-based services, technology-based solutions, technologies, information technology, communication technology, technology, e-health technology, technology-based interventions, communication technologies, technological solutions, distance technology, emerging technology, evolving technologies, technologie</td>
<td>11</td>
<td>Alberta (1 and 2), Manitoba (5), New Brunswick (6), Newfoundland and Labrador (7 and 8), Ontario (16 and 17), Québec (19), Saskatchewan (20), Yukon (22)</td>
</tr>
<tr>
<td>online</td>
<td>online counselling, online, online information, online cognitive behavioural therapy, online self-help supports, online training, online program, online options, online delivery, on-line resource, healthlineonline.ca, online gateways, provincial online hub, centralized online hub, online psychotherapy, ReachOut.com online platform, 211 online directory of community services (sk.211.ca), online and distance supports, online knowledge exchange (KE)d space, online access point, online clinical treatments, online treatments, online resources, online directory, online tools, online modules, online innovation hub, online prevention, online clinical supports, online application, online chat capabilities, online experience, online government resources, online access, online peer support tools</td>
<td>10</td>
<td>Alberta (1), British Columbia (4), Newfoundland and Labrador (7 and 8), Nova Scotia (10), Nunavut (13), Ontario (14 and 15), Saskatchewan (20), Yukon (22)</td>
</tr>
<tr>
<td>line</td>
<td>distress lines, Mental Health Crisis Line, helpline, Provincial Warm Line, crisis line, Problem Gambling Helpline, Kamatisiaqtuq Help Line, crisis phone lines, Healthline (811), healthlineonline.ca, phone line, community-based crisis lines, Kids Help Line, crisis helpline, line, crisis lines network</td>
<td>10</td>
<td>Alberta (1), British Columbia (4), Newfoundland and Labrador (7 and 8), Nova Scotia (9 and 10), Nunavut (13), Saskatchewan (20), Yukon (21 and 22)</td>
</tr>
<tr>
<td>web</td>
<td>web-based, website, mental health website, youth mental health websites, web resource, web application</td>
<td>10</td>
<td>Alberta (1 and 2), British Columbia (4), Manitoba (5), New Brunswick (6), Newfoundland and Labrador (7 and 8), Ontario (14), Saskatchewan (20), Yukon (21)</td>
</tr>
<tr>
<td>virtual</td>
<td>virtual resources, virtual counselling, virtual solutions, virtually, virtual reality, virtual teams, virtual mental health counselling</td>
<td>6</td>
<td>Alberta (1 and 2), British Columbia (4), Newfoundland and Labrador (7 and 8), Yukon (22)</td>
</tr>
<tr>
<td>electronic</td>
<td>electronic health record, EHR e, electronically, electronic client record, electronic mental health information and support, electronic information and support, electronic links</td>
<td>6</td>
<td>Alberta (1), Newfoundland and Labrador (7), Northwest Territories (11), Ontario (14), Prince Edward Island (18), Yukon (21)</td>
</tr>
<tr>
<td>social media</td>
<td>social media, social media communications</td>
<td>5</td>
<td>British Columbia (3), Newfoundland and Labrador (7 and 8), Nunavut (13), Ontario (15)</td>
</tr>
<tr>
<td>video</td>
<td>video conference, videos, videoconferencing, video teleconferencing</td>
<td>4</td>
<td>Newfoundland and Labrador (7), Nova Scotia (9), Ontario (14), Saskatchewan (20)</td>
</tr>
<tr>
<td>app</td>
<td>mobile applications, app, application, online application, web application</td>
<td>4</td>
<td>Alberta (2), Nova Scotia (9), Yukon (21 and 22)</td>
</tr>
</tbody>
</table>
### Description of the MHA Policy Documents

Most Canadian P/T governments (including Manitoba, New Brunswick, Northwest Territories, Prince Edward Island, Québec, and Saskatchewan) had 1 MHA policy document [45-50]. Alberta [51,52], British Columbia [37,42], Newfoundland and Labrador [53,54], Nova Scotia [38,55], Ontario [40,56-58], and Yukon [43,59] had two or more MHA policy documents. Nunavut did not have any MHA policy documents; instead, a statement of overall government directions and an action plan for suicide prevention in Nunavut were used in the analysis [36,39]. The types of policy documents we reviewed were visions or frameworks, strategies or action plans, and progress updates. The majority (n=17/22) of the policy documents were focused on MHA policy strategies and action plans. The remaining 5 documents were about visions or frameworks for an MHA system (n=2/22), progress updates on the MHA strategies or action plans (n=1/22), or combined MHA strategies or action plans and progress updates (n=2/22). We extracted data on the overview of each MHA policy document, particularly focusing on P/T policy priorities addressed in the documents (see Multimedia Appendix 1).

Our synthesis of P/T MHA policy priorities identified 10 themes, with 7 themes being found in the policies of all 13 P/Ts: wellness/recovery/MHA promotion, prevention, and early intervention (eg, promoting good mental health, reducing stigma); service integration (eg, integration of service delivery to improve the currently fragmented system); collaboration (eg, promoting a multidisciplinary and collaborative team approach); children, youth, and families (eg, youth suicide prevention, strongest families program); improving access (eg, better access to services for remote, rural, and underserved communities; decreasing wait times and travel times); cultural safety and indigenous communities (eg, culturally relevant treatments and services, health equity for diverse populations); and use of technology (eg, sharing of evidence-based MHA information or services online).

The remaining 3 themes were support for seniors (n=12/13); innovation, improvement, and research (n=2/13); and reducing bullying (n=6/13). As depicted in Multimedia Appendix 2, we organized the policy priorities as themes related to a population or a service; 3 of the priorities related to specific populations (children, youth, and seniors; and diversity of communities, such as indigenous communities, racialized groups, new arrivals, and persons with disability), and the remaining 7 were related to a service priority.
Use of Technology in the MHA Policy Documents

Of the 39 keywords listed in Table 1, we identified 22 categories addressing the use of technology to deliver mental health services listed in Table 2. Table 2 also includes examples of keywords from each category that were used in the policy documents.

The 6 most common keyword categories were tele (n=16/22), phone (n=12/22), tech (n=11/22), online (n=10/22), line (n=10/22), and web (n=10/22). Among the 6 most common categories, 3 pertained to connecting people remotely in real-time: tele (eg, telephone, telehealth, telepsychiatry; n=16/22), phone (eg, telephone counselling, crisis phone lines, phone-based coaching service; n=12/22), and line (eg, distress lines, mental health crisis line, helpline; n=10/22). Policy documents also referred to technology-based services in general without detailing specific technologies. As such, tech (n=11/22) was the third most common category, followed by online (n=10/22), line (n=10/22), and web (n=10/22). Examples of words mentioned in this regard include technology-based services, technology-based solutions, and technologies; online counselling, online information, and online cognitive behavioural therapy; and web-based, website, and mental health website.

In this review, high-tech was used to describe technologies other than telephone-based services (eg, live chat on a website, the use of smartphone apps) and low-tech was used to describe telephone-based services (eg, crisis telephone help lines). High-tech categories were less common and included virtual (n=6/22), electronic (n=6/22), social media (n=5/22), video (n=4/22), app (n=4/22), and link (n=4/22). Examples of words mentioned in this regard include virtual resources, virtual counselling, and virtual reality; electronic health record and electronically; social media and social media communications; video conference and videos; mobile applications, app, and online application; and Health Link, links, and electronic links.

Other high-tech categories and broader approaches to the use of technology were mentioned at an even lower frequency: text (eg, text, text messages), e-mental health (eg, e-mental health, e-mental health services, e-Mental Health and Addictions platform), platform (eg, platform, MyHealth platform, mental health and addictions platform, online platform), net (eg, internet, internet cognitive behavioural therapy, [ICBT]), and chat (eg, chat, online chat capabilities, web-based chat capabilities) were each mentioned in 3 policy documents (n=3/22). Digital (eg, digital therapy, digital view) and portal (eg, portal, web-based portal) were each mentioned in 2 policy documents (n=2/22). Mobile (eg, mobile applications), messag* (eg, text messages), and e-referral (eg, e-referral tool) were each mentioned in 1 policy document (n=1/22). Overall, there was a diverse range of high-tech categories mentioned in the P/T policy documents but these were mentioned at a much lower frequency compared to the low-tech categories.

Additionally, as shown in Multimedia Appendix 3, there was a high level of variation in the extent to which the policy documents referred to the 22 categories across the 13 P/Ts of Canada: Alberta (n=14/22), Newfoundland and Labrador (n=14/22), Yukon (n=11/22), British Columbia (n=10/22), Ontario (n=10/22), Saskatchewan (n=10/22), Nova Scotia (n=9/22), Nunavut (n=5/22), Manitoba (n=3/22), Prince Edward Island (n=3/22), Québec (n=3/22), New Brunswick (n=2/22), and Northwest Territories (n=1/22).

As noted above, more than half of the technology categories were mentioned in the policy documents of Alberta and Newfoundland and Labrador. Alberta’s MHA action plans (2015, 2017-2020) emphasize developing and implementing a range of technology-based solutions (eg, websites, telehealth, mobile apps, virtual solutions) for MHA problems, and combining and enhancing resources that are already available (ie, telephone-based interventions such as Health Link and Kids Help Phone) [51,52]. For example, in its 2017-2020 MHA action plan, it states the following: “develop virtual, technology-based solutions to help people access tools, information and treatment to address addiction and mental health issues,” and “share information on websites, telehealth, mobile, mobile applications, and other technologies” [51]. Similarly, Newfoundland and Labrador’s vision for a renewed MHA system (2017) and MHA action plan (2017-2022) highlighted using a range of technologies (eg, including telehealth, videoconferencing, telephone crisis lines, online, text, virtual reality, social media, electronic health records, e-mental health) to achieve a full continuum of care and improve access to services [53,54].

Regarding the policy documents that mentioned only a few technology categories (eg, Québec, New Brunswick, and the Northwest Territories), Québec’s action plan (2015-2020) mentioned developing new technologies to offer a network of youth-friendly MHA services, reiterated the availability of 24-7 psychosocial telephone consultations, and mentioned 2 institutions that aimed to promote mental health and new technologies: the Centre national d’excellence en santé mentale (CNESM) and the Service d’accueil, d’analyse, d’orientation et de référence des services sociaux généraux (AAOR) offering services over the phone [49]. In the New Brunswick Family Plan (2017), the only reference to technology was “information related to MHA treatment options are available to the public through various means, including web-based and print materials” [46]. The only mention of technology in the Northwest Territories strategic framework (2016-2021) pertained to electronic health records to promote the integration of service delivery [47]. For more details, refer to Table 2.

Discussion

Our objective for this policy review was to determine the extent to which technology is prioritized in mental health and addictions (MHA) policy documentation. Given that policy is context-based, we focused on the Canadian context. The methods that we used in this review can help to inform future efforts to monitor the evolutionary role of technology in mental health policy in Canada and abroad. Our findings have implications for policy makers, health care leaders, and researchers working towards improving access and quality of mental health services.
Principal Findings

Our key findings are as follows. First, although all the documents referred to the use of technology for MHA care, there was a high level of variation in the extent to which technology was addressed across the P/T documents and how it was addressed. For example, Newfoundland and Labrador’s MHA vision (2017) and action plan (2017-2022) described a variety of technology-based services (including telehealth, videoconferencing, telephone crisis lines, online, text, virtual reality, social media, electronic health records, e-mental health) to support access and continuum of care [53,54], whereas the strategic framework from the Northwest Territories (2016-2021) only mentioned electronic health records to promote the integration of service delivery [47], and Québec’s action plan (2015-2020) only mentioned using technologies to offer MHA services to youth and providing psychosocial telephone consultations to the general population [49]. Second, only a few of the documents referred to the use of “high-tech” solutions, such as virtual reality and apps, with more than half mainly describing “low-tech” solutions, such as telephone-based helplines and telephone consultations for families. Considering the limitations of telephone-based interventions compared to other formats, such as video (eg, the latter resulting in fewer treatment errors and greater diagnostic and decision-making accuracy) [60] and considering mainstream society’s increasing use of other formats of communication, such as texting, live chat, videoconferencing, and social media, addressing high-tech solutions in Canadian mental health policy is warranted. Third, there was inconsistency in the use of technology-related terminology across the documents, with the term e-mental health (the term used by the MHCC) [10,30] rarely mentioned. Fourth, there was limited strategic focus and guidance in the policy documents on how to move forward with the successful implementation of technology-enabled services within the public mental health care system.

It is important to note that the P/T policy documents reflect governmental priorities for MHA services and did not have the purpose of providing a complete perspective on the use of technology. Although it may not be the intention of the policy documents to provide an exhaustive list of initiatives, describing exemplary evidence-based initiatives (eg, onlinetherapyuser.ca) that have received government funding is warranted to provide guidance to local health authorities. Moreover, the variation that we identified across P/Ts on the degree of attention to technology in MHA care is noteworthy.

There are several implications of our findings. First, there is a need for strategic policy attention on the integration of technology in mental health; this requires addressing topics such as funding for implementation initiatives, infrastructure, regulation, capacity building, intersectoral collaboration, translation research, policy-research-practice partnerships, among others [11,12,29,32,33], as well as partnerships between researchers, practitioners, and policymakers. Advancement in these areas can be facilitated through interactions among policy makers and health services researchers specializing in the use of technology to deliver mental health care. Choi et al [61] provide several insights that can be helpful in this regard, including recommendations to incentivize collaboration among policy makers and scientists, use of knowledge brokers (to facilitate knowledge translation), and acknowledgment of the various issues affecting collaboration, including different languages and perspectives on evidence and different timeframes on achieving deliverables. Policy-making initiatives that facilitate the involvement of consumers, caregivers, and service is also important to consider.

Second, the inconsistency in the use of technology-related terms across the P/Ts is not surprising given the evolving nature of the field itself and inconsistencies in the research literature. Nonetheless, this poses challenges to conducting future policy reviews to monitor advancement in the field. To address this issue, a living document of terminology, that is updated yearly, could be made accessible to mental health policy makers to encourage a level of standardization in the language used to refer to the use of technology in mental health care.

Third, the inconsistency in the degree of attention on technology across the P/T documents may be a reflection that policy makers have limited knowledge on the evidence and potential of using technology in this field, highlighting the value for knowledge translation and collaborative initiatives among policy makers and researchers. It may also reflect the degree to which technology is prioritized at the front-line level of service delivery, raising the question of whether there is a lack of equity across the country in terms of the public’s access to a wide range of services and interventions delivered through technology. This lack of attention in policy can contribute to a fragmented and unregulated approach to using technology to deliver mental health services in the country. Translational research for policy development and implementation planning is needed to better understand viewpoints from users, developers, providers, and policy makers on the implementation of technology-supported innovations, and to monitor the impact of implementation in terms of cost-effectiveness, access, and engagement, and the integration of models such as stepped care and clinical staging [11,30].

Fourth, it will be important to monitor the extent to which rapid responses to delivering mental health care in the context of the COVID-19 pandemic to address the increased need for mental health support among the general population [62] and those with existing MHA conditions [63-66] are reflected in mental health policy. Several of the P/Ts have responded to COVID-19 by providing information to the public about COVID-19 and maintaining mental health via social media [67]; delivering cognitive behaviour therapy through text messaging with mental health professionals (eg, Alberta’s Text4Hope); expanding existing online mental health counseling programs (eg, British Columbia’s MindHealthBC); and expanding use of existing mental health services for children and youth, such as text, live chat, mobile apps, and phone-based services [68]. At the same time, it is unclear whether the rapidly deployed initiatives are sufficient for responding to the mental health impacts of COVID-19 and to what extent will these initiatives address the already existing gaps in the continuum of mental health care for those with chronic mental health conditions. Given this, there is a continued need for comprehensive policy and research to support a coordinated and evidence-based integration of
technology in the Canadian mental health care system, during and after the COVID-19 pandemic.

Fifth, there is a further need for P/Ts and national collaboration to develop reliable and comprehensive environmental scans of the implementation of technology in Canadian mental health services, including analysis of failed attempts. Sixth, the development of a pan-Canadian framework for action that addresses the integration and coordination of technology in mental health service delivery can also help to guide P/T initiatives in this field.

Sixth, our findings provide a prepandemic baseline and replicable methods to inform a subsequent study of how the use of technology-supported services and innovations emerge as an important priority in mental health policy and practice, during and after the COVID-19 pandemic. Future research can also focus on examining how technology is considered in relation to the various mental health priorities addressed by policy documents (eg, use of technology in promoting wellness/recovery/MHA promotion, prevention, and early intervention; use of technology in promoting collaborative care; and use of technology in senior’s mental health).

Limitations

We used an existing database (ie, the 19 P/T policy documents included in Sirotich et al [2]) as the main source of policy documents for our review. Therefore, it is possible that we might have missed some relevant documents. It is also acknowledged that there may be other documents potentially relevant to this review in these jurisdictions, but the documents we have identified outline government priorities for MHA care at the highest level and therefore are of primary importance for communicating a vision and strategy for mental health care services within a government’s jurisdiction. It is also acknowledged that policies are frequently replaced; this review provides a report of relevant content available as of June 2019. In addition, we did not read through each page of each of the 22 documents to identify descriptions on the use of technology; although it was considered, it was deemed unfeasible by our team and also a potentially less reliable method of validation. We also believe that the final list of words we developed is quite comprehensive in its ability to capture the use of technology in mental health service delivery in these policy documents and that our methodology is both feasible and can be reliably replicated in future updated reviews.

Conclusions

This review on Canadian P/T mental health policy documents suggests that despite the potential for technology to improve access to and quality of MHA services, its implementation has been fragmented to date. Specifically, we identified large variations across Canadian P/T policy documents in terms of the types of technologies mentioned. Furthermore, many of the P/T policy documents mentioned only low-tech solutions, such as telephone-based interventions. The review also shows the limited attention given in the mental health policy documents to the evidence-based literature on the use of technology to deliver mental health services, suggesting a potential gap in knowledge on the part of policy makers regarding the evidence in this field. This gap can be reduced through collaborative interactions among academics, policy makers, and practitioners facilitated through sectors of P/T governments (eg, research and innovation, health services). It would be worth considering repeating this review at regular intervals, which would document the advancement of technology in care delivery, including related responses to the COVID-19 pandemic.
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Abstract

Background: Medical journals increasingly promote published content through social media platforms such as Twitter. However, gastroenterology journals still rank below average in social media engagement.

Objective: We aimed to determine the engagement patterns of publications in gastroenterology journals on Twitter and evaluate the impact of tweets on citations.

Methods: This was a retrospective cohort study comparing the 3-year citations of all full-length articles published in five major gastroenterology journals from January 1, 2012, to December 31, 2012, tweeted by official journal accounts with those that were not. Multivariate analysis using linear regression was performed to control for journal impact factor, time since publication, article type, frequency of reposting by other users (“retweets”), and media addition to tweets. Secondary analyses were performed to assess the associations between article type or subtopic and the likelihood of social media promotion/engagement.

Results: A total of 1666 articles were reviewed, with 477 tweeted by the official journal account. Tweeting an article independently predicted increased citations after controlling for potential confounders (β coefficient=13.09; P=.007). There was significant association between article type and number of retweets on analysis of variance (ANOVA) (P<.001), with guidelines/technical reviews (mean difference 1.04, 95% CI 0.22-1.87; P<.001) and meta-analyses/systemic reviews (mean difference 1.03, 95% CI 0.35-1.70; P<.001) being retweeted more than basic science articles. The manuscript subtopics most frequently promoted included motility/functional bowel disease (odds ratio [OR] 3.84, 95% CI 1.93-7.64; P<.001) and education (OR 4.69, 95% CI 1.62-13.58; P=.004), while basic science papers were less likely tweeted (OR 0.154, 95% CI 0.07-0.34; P<.001).

Conclusions: Tweeting of gastroenterology journal articles independently predicted higher 3-year citations. Wider adoption of social media to increase reach and measure uptake of published research should be considered.

(J Med Internet Res 2021;23(5):e25252) doi:10.2196/25252
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Introduction

Social media is playing an increasingly important role in health care as an inexpensive way to improve accessibility of medical information. In recent years, medical journals have created accounts on social media to share published content and improve visibility among both mainstream audiences and health professionals. Unlike traditional media, social media differs in its ability to curate content (using tools like hashtags) and to facilitate engagement by readers and viewers. It is often challenging to stay abreast of all newly published data from the multitude of scientific journals within a given medical specialty.
Social media promotion may help narrow the range of what is considered most relevant to target audiences and/or newsworthy. Twitter is the prime social media platform for online discussion with 335 million active monthly users worldwide and more than 500 million “tweets” per day [1]. The content of each tweet is restricted to 280 characters and may contain links to external websites. Each tweet is visible to followers of the account, and individuals can engage by reposting (ie, “retweeting”) content in their own Twitter feeds or “liking” posts.

Twitter activity may predict publication and overall journal performance. A prior study found a significant association between Twitter followers of an official journal account and both the journal impact factor and total citations [2], with an estimated 1% increase in journal citations for every 0.62% increase in Twitter followers. Among adult and pediatric urology journals, having an official Twitter account was found to be associated with a greater impact factor [3,4]. Following a targeted effort to promote published articles to their 700 followers, the Journal of Neurointerventional Surgery saw a “substantial increase” of 1500 visits to its scientific content [5].

The effects of social media exposure of published research in gastroenterology remain unclear. More specifically, the impact on citations and patterns of social media promotion of these publications are also unknown. While the process that journals employ to select and promote articles on social media is largely opaque and likely not random, we may be able to glean the patterns of social media amplification and control for confounders like manuscript type and subject matter. Characterizing these patterns may serve to highlight areas that are lacking exposure or reflect what journals perceive as most relevant to the general public.

The primary aim of this study was to determine if social media promotion by gastroenterology journal Twitter accounts is associated with greater number of citations. We also aimed to determine if there is preferential promotion of certain types of publications and subtopics by gastroenterology journals on Twitter.

Methods

This was a retrospective cohort study assessing the citations of all full-length articles published in five major peer-reviewed gastroenterology journals (American Journal of Gastroenterology, Clinical Gastroenterology and Hepatology, Gastroenterology, Gastrointestinal Endoscopy, and Pancreas) from January 1, 2012, to December 31, 2012. These journals and this date range were selected for the following reasons: to allow sufficient time for citations to accrue, to account for the diminishing impact of a tweet over time, and to select a year where all five journals appeared on social media.

The number of citations in academic literature as of November where all five journals appeared on social media. diminishing impact of a tweet over time, and to select a year allow sufficient time for citations to accrue, to account for the effects of social media exposure of published research in gastroenterology remain unclear. More specifically, the impacts on citations and patterns of social media promotion of these publications are also unknown. While the process that journals employ to select and promote articles on social media is largely opaque and likely not random, we may be able to glean the patterns of social media amplification and control for confounders like manuscript type and subject matter. Characterizing these patterns may serve to highlight areas that are lacking exposure or reflect what journals perceive as most relevant to the general public.

The primary aim of this study was to determine if social media promotion by gastroenterology journal Twitter accounts is associated with greater number of citations. We also aimed to determine if there is preferential promotion of certain types of publications and subtopics by gastroenterology journals on Twitter.

Methods

This was a retrospective cohort study assessing the citations of all full-length articles published in five major peer-reviewed gastroenterology journals (American Journal of Gastroenterology, Clinical Gastroenterology and Hepatology, Gastroenterology, Gastrointestinal Endoscopy, and Pancreas) from January 1, 2012, to December 31, 2012. These journals and this date range were selected for the following reasons: to allow sufficient time for citations to accrue, to account for the diminishing impact of a tweet over time, and to select a year where all five journals appeared on social media.

The number of citations in academic literature as of November 15, 2015, according to Google Scholar was compared between articles tweeted by the official journal accounts and those that were not. Google Scholar has been previously used in similar research to quantify citations [6]. Publications were further categorized by manuscript type and subtopic. Manuscript types included prospective research, retrospective research, basic science, meta-analyses and systematic reviews, guidelines and technical reviews, case reports, video publications, and editorials. Manuscript subtopics included esophagus, gastric, small bowel, colon, liver, pancreas, biliary, motility and functional bowel disease, cancer, basic science, quality improvement, cost-effectiveness, inflammatory bowel disease, endoscopy, education, and microbiome. Multiple assignments for subtopics were permitted.

The mean number of citations between tweeted articles and those that were not tweeted by the official journal accounts were compared using Student t test. To detect an independent association between social media promotion on Twitter and Google Scholar citations, multivariate analysis using linear regression was performed to control for the 2012 journal impact factor (as published by Thomson Reuters), time since publication, and article type. Among articles that were tweeted, the overall associations between manuscript types and number of citations were assessed using analysis of variance (ANOVA). Pairwise comparisons of manuscript types with regard to number of citations were performed using the Bonferroni method.

To evaluate the likelihood of specific subtopics being promoted on social media by gastroenterology journals, the rates of tweeted manuscripts for each subtopic were compared to those not containing the corresponding subtopic using the chi-squared test. Multivariate analysis was performed using logistic regression, controlling for potential confounders including the specific journal, manuscript type, and number of citations. Results of regression analyses are expressed as raw coefficients to demonstrate the effect of each variable on citations and to better generalize these results to other settings or populations.

All statistical analyses were performed using SAS Version 9.4 (SAS Institute).

Results

In total, 1666 gastroenterology articles were reviewed, with 477 having been tweeted by official journal accounts. In 2012, Gastrointestinal Endoscopy published 451 articles, Pancreas published 242 articles, American Journal of Gastroenterology published 226 articles, Gastroenterology published 473 articles, and Clinical Gastroenterology and Hepatology published 274 articles (Table 1). On univariate analysis, articles that were tweeted had a significantly higher number of citations compared with nontweeted articles (36.9 vs 27.4, P=.04) (Figure 1). On multivariate analysis, tweeting of an article (β coefficient=13.09, P=.007) was independently associated with increased citations after controlling for potential confounders (Table 2). Not surprisingly, the duration since publication (in days) was found to be a predictor for increased citations in the linear regression model. Among tweeted articles, those that were retweeted (α possible proxy for strong public interest or colleague endorsement) also had higher citations compared with those that were not retweeted (72.3 vs 17.6, P=.004) (Figure 1), although this did not reach statistical significance in the multivariate model (β coefficient=23.2, P=.28), likely due to a small sample size.
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Table 1. Characteristics of the articles in the five gastroenterology journals (Twitter promotion, impact factor, total citations, and frequency of publication by manuscript type and subtopic).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Journal</th>
<th>Total (N=1424)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AJG(^a) (N=226)</td>
<td>Gastro(^c) (N=473)</td>
</tr>
<tr>
<td>Tweeted, n</td>
<td>31</td>
<td>69</td>
</tr>
<tr>
<td>Not tweeted, n</td>
<td>195</td>
<td>205</td>
</tr>
<tr>
<td>2012 impact factor</td>
<td>7.282</td>
<td>5.627</td>
</tr>
<tr>
<td>Total citations, n</td>
<td>11,286</td>
<td>6008</td>
</tr>
</tbody>
</table>

**Manuscript type, n**

- Prospective studies                   | 77               | 38             | 50             | 118             | 59              | 342             |
- Retrospective studies                 | 54               | 86             | 35             | 102             | 42              | 319             |
- Basic science studies                 | 10               | 1              | 159            | 6               | 106             | 282             |
- Meta-analyses, systematic reviews     | 39               | 26             | 37             | 23              | 14              | 139             |
- Guidelines, technical reviews         | 7                | 18             | 4              | 25              | 2               | 56              |
- Editorials                            | 34               | 38             | 58             | 42              | 5               | 177             |
- Case reports                          | 1                | 67             | 129            | 122             | 14              | 333             |
- Videos                                | 4                | 0              | 1              | 13              | 0               | 18              |

**Publication subtopic, n**

- Pediatric                             | 6                | 4              | 8              | 9               | 2               | 29              |
- Esophagus                              | 29               | 38             | 33             | 55              | 0               | 155             |
- Gastric                                | 14               | 12             | 33             | 44              | 1               | 104             |
- Small bowel                            | 22               | 24             | 27             | 35              | 0               | 108             |
- Colon                                  | 53               | 47             | 65             | 94              | 0               | 259             |
- Liver                                  | 26               | 75             | 151            | 10              | 2               | 264             |
- Pancreas                               | 10               | 28             | 40             | 59              | 234             | 371             |
- Biliary                                | 8                | 19             | 19             | 47              | 1               | 94              |
- Motility/functional                    | 35               | 9              | 8              | 5               | 0               | 57              |
- Cancer                                 | 22               | 43             | 89             | 85              | 124             | 363             |
- Basis science                          | 11               | 3              | 189            | 3               | 109             | 315             |
- Quality improvement                    | 19               | 24             | 21             | 47              | 4               | 115             |
- Cost-effectiveness                     | 1                | 6              | 2              | 0               | 1               | 10              |
- Inflammatory bowel disease             | 30               | 26             | 32             | 4               | 0               | 92              |
- Endoscopy                              | 35               | 59             | 27             | 362             | 14              | 497             |
- Education                              | 2                | 1              | 9              | 7               | 0               | 19              |
- Infectious disease/microbiome          | 16               | 7              | 16             | 3               | 0               | 42              |

\(^a\) AJG: American Journal of Gastroenterology.
\(^b\) CGH: Clinical Gastroenterology and Hepatology.
\(^c\) Gastro: Gastroenterology.
\(^d\) GIE: Gastrointestinal Endoscopy.
\(^e\) N/A: not applicable.
Figure 1. Comparison of citations between articles that were tweeted and those that were not tweeted. Primary tweets: analysis of all manuscripts (n=1666) comparing tweeted articles and nontweeted articles; retweets: analysis of all tweeted manuscripts (n=477) comparing articles that were retweeted at least once and articles without retweets.

Table 2. Multivariate linear regression analysis assessing the predictors of the number of Google Scholar citations among all articles published by five major gastroenterology journals in 2012 (N=1666, tweeted n=477).

<table>
<thead>
<tr>
<th>Variable</th>
<th>β coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweeted article</td>
<td>13.09 (4.82)</td>
<td>.007</td>
</tr>
<tr>
<td>Time since publication (days)</td>
<td>0.06 (0.02)</td>
<td>.003</td>
</tr>
</tbody>
</table>

Journal

<table>
<thead>
<tr>
<th>Variable</th>
<th>β coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Gastro&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37.8 (5.65)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AJG&lt;sup&gt;c&lt;/sup&gt;</td>
<td>23.8 (6.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CGH&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.18 (6.12)</td>
<td>.60</td>
</tr>
<tr>
<td>Pancreas</td>
<td>−12.2 (7.12)</td>
<td>.09</td>
</tr>
</tbody>
</table>

Manuscript type

<table>
<thead>
<tr>
<th>Variable</th>
<th>β coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prospective studies</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Retrospective studies</td>
<td>−8.88 (6.20)</td>
<td>.15</td>
</tr>
<tr>
<td>Basic science studies</td>
<td>−23.5 (7.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Meta-analyses/systematic reviews</td>
<td>26.0 (7.98)</td>
<td>.001</td>
</tr>
<tr>
<td>Guidelines, technical reviews</td>
<td>52.8 (11.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Editorials</td>
<td>−41.9 (7.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Case reports</td>
<td>−43.2 (6.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Videos</td>
<td>−21.8 (19.2)</td>
<td>.26</td>
</tr>
</tbody>
</table>

<sup>a</sup>GIE: Gastrointestinal Endoscopy.

<sup>b</sup>Gastro: Gastroenterology.

<sup>c</sup>AJG: American Journal of Gastroenterology.

<sup>d</sup>CGH: Clinical Gastroenterology and Hepatology.

On univariate analysis, articles identified in the categories of pancreas (odds ratio [OR] 3.80, *P*<.001), cancer (OR 2.20, *P*<.001), and quality improvement (OR 2.05, *P*=.003) were associated with increased Twitter promotion, while small bowel (OR 0.62, *P*=.05) and basic science (OR 0.63, *P*=.002) articles were associated with less social media exposure.

After controlling for other covariates, including other manuscript subtypes, on multivariate analysis, the subtopics of motility and functional bowel disease (OR 3.84, 95% CI 1.93-7.64, *P*<.001), cancer (OR 1.392, 95% CI 1.016-1.909, *P*=.04), education (OR 4.69, 95% CI 1.62-13.58, *P*=.004), and quality improvement (OR 2.41, 95% CI 1.52-3.84, *P*<.001) were independently
associated with increased promotion on Twitter, while basic science articles were significantly less likely to be tweeted (OR 0.154, 95% CI 0.07-0.34, P<.001) (Figure 2).

**Figure 2.** Number of publications (both tweeted and nontweeted) in 2012 by subtopic among the five journals included. IBD: inflammatory bowel disease.

A significant overall association between article type and citations was noted on ANOVA (P<.001), with guidelines/technical reviews (mean 90.23, SD 355.57), meta-analyses/systemic reviews (mean 75.22, SD 124.85), and prospective studies (mean 42.96, SD 54.26) having the most citations. On multivariate analysis using prospective studies as a reference, guidelines/technical reviews (β coefficient=52.8, P<.001) and meta-analyses/systemic reviews (β coefficient=26, P=.001) were significantly more likely to be cited, while basic science articles (β coefficient=−23.5, P<.001), case reports (β coefficient=−43.2, P<.001), and editorials (β coefficient=−41.9, P<.001) had significantly fewer citations (Table 2). Among tweeted articles, there was a significant association between article type and number of retweets on ANOVA (P<.001). On pairwise comparison, guidelines/technical reviews (mean difference 1.04, 95% CI 0.22-1.87, P<.001) and meta-analyses/systemic reviews (mean difference 1.04, 95% CI 0.22-1.86, P<.001) were being retweeted significantly more than basic science articles (Figure 3). Media additions to tweets were not associated with the number of citations or retweets.

**Figure 3.** Mean number of retweets by article type.
Discussion

Principal Findings

Our study showed that social media promotion of gastroenterology journal publications on Twitter independently predicted a greater number of Google Scholar citations in 3 years after controlling for journal impact factor, type of article, and time since publication.

We also found that tweeted articles that were retweeted had significantly increased citations, perhaps a reflection that public engagement with these tweets might predict further academic interest. Our study also demonstrated that guidelines/technical reviews and meta-analyses/systematic reviews are among the most heavily promoted article types by official journal accounts on Twitter. Articles involving motility/neurogastroenterology, cancer, education, and quality improvement were independently associated with increased social media exposure, while basic science manuscripts were less promoted. This may reflect the perceived areas of public interest in gastroenterology and influence perception of gastroenterology research, resulting in potential secondary impacts on factors, such as funding. Further studies are needed to evaluate why these promotional differences exist and how this might affect research funding availability, public interest, and clinical and epidemiological outcomes.

As done in studies from other disciplines, Twitter was chosen given that it is the predominant mainstream social media platform where journal publications are regularly promoted, where academic discussion exists, and where analytics are most readily available. The evidence regarding the association between Twitter promotion and publication citations has varied across different disciplines. One study of 20 ecological journals showed a similar positive correlation between social media exposure and citations, independent of time since publication and impact factor [7]. In the American Journal of Psychiatry, a study of 438 published articles suggested that a greater frequency of Twitter mentions was associated with more citations [8]. One study of 286 articles from the Journal of Medical Internet Research showed that highly tweeted articles were 11 times more likely to be highly cited and that Twitter mentions in the first 3 days could predict highly cited articles [6].

However, this observation was not consistent across all disciplines. In a randomized trial of social media impact on 243 publications from Circulation, there was no significant association between social media exposure and citations and 30-day article website views according to Google analytic data [9]. There were also no differences noted by article subtype (referring to the general categories of clinical, population, or basic science articles). One study of all 1.4 million biomedical publications between 2010 and 2012 found a weak correlation between Twitter mentions of journal articles and traditional bibliometric indicators, although the authors concluded that Twitter mentions did not reflect traditional research impact [10].

The number of annual citations by a journal is used to calculate a journal’s impact factor [11]. Historically, journal impact factor has been directly correlated with citations, as impact factor is the ratio of the number of citations to the number of publications by a journal in a given year. Google Scholar was chosen as the source of citations given its inclusivity of citations among all sources, unlike Web of Science and Scopus, which only consider citations from within journals listed in their libraries. However, some researchers have raised concerns that certain tactics can be used to boost the journal impact factor, such as publishing more review articles, strategic publication timing, and internal citations. Citations also take time to accumulate. Social media may therefore play another role in measuring the societal impact of an individual article. As a result, other metrics collectively known as “altmetrics,” which include not only number of citations, but also social media views and engagement, references by databases, and news media, are emerging [12].

In our study, guidelines and reviews published in major gastroenterology journals were the most highly promoted types of manuscripts on social media. This promotional pattern may be a result of known interest in these articles, given existing knowledge that guidelines and reviews accrue more citations than other publication types, and they may be more relevant to a broader audience that includes general clinicians and practitioners [13]. For gastrointestinal subtopics, our finding of functional bowel disease and cancer articles as the most tweeted is also not surprising. Communities for these conditions are very active on social media, and journals may be preferentially promoting these articles knowing the discussion and engagement they tend to generate. Moreover, the high general prevalence of functional bowel conditions and the increased interest cancer-related topics tend to generate in the lay media may also play roles in the higher social media activities of these articles.

Social media engagement by the gastroenterology community is lagging behind other medical subspecialties. Adoption of Twitter by journals still varies widely by specialty, with 70% of the 20 leading radiology journals on Twitter, but only 28.1% of general medical journals and 39% of urological journals on Twitter [2,14]. Latest data suggest that the proportion of overall tweeted gastroenterology publications (7.8%) falls below the average rate of Twitter promotion (9.4%) of all medical journal articles [10]. A survey of 265 gastroenterologists in 2015 found that 82.1% of respondents did not access social media for journals or other educational purposes, and 47.7% reported never having used any form of social media. This is in contrast to patient acceptance of social media, where 84.4% (n=112) of inflammatory bowel disease patients and 72.9% (n=68) of chronic viral hepatitis patients favored interaction with health care professionals on social media [15]. This dynamic may be improving in recent years, as there has been a growing presence of gastroenterologists and young physicians on social media.

One limitation of this study is the inability to establish causality and elucidate the potential mechanisms of social media impact on citations. Articles addressing subjects of higher interest or “more popular” topics (therefore, more highly cited) may be selectively tweeted at a higher frequency. For instance, social media promotion has been associated with greater downloads of journal articles in clinical pain sciences, which could suggest greater readership as a catalyst for future citations [16]. The radiology community has observed a greater distribution of web links to published articles on Twitter [14]. In fact, the effect of...
social media on journal article readership has been previously demonstrated in a study of the *Journal of the American College of Radiology*, which showed that a planned Twitter-based discussion increased monthly website journal article views by 31.4%, unique visitors by 20.0%, and website visits by 25.5% [17]. In a randomized controlled study of the same journal, Twitter promotion of publications was independently associated with significantly greater weekly webpage visits (18.2 vs 7.6 page visits) [17]. Another study showed that 7 out of 11 radiology journals new to Twitter experienced increased in impact factor after 1 year [14].

Moreover, it is unknown if social media alone can be credited for greater citations or if social media is simply one arm of a larger promotional effort that includes other avenues, such as press releases for traditional media coverage. It is worth noting, however, that because the initial promotional tweet precedes article downloads and subsequent citations, it is not possible for the number of citations to cause a reactionary increase in social media presence for that particular article. Additionally, various journals may adopt different methods to selectively promote certain subtopics or manuscript types (such as guidelines) on social media. To best account for these biases, we controlled for subtopics and manuscript types in the multivariate analysis. Another potential limitation was the potential overestimation of baseline academic impact using Google Scholar citations. Though Google Scholar may include duplicate citations or citations of a paper in a nonpeer-reviewed publication without scholarly relevance, the Google algorithm is standard and therefore objectively compares citation volume.

**Conclusion**

In conclusion, social media promotion on Twitter of gastroenterology publications independently predicted a greater number of citations in 3 years in this exploratory study. Publications and researchers should consider wider adoption of social media to increase reach and measure uptake of published research. Social media promotion of publications can not only potentially boost journal citations, but also help define the societal impact of an individual article and thus influence academic promotion. However, beyond citations and academic uptake, journals and physicians should be aware of other benefits of social media for professionals, patients, and family members. In addition to academic productivity, it is important to recognize how social media could have other important roles in public health. For instance, social media may help propel academic medicine by informing other professionals. Moreover, it is our public health responsibility as a medical community to serve as primary sources of accurate up-to-date medical information online in order to preserve the integrity of what readers consume. Internally, social media can provide an open forum for discussion, boost professional and institutional recognition, attract referrals for trial enrollment and research purposes, and perhaps encourage funding to sustain academic research.
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Abstract

Background: The development of an author-level complementary metric could play a role in the process of academic promotion through objective evaluation of scholars’ influence and impact.

Objective: The objective of this study was to evaluate the correlation between the Healthcare Social Graph (HSG) score, a novel social media influence and impact metric, and the h-index, a traditional author-level metric.

Methods: This was a cross-sectional study of health care stakeholders with a social media presence randomly sampled from the Symplur database in May 2020. We performed stratified random sampling to obtain a representative sample with all strata of HSG scores. We manually queried the h-index in two reference-based databases (Scopus and Google Scholar). Continuous features (HSG score and h-index) from the included profiles were summarized as the median and IQR. We calculated the Spearman correlation coefficients ($\rho$) to evaluate the correlation between the HSG scores and h-indexes obtained from Google Scholar and Scopus.

Results: A total of 286 (31.2%) of the 917 stakeholders had a Google Scholar h-index available. The median HSG score for these profiles was 61.1 (IQR 48.2), and the median h-index was 14.5 (IQR 26.0). For the 286 subjects with the HSG score and Google Scholar h-index available, the Spearman correlation coefficient $\rho$ was 0.1979 ($P<.001$), indicating a weak positive correlation between these two metrics. A total of 715 (78%) of 917 stakeholders had a Scopus h-index available. The median HSG score for these profiles was 57.6 (IQR 46.4), and the median h-index was 7 (IQR 16). For the 715 subjects with the HSG score and Scopus h-index available, $\rho$ was 0.2173 ($P<.001$), also indicating a weak positive correlation.

Conclusions: We found a weak positive correlation between a novel author-level complementary metric and the h-index. More than a chiasm between traditional citation metrics and novel social media–based metrics, our findings point toward a bridge between the two domains.

(J Med Internet Res 2021;23(5):e28859) doi:10.2196/28859
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Since the development of social media platforms and new communication channels, the use of traditional bibliographic metrics (ie, citation counts, h-indexes) as the predominant factors for academic performance has been questioned [1]. Traditional benchmarks such as citation counts fail to capture the authors’ impact outside academic circles [2]. The ways in which research output is indexed, searched, located, read, and mentioned have significantly changed, and these ways do not describe the influence and impact that scholarly work may have outside core academic domains [3,4].

In the health care world, social media platforms (eg, Twitter, Facebook) are consistently used by patients, policy makers, clinicians, and researchers as efficient ways of sharing information, staying up to date with scientific knowledge, and collaborating with peers and patients [5]. The widespread use of social media by health care stakeholders has led to the development of alternative impact metrics, also known as “altmetrics” [6]. The altmetrics approach offers new ways to analyze and inform scholarship [7]. It complements rather than replaces traditional indicators of a scholar’s performance [8]. Altmetrics have even been adopted aggressively by traditional publishing companies [9]. The study of these alternative metrics is an emerging field; unlike traditional parameters, such as the impact factor or h-index, it does not rely solely on citation counts but is a composite measure. It considers other features such as the number of knowledge databases that refer to the work, and the number of times the work has been viewed and downloaded; it also factors in the number of mentions in social media and traditional news outputs.

Academic merit and achievement should be appraised using frameworks such as the comprehensive researcher achievement model (CRAM) [8], encompassing a combination of four aspects: quantity of researcher outputs (productivity), value of outputs (quality), outcomes of research outputs (impact), and relations between publications or authors and the wider world (influence). Current traditional benchmarks focus mostly on productivity and quality, while alternative metrics focus on influence and impact. In 2011, Eysenbach proposed the Twimpact Factor, an article level social media impact metric consisting of the absolute cumulative number of tweetations 7 days after publication of the article, and the Twindex, which is the relative percentile of the Twimpact Factor of a given article compared with other articles in the same journal [10]. For articles published in the Journal of Medical Internet Research, Eysenbach found relatively strong article-level correlations between these metrics (number of tweets, adjusted by time and journal factors) and future citations and highlighted the importance of using social media–based impact measures to complement traditional citation metrics [10]. While social media metrics at the article or journal level already exist and have been correlated with traditional citation metrics [10], novel tools could also be used to evaluate features such as influence and impact at the author level. There is a clear need to improve the ways in which the different outputs of scholarly work are evaluated, as claimed by the Declaration on Research Assessment (DORA) movement [11]. The development of an author-level complementary metric could play a role in the academic promotion process through objective evaluations of scholars’ influence and impact.

Recently, multiple organizations have created tools that attempt to measure influence and impact in the digital domain primarily by using network analysis of social media activity and digital publications [12]. Among these innovations, Symplur’s Healthcare Social Graph (HSG) score has recently emerged [13]. In this context, we aimed to evaluate the correlation between the HSG, a social media influence and impact metric, and the h-index, a traditional author-level metric.

Methods

Study Design, Study Setting, and Participants

This report was written following the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) guidelines [14]. This study was deemed exempt by the Institutional Review Board.

This was a cross-sectional observational study of health care stakeholders with a social media presence randomly sampled from the HSG database in May 2020. Health care stakeholders included the following three taxonomic categories: “doctor” (ie, those identified as possibly licensed, MDs, DOs, PhDs), “health care professionals” (ie, those identified as other health care professionals such as nurses, dietitians, respiratory therapists, and pharmacists), and “researchers/academicians” (ie, people working in the field of health-related research or academia). Over 1 million Twitter profiles were labeled according to the health care stakeholder category as part of the database metadata. Only the profiles of those identifying themselves in their public Twitter profile received a label by Symplur partly through manual verification and partly through a machine learning process [15]. We did not exclude health care stakeholders based on their discipline. Considering the 6 million Twitter accounts that received an HSG score and individuals identified as health care stakeholders in May 2020, we performed stratified random sampling to obtain a representative sample with all strata of HSG scores. A random sample of 100 profiles from each HSG score decile (0-9, 10-19, etc) was obtained, yielding an initial list of 1000 subjects with their respective HSG scores. This stratification method was chosen owing to the skewness of the HSG scores in the Symplur database, where simple probability sampling would lead to a study population restricted to lower values of the HSG score.

Data Source, Variables, and Measurement

Symplur is a health care social media analytics company that created the HSG database holding public digital content (ie, conversations, interactions) originating from Twitter and obtained via the official Twitter application programming interface (API) while supplementing it with other public content from social media platforms including LinkedIn, YouTube, Instagram, Reddit, and Facebook. The HSG score was developed by Symplur to identify and rank influencers in any health care topic and is conceptually like an eigenvector [16]. This score ranks Twitter accounts by their global conversational impact in healthcare over the last 52 weeks. As long as Twitter accounts
have engaged (ie, tweeted at least once) in one of the 40,000 health care terms being tracked, they will be evaluated. The score is not determined by the absolute numbers of tweets or how many mentions they have received for the given time period, but by the impact of the posted messages. The score comprises three components, a social network analysis algorithm, health care stakeholder weighting, and conversation quality algorithm. The network analysis algorithm is inspired by the hyperlink-induced topic search (HITS) algorithm [17] and considers each Twitter account’s conversation graph by recursively analyzing the health care influence of each individual conversation partner, the influence of the conversation partner’s own conversation partners, and so on [18]. In this respect, it is similar to modern impact factor algorithms for academic journals and Google’s PageRank [19]. The score is designed specifically for health care and considers the health care stakeholder groups to which the account holders belong. In other words, it matters what role a person has in health care. If, for example, an account is interacting with or being mentioned by another account that is not related to health care, then those conversations and mentions will have less weight as determined by the algorithm.

If, on the other hand, the conversations and mentions are made by a health care stakeholder, then that has more weight according to the algorithm. Based on the analysis of these conversations, a quality score is factored with a conversation volume to provide a weighted measure for the impact scores. After that, the 52 weekly rankings and quality scores are combined into a single number for each social media profile and then normalized on a scale of 0 (very low influence) to 100 (very high influence).

For each of the 1000 Twitter profiles initially included in our stratified random sample, we manually queried their h-indexes in two reference-based databases (Scopus and Google Scholar) by searching their names in each profile service’s search engine. Before extracting the data, we used a standardized verification process to confirm if the identified profiles corresponded to the Twitter user. Any profile found in Google Scholar or Scopus was verified using at least three of the following identifiers: name (first, middle, last), title, location (country/city), field/specialty, affiliation, and qualitative analysis of Twitter conversations or a free-form Google search using the associated name and any other identifier available. Once a profile was found in either of the platforms and the verification process confirmed with at least three identifiers, the h-index was extracted. This verification process was created to decrease the probability of extracting data from an incorrect profile (eg, similar name but not the author of interest). In Google Scholar and Scopus, the h-index is calculated as “number n of a researcher's papers that have all received at least n citations” [20]. Although there have been multiple studies [20-24] that have highlighted the advantages, disadvantages, and variations, no other traditional author-level metric has had the same level of acceptance or resilience over the past 15 years. Individuals can calculate the h-index of any researcher as long as they have access to a resource providing the citation count of that researcher’s publications or research objects. The three most prominent resources or platforms that provide citation counts for researchers are the Web of Science (Clarivate Analytics – previously of Thomson Reuters), Scopus (Elsevier), and Google Scholar (Alphabet). To provide a more comprehensive reporting for this study, Scopus and Google Scholar were chosen to provide the traditional/benchmark h-index data for each individual. This decision was based on the 2018 study by Martin-Martin et al [25], which found that the greatest inclusion of citations in Health & Medical Sciences was on Scopus and Google Scholar. Additional factors were considered when choosing between Web of Science and Scopus. Scopus was seen as providing all authors better access to their own author profiles, which would allow authors to clarify their publications and correct inaccuracies. Additionally, a 2016 study by Walker et al [26] showed a higher intrarater reliability in Scopus than in Web of Science for the h-index calculation.

The h-index for the first 100 profiles was independently extracted by three independent investigators (LOJS, GM, and TB). In this initial set of 100 profiles, there was a 98% overall agreement for the h-index extracted from Google Scholar and a 96% overall agreement for the h-index extracted from Scopus. Disagreements were discussed and resolved through consensus with the senior author (DC). Once our standardized verification process and data extraction methods exhibited adequate reliability, the remaining profiles were extracted independently; 600 were reviewed by the first author (LOJS) and 150 by each of the two other investigators (GM, TB). Investigators extracting the h-index for these profiles were blinded to the HSG scores of all subjects.

Data Analysis

From the initial list of 1000 subjects, we excluded those with incomplete names or non-individual user profiles. The remaining profiles were included for the main data analysis if an h-index was available from either Google Scholar or Scopus. All analyses were conducted using the BlueSky Statistics (Version 7.0.746.34007) graphic user interface (GUI) for R. Continuous features (HSG score and h-index) from included profiles were summarized as the median and IQR. Correlation analyses were performed between the HSG scores and h-index obtained from Google Scholar (overall h-index and 2015 h-index) and Scopus (overall h-index). Given the highly skewed nature of metrics such as the h-index [27], we calculated the Spearman correlation coefficient (ρ). This is similar to the Pearson correlation, but it is based on ranks rather than original values. Like the Pearson correlation, values range from −1 to +1, with larger absolute values indicating a stronger relationship. A correlation t test was conducted to evaluate the statistical significance of the correlation coefficients. P values <.05 were considered statistically significant. For sensitivity analysis, we considered the h-index as 0 for those subjects in which a Scopus h-index was not found.

Simple linear regression was initially implemented to understand the linear relationship between the HSG score and h-index (Google Scholar and Scopus). To better understand the true relationship between the HSG score, and the overall h-index provided by Google Scholar and Scopus, negative binomial hurdle regression was performed. The h-index was used as the response variable, and the HSG score was the predictor of interest. A negative binomial model was chosen owing to the skewed nature of the h-index data and the overdispersion present.
in the data distribution. To account for the high number of zeroes not covered by a negative binomial distribution, a hurdle model with a binomial logistic link function was also implemented. Model selection was performed using the Vuong test and the Akaike information criteria (AIC).

Results

Twitter Profiles

Our stratified random sample generated an initial list of 1000 Twitter profiles from the Symplur database. Of these, 83 were excluded for the following reasons: 5 were repeated profiles, 62 had incomplete names on Twitter (i.e., no first and last names, making it impossible to search for a corresponding Google Scholar or Scopus profile), and 16 were not individual user profiles. Among the 917 individual Twitter profiles with complete names for which h-indexes were searchable, 429 (46.8%) were from the United States, 173 (18.9%) from the United Kingdom, 54 (5.9%) from Canada, 49 (5.3%) from Spain, 41 (4.5%) from Australia, 17 (1.9%) from India, 13 (1.4%) from the Netherlands, 13 (1.4%) from France, 12 (1.3%) from Ireland, 9 (1.0%) from Brazil, and the remaining 11.6% from 36 other countries from all continents (only 5 profiles were from unknown countries).

A total of 286 (31.2%) of the 917 stakeholders had a Google Scholar h-index available. The median HSG score for these profiles was 61.1 (IQR 48.2), and the median h-index was 14.5 (IQR 26). A total of 715 (78%) of the 917 stakeholders had a Scopus h-index available. The median HSG score for these profiles was 57.6 (IQR 46.4), and the median h-index was 7 (IQR 16).

Google Scholar h-Index

For the 286 subjects with the HSG score and overall h-index provided by Google Scholar available, the Spearman correlation coefficient $\rho$ was 0.1979 ($P<.001$), indicating a weak positive correlation between these two metrics (Figure 1). When we analyzed the correlation for the 2015 h-index from Google Scholar, the results were similar ($\rho=0.203$) (Figure 2). Also, when we analyzed the Google Scholar i10 index, the results did not change significantly (see Multimedia Appendix 1 and Multimedia Appendix 2).

Figure 1. Correlation between HSG scores and Google Scholar overall h-indexes. Spearman correlation coefficient $\rho=0.1979$ (N=286). The red line is the regression line; the shaded area is the 95% CI.
Linear regression using the Google Scholar overall h-index as the response found a significant association between the HSG score and h-index. Assuming a linear relationship, for every 10-point increase in the HSG score, there was an associated increase of 1.134 in the h-index (95% CI 0.280-2.347; P=.01). The $R^2$ value was 0.0214 and the linear regression equation is expressed as (E[Google Scholar overall h-index] = 17.037 + 0.1314*[HSG score]). From the negative binomial hurdle model, there was no effect of the HSG score on whether an author’s Google Scholar h-index is 0 or positive (log-odds=0.043; P=.31). However, for authors with a positive h-index, a 5-point increase in the HSG score was associated with a 2.7% increase in Google Scholar h-index (exp[coef]=1.027; 95% CI 1.006 -1.048; P=.01). Additionally, the Vuong test found that the hurdle model was a better fit than the negative binomial model ($z$ statistic=3.092; $P<.001$).

**Scopus h-Index**

For the 715 subjects with the HSG score and Scopus h-index available, the Spearman correlation coefficient $\rho$ was 0.2173 ($P<.001$), also indicating a weak positive correlation (Figure 3). In the sensitivity analysis, in which subjects without a Scopus h-index available were computed as having an h-index of 0, therefore including all 917 initially eligible profiles, the Spearman correlation coefficient $\rho$ was 0.317 ($P<.001$) (see Multimedia Appendix 3).

**Figure 2.** Correlation between HSG scores and Google Scholar 2015 h-indexes. Spearman correlation coefficient $\rho=0.203$ (N=286). The red line is the regression line; the shaded area is the 95% CI.
Figure 3. Correlation between HSG scores and Scopus h-indexes. Spearman correlation coefficient \( \rho = 0.2173 \) (N=715). The red line is the regression line; the shaded area is the 95% CI.

Univariate linear regression fitting of Scopus h-indexes found a significant association with the HSG score. Assuming a linear relationship, for every 10-point increase in the HSG, we expect a 1.049-point increase in the h-index (95% CI 0.567-1.530; \( P<.001 \)). The \( R^2 \) value was 0.0249 and the linear regression equation is expressed as \( E[\text{Scopus h-index}] = 8.0821 + 0.1048 \times \text{HSG score} \). From the negative binomial hurdle model, we found no significant effect of the HSG score on whether an author’s h-index is 0 or positive (log-odds=0.0072; \( P=.27 \)). However, for authors with a positive h-index, a 5-point increase in the HSG score was associated with a 4% increase in h-index (exp[coef]=1.040; 95% CI 1.021-1.061; \( P<.001 \)). The Vuong test found that the hurdle model was a better fit than the negative binomial model (\( z \) statistic=4.606; \( P<.001 \)).

Discussion

Principal Results

The advent of digital scholarship is rapidly changing the way scholarship is created and appraised in academia. We are currently seeing a swift transition from a paradigm in which the impact of an academician was circumscribed to deliverables critiqued by a restrictive circle of peers to a novel model in which the importance of scholarly work is measured by the influence and impact it generates in academic circles and among the general public. This leads to the critical need to adopt new appraisal concepts and tools [1,10,28].

The HSG score represents a novel author-level tool within the domain of altmetrics. This metric aims to measure and illustrate the influence a particular stakeholder has in health care social media as a function of user-generated content and interactions. This method is common for analyzing the weight or importance of specific users that are part of larger networks [29]. In general, the more the connections and the more information users create or are involved with, the greater their importance in a network [30].

Citation-focused metrics such as the h-index assess the importance of academicians based on the number of times their work has been cited by other scholars, with a significant bias constructed to value certain outputs (eg, prestigious journals) more than others. This distorts the organic reach and impact of articles (eg, where bad articles in good journals are valued more than good articles in bad journals), conflating production and publishability with influence and impact [31].

In this study, we aimed to find if there is a relationship between the HSG score, a marker for influence in a network, and the h-index, a metric for productivity. The assumption driving this comparison was that a high degree of productivity (greater h-index) would be associated with higher impact among
stakeholders in the field and subsequent influence on digital networks.

Approximately three quarters of health care stakeholders identified by HSG scores had a concomitant h-index profile; this simple observation illustrates that there is a significant overlap between academic endeavors and the participation of these users in social media. In other words, academicians are part of general public forums such as social media; they value such forums and participate in them.

When analyzing the relation between the HSG score and h-index, we found a correlation, albeit a weak one, between the two metrics. This positive relation seems to indicate that the higher the HSG score, the higher the h-index (and vice versa). We believe the association describes a relation between scholarly productivity and influence in a health care network; this is possibly explained by academicians using digital domains to disseminate their scholarly work and subsequently bring attention to it, by measuring interactions with other stakeholders and organically increasing their connections and weight in the network. Nevertheless, it is important to mention that the low $R^2$ value approximately at 2% implies that although we have a statistically significant correlation and are capturing similar trends, there is a sizable amount of variability that is not shared between these two metrics. This emphasizes the simple fact that these metrics measure different components of scholarly work and should be evaluated in an independent and complementary way.

The HSG score and h-index are metrics that are of interest for scholars and academic establishments. Per their definitions, these tools are aimed at different aspects of the CRAM framework [8], where the HSG score likely appraises impact and influence and h-index productivity and quality. Remarkably, from our analysis, we can describe an association bridging these four aspects; the influence and impact of a user in a health care-specific digital network are correlated with their academic productivity and quality. More than a chiasm between traditional citation metrics and novel social media–based metrics, our findings point toward a positive relation between the two domains.

Limitations

There are several limitations that need to be acknowledged. First, the accuracy of the metrics that were obtained (which were subsequently used to compute correlations) depends on the validity of the data provided by each reference-based database. Some of these platforms (eg, Google Scholar) can easily be manipulated [32]. Scopus automatically calculates the h-indexes of authors without a profile in their database, which explains why there were higher numbers of profiles and h-indexes available in Scopus when compared to Google Scholar, in which individuals need to create active profiles. In Scopus, authors may have more than one profile and, for this reason, we have used an available tool in their platform to combine profiles from the same author to obtain the most accurate h-index for that author. Second, Scopus and Google Scholar data are dynamic because new citations are constantly being added to their databases. As we were unable to automatically retrieve the h-indexes from these databases on the same day, manual data extraction occurred over a four-month period. Therefore, authors may have had their h-indexes extracted with a time difference as long as 100 days, and this, although unlikely, could have influenced the accuracy of our analysis. We assumed that the h-index would be time invariant (while in fact it is not) during the period of data extraction. Nevertheless, the h-indexes should theoretically be less dynamic than citations alone, and it is unlikely to change by a large magnitude even after a 100-day period [33]. Third, we have not considered the ages of the authors, which might have an impact on the correlation measures given that more experienced authors may exhibit distinctive behavior compared to emerging authors.

Fourth, Google Scholar seems to overestimate author-level metrics when compared to Scopus owing to inclusion of gray literature citations, among other reasons. However, we extracted the h-indexes from both databases, and the results did not change when using one h-index over another. In fact, the h-indexes from Google Scholar and Scopus were strongly correlated with each other (see Multimedia Appendix 4).

Conclusions

It appears that novel author-level altmetrics based on network analysis in social media and digital publications have a positive association with traditional bibliometric benchmarks. This seems to indicate that not only can they coexist but can also supplement and augment each other’s domains. Academicians interested in a comprehensive appraisal of their academic work and preparing for advancement need to be deliberate about investing time and attention into both spheres of appraisal (traditional and altmetrics), as they are relevant, significant, and most importantly appear to move in the same direction and amplify each other.
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**Multimedia Appendix 1**

Correlation between HSG scores and Google Scholar overall i10 indexes. Spearman correlation coefficient $\rho=0.2037$ (N=286).
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**Multimedia Appendix 2**

Correlation between HSG scores and Google Scholar 2015 i10 indexes. Spearman correlation coefficient $\rho=0.2087$ (N=286).
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**Multimedia Appendix 3**

Correlation between HSG scores and Scopus h-indexes after computing a Scopus h-index of 0 for subjects without Scopus h-indexes. Spearman correlation coefficient $\rho=0.317$ (N=917).
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**Multimedia Appendix 4**

Strong correlation between Scopus and Google Scholar h-indexes.
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Abstract

Background: The COVID-19 pandemic has highlighted the urgency of addressing an epidemic of obesity and associated inflammatory illnesses. Previous studies have demonstrated that interactions between single-nucleotide polymorphisms (SNPs) and lifestyle interventions such as food and exercise may vary metabolic outcomes, contributing to obesity. However, there is a paucity of research relating outcomes from digital therapeutics to the inclusion of genetic data in care interventions.

Objective: This study aims to describe and model the weight loss of participants enrolled in a precision digital weight loss program informed by the machine learning analysis of their data, including genomic data. It was hypothesized that weight loss models would exhibit a better fit when incorporating genomic data versus demographic and engagement variables alone.

Methods: A cohort of 393 participants enrolled in Digbi Health’s personalized digital care program for 120 days was analyzed retrospectively. The care protocol used participant data to inform precision coaching by mobile app and personal coach. Linear regression models were fit of weight loss (pounds lost and percentage lost) as a function of demographic and behavioral engagement variables. Genomic-enhanced models were built by adding 197 SNPs from participant genomic data as predictors and refitted using Lasso regression on SNPs for variable selection. Success or failure logistic regression models were also fit with and without genomic data.

Results: Overall, 72.0% (n=283) of the 393 participants in this cohort lost weight, whereas 17.3% (n=68) maintained stable weight. A total of 142 participants lost 5% bodyweight within 120 days. Models described the impact of demographic and clinical factors, behavioral engagement, and genomic risk on weight loss. Incorporating genomic predictors improved the mean squared error of weight loss models (pounds lost and percent) from 70 to 60 and 16 to 13, respectively. The logistic model improved the pseudo $R^2$ value from 0.193 to 0.285. Gender, engagement, and specific SNPs were significantly associated with weight loss. SNPs within genes involved in metabolic pathways processing food and regulating fat storage were associated with weight loss in this cohort: rs17300539_G (insulin resistance and monounsaturated fat metabolism), rs2016520_C (BMI, waist circumference, and cholesterol metabolism), and rs4074995_A (calcium-potassium transport and serum calcium levels). The models described greater average weight loss for participants with more risk alleles. Notably, coaching for dietary modification was personalized to these genetic risks.

Conclusions: Including genomic information when modeling outcomes of a digital precision weight loss program greatly enhanced the model accuracy. Interpretable weight loss models indicated the efficacy of coaching informed by participants’ genomic risk, accompanied by active engagement of participants in their own success. Although large-scale validation is needed, our study preliminarily supports precision dietary interventions for weight loss using genetic risk, with digitally delivered recommendations alongside health coaching to improve intervention efficacy.

(J Med Internet Res 2021;23(5):e25401) doi:10.2196/25401
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Introduction

Background
The global death toll of COVID-19 has eclipsed 1 million cases [1]. Obesity, following age, has emerged as the most critical risk factor for morbidity, hospitalizations, and complications [2]. The prevalence of obesity in the United States and in other Western countries has increased sharply in the last 2 decades. Since the early 1960s, when more than 10% of Americans were obese, that proportion has grown to 42.4% of adults [3]. Moreover, the prevalence of obesity is higher in minority communities: 49.6% of non-Hispanic Black individuals and 44.8% of Hispanic Americans are obese, compared with 42.2% of non-Hispanic White individuals. These same minority communities are experiencing disproportionate COVID-19–driven mortality, likely linked, at least in part, to the heightened prevalence of obesity [4]. Although the precise cause of obesity is yet to be discovered, several factors have been linked to its development [5]. In particular, biology interacts with behavior and demographics (such as socioeconomic status or ethnic and cultural cuisine) to influence obesity risk [6]. Obesity-associated biological factors include, but are far from limited to, genetics and epigenetics, microbiome composition, age, circadian rhythm disruption, pharmaceutical interactions, and comorbidities and their management [6,7].

Table 1. Commercial weight loss services

<table>
<thead>
<tr>
<th>Program</th>
<th>Market share (%)</th>
<th>Intervention</th>
<th>Cost per month, US $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jenny Craig</td>
<td>13</td>
<td>Low-calorie meal replacements with one-on-one counseling</td>
<td>&gt;450</td>
</tr>
<tr>
<td>Nutrisystem</td>
<td>14</td>
<td>Low-calorie meal replacements with one-on-one counseling</td>
<td>300-350</td>
</tr>
<tr>
<td>Weight Watchers</td>
<td>45</td>
<td>Self-monitoring with web-based coaching and points tracking</td>
<td>43 (plus food)</td>
</tr>
</tbody>
</table>

Personalizing Weight Loss Interventions

Recent research has elucidated the mechanisms of food-derived biomarkers, allowing for stratification based on a participant’s unique metabolism of given food products. This permits the targeting of personalized nutrition to groups that are better characterized [8,15,16]. For example, given that low-grade inflammation has been implicated in insulin resistance, mediating inflammation via targeted dietary approaches is a precision nutrition intervention [17,18].

Advances have already been made in the early intervention and risk assessment of participants who are obese by designing therapies based on unique genetic predisposition and risk. Environmental interventions such as diet and exercise can trigger epigenetic changes, altering gene expression in metabolic pathways. Recent research indicates that physical activity and high-fat diets may alter DNA methylation patterns in skeletal muscle and adipose tissue [19-21], influencing weight management [8]. Eventually, researchers hope to elucidate the genetic patterns that influence individual obesity and concomitant illness susceptibility, risk of progression, and response to therapy, to provide participants with optimal treatment [22].

Epigenetics and Their Role in Obesity
Even as science illuminates many genetic risk factors of complex metabolic diseases such as obesity and type 2 diabetes [23-27], these genetic variants account for only a fraction of BMI variation [25]. The missing heritability of obesity might be at least partially explained by interactions between genetics and environmental factors [28]. In particular, specific gene variants may influence sensitivity to certain environmental factors so that exposure to these factors in susceptible individuals can contribute to disease. As individuals who are obese are characterized by considerable heterogeneity within the spectrum of clinical obesity, supporting gene-diet interaction and precision nutrition in different subtypes of obesity is imperative [29-33].

Bariatric surgery is a weight loss option for participants with severe and complex obesity, for whom dietary interventions or digital therapeutics have been less than successful [34-36].
Genetics may be a significant predictor of weight loss following Roux-en-Y gastric bypass surgery [37], but few genetic variants have been characterized to date [38,39].

The Role of Diet in Obesity

Although obesity can, in some cases, be linked to excessive appetite and food consumption, these behaviors may have a genetic component, and even food preferences themselves may have a genetic basis [40,41]. For example, the alpha-ketoglutarate-dependent dioxygenase (FTO) locus rs9939609 has been associated with reduced satiety [42], increased caloric and fat intake [43,44], and a propensity to consume calorie-dense foods [43,45]. The TAS2R38 genotype differentiates potential super-, medium-, and nontasters of bitter-tasting thiourea compounds. These different bitter-tasting profiles appear to be predictive of differential dietary preferences, and in particular, nontasters were observed to have higher BMIs [46]. Considered together and alongside other evidence, this research implies that body weight and BMI may be affected by genetic variations in food preferences, tendencies, and eating behaviors. Elucidating how food intake and body metrics are mediated by genetics is challenging because of the difficulty of reproducing results across varying populations and the complexity of identifying causal interactions [47-49]. Research using randomized controlled trials (RCTs) and large sample-sized biobanks with electronic health records will better characterize how diet and genetics interact to mediate health outcomes [50,51].

The Role of Physical Activity in Obesity

Exercise that can prevent weight gain and promote weight maintenance has been well established through research [52-55]. Evidence suggests that body weight, waist-to-hip ratio, and BMI are significantly associated with adherence to an aerobic exercise intervention [56]. Interestingly, the propensity for exercise appears to be heritable, at least in part, with studies estimating heritability ranging from 9% to almost 80% [57]. MC4R genes appear to be associated with physical inactivity [58]; however, other genes may be associated with adherence and tolerance to physical activity regimens [56].

Gut Microbiome and Its Role in Obesity

The human gastrointestinal tract hosts millions of commensal micro-organisms comprising the gut microbiome, which acts as a virtual endocrine organ regulating nutrient production and metabolism, satiety, and even energy homeostasis [8,59]. These microbes are intrinsically linked to host health, as they are implicated in nutrient processing and metabolism, pathogen displacement, vitamin synthesis, and body weight regulation [60]. Researchers and clinicians have been studying alterations of the gut microbiome in individuals, as perturbations in the gut microbiome appear to underlie the pathophysiology of obesity and associated comorbidities, such as type 2 diabetes and metabolic syndrome [61,62]. Microbiome profiling for nutritional intervention is gaining prominence as a key feature of precision nutrition.

Research on the impact of specific dietary factors on microbiome diversity can guide interventions focused on optimizing gut microbial composition [63]. For example, variation in the lactase (LCT) gene region, associated with response to dairy intake, appears to be associated with the abundance of the gut microbiome Bifidobacterium [64]. In particular, variations in LCT were found to be predictive of the obesity-based modulation of dairy lactose and milk intake [65], indicating that shifts in gut microbiota across LCT genotypes could be tied to the caloric extraction of ingested food [65]. Similar to specific genes, specific bacterial species have also been directly implicated in the etiology of obesity. Methanobrevibacter smithii, for example, can itself metabolize dietary substrates or metabolic byproducts of other bacteria, thereby promoting weight gain [66].

Further evidence ties both an individual’s genetics and diet to microbiome composition because lower microbial diversity appears to be associated with excess weight gain [67]. Even in early childhood, disruptions in the gut microbiome can have a long-lasting influence on adult body weight [68]. Moreover, nutritional interventions such as administering prebiotics and probiotics to manipulate gut microbiota that promote or are refractory to weight loss show potential as obesity interventions but require further study [69]. Weight loss, whether mediated by diet or via bariatric surgery, can alter the gut microbiome in ways that affect the efficacy of various weight loss strategies [70,71]. An interesting feature of bariatric surgery is that it appears to induce obesity-associated gut microbiota to shift toward lean microbiome phenotypes [72].

Behavioral and Digital Interventions in Obesity

As the obesity epidemic continues to proliferate, new digital programs available on websites or as smartphone apps are being leveraged to promote weight loss [73]. Digital programs are agile in that they can easily be modified to reflect the latest research and best practices in a rapidly changing field; they are more cost-effective than traditional in-person programs and are also more easily scalable, increasing their reach [74,75]. Resources can include activity trackers, videos, logs, device-to-device communication, and third-party app compatibility [76]. In addition, research indicates that remotely administered programs can result in significant weight loss [76-79].

Digital programs have the ability to provide personalization to address the plethora of needs presented by participants [76]. Individuals partaking in such programs are still able to leverage interpersonal relationships. Digital health coaching, for example, allows participants to discuss their weight loss journey via any number of communication platforms [75]. According to research, both in-person and telehealth coaching relationships are effective in motivating overweight individuals to work toward weight loss [80]. In a recent study of more than 600 participants in a smartphone-based weight loss program with a coaching component, participants lost, on average, more than 7% of their body weight, successfully passing the 5% weight loss marker that many in-person programs set [75].

The multifactorial nature of obesity is reflected in the myriad heritable, behavioral, and environmental factors that can lead to obesity risk [47]. The most successful interventions are likely to be those that leverage current findings across the full spectrum of obesity-related risk factors: dietary interventions accounting
for both genetic markers of food sensitivity, metabolic predispositions, and behavioral risk as well as those geared toward optimizing gut microbial diversity and composition; physical activity measures taken in consideration of genetic risk profiles; and behavioral modifications undertaken via digital care [59]. The precision nutrition therapy offered by Digbi Health aims to account for these various factors in delivering a personalized course of obesity intervention [59]. In this study, we describe the weight loss of a cohort of participants enrolled in the Digbi Health program, modeling and analyzing genomic, lifestyle and engagement factors that were found to be influential in this cohort. It was hypothesized that weight loss models would exhibit a better fit when incorporating genomic data than when using demographic and engagement variables alone.

Methods

Recruitment

For this study, we identified all Digbi Health participants who were enrolled between June 2019 and June 2020, had been in the program for at least 120 days, and had been genotyped by Digbi Health. Sample collection kits were shipped to 443 participants, of which 393 mailed back their samples for processing, thereby yielding a cohort size of 393. Among these participants, 315 individuals self-identified as female, 77 individuals self-identified as male, and one individual declined to state. All participants self-enrolled for the Digbi Health therapy via a large California-based insurance payor wellness program. The qualifying criteria to join the program were BMI >25 kg/m², with a comorbidity (e.g., prediabetes, diabetes, cardiovascular disease, or hypertension) or BMI >30 kg/m², regardless of comorbidities. Participants were advised to remain under the care and supervision of their existing physicians and were further advised to notify physicians and other health care providers of their participation in the Digbi Health program. The data set included data from each participant’s first 120 days in the program. This Digbi Health anonymized, retrospective research study was exempted from full review by the Ethical and Independent Review Services West Coast Board, Corte Madera, California, reference 20149-01. All participants agreed to the Digbi Health terms and conditions and privacy policy when enrolling in the therapy.

Intervention

Digbi Health is a next-generation, prescription-grade, digital therapeutic platform that uses artificial intelligence to analyze genetics, gut bacteria, lifestyle habits, and socioeconomic and behavioral risk patterns to create evidence-based personalized nutrition, fitness, sleep, and stress management programs to reduce weight and reverse weight-related inflammatory gut, musculoskeletal, cardiovascular, and insulin-related diseases. Digital precision care interventions are delivered via web-based or mobile apps to expand the accessibility, safety, and effectiveness of health care. Digbi Health’s individualized program is geared primarily toward individuals who are overweight or obese, with or without a comorbidity, and functions as a weight loss management tool. The therapy is currently covered by a large California-based health insurance payor for their qualifying members through its obesity management wellness platform.

On enrolling in the Digbi Health program, participants were provided with web-based log-in credentials and were mailed a Bluetooth-compatible digital weighing scale and saliva and stool biosampling kits. App usage consisted of daily tracking of weight (via the Bluetooth scale), tracking of dietary intake (uploading photographs of all food items consumed), and tracking wellness-associated metrics (sleep quality and quantity, exercise type and duration, stress and meditation, energy levels, cravings, and recommended foods consumed or avoided).

Sample Collection

The individual’s DNA was self-collected using a buccal swab (Mawi Technologies iSwab DNA collection kit, model no. ISWAB-DNA-1200), Saliva DNA extraction, purification, and genotyping using Affymetrix Direct to Consumer Array version 2.0 on the Affymetrix GeneTitan was all performed by the AKESOgen laboratory. The results presented in the genetics section of the report were determined by the number of markers and risk genotypes present in the genomic raw data, the Digbi Health reports were loaded into the app, and coaching was individualized based on participants’ genomic risk factors. Individuals’ gut microbiomes were self-collected via a fecal swab (Mawi Technologies iSwab Microbiome collection kit, model no. ISWAB-MBF-1200). Sample processing and 16SrRNA-targeted next-generation sequencing were performed at the AKESOgen laboratory. Although the app and coaching are personalized based on participants’ microbiome data, these data were not analyzed in this study and are the subject of a forthcoming research article. The personalized Digbi Health plan was systematically reviewed with the participants in individualized sessions with the health coach over a 4-month period at regular, predetermined, weekly, and biweekly intervals.

Genetic Report

The Digbi Health genetic report consisted of two sections: gene nutrition and gene fitness. The gene nutrition report analyzed participants’ genotypes that have been shown to influence nutritional traits, such as diet and weight management, micronutrient requirements, food intolerance and sensitivity, and several other attributes relevant to nutritional well-being. For each of these traits, participants were assigned a high-, medium-, or low-risk score based on the number of risk alleles detected, and health coaches guided interventions based on these potential risks (e.g., suggesting someone with high risk for gluten intolerance eliminates dietary gluten or someone with medium risk reduces consumption). The degree of risk associated with any specific single-nucleotide polymorphism (SNP) was determined by the presence of 0, 1, or 2 risk alleles. Several individual SNPs may have contributed to a single trait or function, and some of these SNPs might have increased the risk for a trait, whereas others may have decreased it. In Digbi Health gene reports, as many SNPs as possible were considered when determining the risk of a particular trait. Although Digbi Health coaching is individualized based on several different traits, a number of notable traits and associated SNPs and how risk factors for these traits inform individualized health coaching.
have been highlighted in the Results and Discussion sections of this paper.

The gene fitness report analyzed SNPs studied in conjunction with fitness regimes, exercise motivation, and the ability to develop various types of muscle fibers. This section of the report also analyzed the potential inflammatory response to exercise, including endurance, strength, and flexibility training. As in the gene nutrition section, each trait was assigned a high-, medium-, or low-risk score based on SNP data, and health coaches guided participants through recommendations for healthy exercise.

**Gut Microbiome Report**

In addition to using genetic risk profiles to guide the course of participants’ precision care, the Digbi Health program also analyzed gut microbiome profiles (collected from stool swab sampling) to guide the course of care. However, in this study, we aimed to analyze only the effect of demographics and lifestyle and genomic factors on weight loss; the incorporation of the related microbiome data and how they inform individualized health coaching is the subject of forthcoming analyses from our group, currently in preparation.

**Lifestyle**

The Digbi Health therapy is a 120-day program that uses body metrics, gut microbiome and genetic profiles, and personalized health coaching to manage weight loss. Participants use the Digbi Health app to track 10 key lifestyle and wellness markers (weight, sleep, hunger, cravings, stress, meditation, superfoods, morning energy, foods to avoid, and exercise) on a daily basis and take photos of the food they consume. Each participant is assigned a health coach who works personally with the participant through 12 guided sessions at various intervals to interpret the personalized wellness reports generated from sampling participants’ DNA and gut microbiota. The reports also provide a breakdown of obesity risk based on individuals’ genetic and gut microbiome profiles. The program is geared toward participants losing at least 5% of their baseline body weight by day 90 of the 120-day program. To achieve this goal, the program seeks to nudge participants toward making incremental lifestyle changes focused on reducing sugar consumption, timing meals to optimize insulin sensitivity, reducing systemic inflammation by identifying possible inflammatory and anti-inflammatory nutrients via genetic testing, and establishing a base level of physical activity. The personalized incremental behavioral modifications suggested by the program are designed to reduce inflammation, optimize gut health based on microbiome testing, and most importantly are supported by health coaching and the app to integrate into the participant’s lifestyle so as to be sustainable long term. The genetic profile of Digbi Health users identifies several nutrient and food risk factors that have associations with obesity, comorbidity, or inflammatory risk (e.g. gluten sensitivity, lactose tolerance, caffeine sensitivity, fatty acid metabolism, blood pressure response to salt or riboflavin intake, or reduced insulin resistance with exercise), and health coaching guidance is tailored specifically to incorporate participants’ risk profiles.

**Statistical Analysis**

The data from our cohort of 393 participants over their first 120 days in the Digbi Health personalized digital weight loss program were analyzed retrospectively. Interpretable regression models (linear and logistic) were built, and visualizations generated using R software (R Core Team). Modeling of demographic and behavioral engagement was conducted by fitting 2 linear regression models of weight loss (pounds lost and percentage lost) in this cohort as a function of the variables listed in Table 2.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values, mean (SD)</th>
<th>Males, mean (SD)</th>
<th>Female, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting BMI</td>
<td>34.77 (6.66)</td>
<td>33.75 (5.36)</td>
<td>35.01 (6.92)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>45.06 (12.02)</td>
<td>46.82 (11.58)</td>
<td>44.63 (12.1)</td>
</tr>
<tr>
<td>Number of weight entries</td>
<td>146.39 (133.01)</td>
<td>142.62 (110.18)</td>
<td>147.31 (138.16)</td>
</tr>
<tr>
<td>Number of food photos posted</td>
<td>115.2 (139.33)</td>
<td>108.64 (115.59)</td>
<td>116.81 (144.65)</td>
</tr>
<tr>
<td>Number of coaching sessions completed</td>
<td>4.95 (2.99)</td>
<td>5.17 (2.98)</td>
<td>4.9 (3)</td>
</tr>
</tbody>
</table>

Genomic-enhanced models were built by incorporating 197 SNPs from participant genomic data as predictors, using Lasso regression on SNPs for variable selection, and then fitting a model to the data set after adding the selected SNPs to the previous engagement variables. The 197 genomic variables were from Digi-curated panels of SNPs associated with obesity, fitness, nutrient metabolism, and inflammatory markers (Table S1 in Multimedia Appendix 1 [81-88]). Each SNP value was encoded for each participant as their number of risk alleles (0, 1, or 2). One participant did not identify gender, therefore was excluded from all models, resulting in 392 observations included in each of the 4 linear regression models.

Success or failure logistic regression models were also fit, with and without genomic data. Genomic variables were similarly selected from the full panel of 197 SNPs using Lasso logistic regression. Success was defined as ≥5% weight loss, failure as weight gain or negligible change of <2 lb (0.9 kg). Removed from this model were observations of participants who were only partially successful, having lost weight but without reaching the milestone of 5% weight loss. This resulted in the inclusion of 251 cohort participants in the logistic models, both genomic-enhanced and demographic and engagement only.

Insignificant variables were removed from each model, resulting in 6 final interpretable models, half containing demographic and behavioral engagement variables only, whereas the remaining 3 were genomic enhanced.
Demographic variables included gender, age, and baseline BMI. Behavioral engagement variables included the number of coaching sessions completed, number of weight entries, and number of food posts (Table 2). As the number of food posts and number of weight entries were highly correlated (Pearson correlation 0.98), each regression model could include one but not both. To incorporate both variables in modeling, the number of food posts was retained as a predictor for the linear models, whereas the number of weight entries was kept as a predictor for the logistic models.

For genomic-enhanced models, SNP variables were imputed to the most frequent value (mode). SNPs with >10% missing information, high (≥0.8) Pearson correlation with another variable, or zero variance were removed, resulting in 124 SNPs remaining for linear and 122 SNPs remaining for logistic model variable selection by Lasso regression. The SNPs with nonzero coefficients after Lasso regularization for that particular outcome variable (pounds lost, percentage weight loss, and successful weight loss) then served as predictors, along with the three demographic variables and two engagement variables (number of coaching sessions completed along with either number of weight entries or number of food posts).

Results

Weight Loss

A total of 393 participants were included in this study to describe and model the weight loss of participants enrolled in the Digbi Health program for 120 days. Of these, 80.4% (315/392) were female and 19.6% (77/392) were male, and one participant declined to state. Tables S1 and S2 in Multimedia Appendix 1 provide a full distribution of the baseline variables. A total of 72% (283/393) participants lost weight compared with 10.7% (42/393) who gained weight, whereas for 17.3% (68/393) participants, the weight remained within normal fluctuations (Table S3, Multimedia Appendix 1). A total of 142 participants lost ≥5% of their baseline body weight within the first 120 days. Improvement in both BMI measures and BMI class over 120 days of treatment is evident in Figure S1, with 25.0% of participants having lost enough weight to move to a lower BMI class (Table S4 in Multimedia Appendix 1). BMI class was defined as presented in Table S5 of Multimedia Appendix 1.

As hypothesized, the addition of genomic predictors substantially improved the fit of weight loss models. For linear regression weight loss models (pounds lost and percent), the addition of genomic data improved the mean squared error from 70 to 60 and 16 to 13, respectively, whereas the logistic success or fail model improved pseudo $R^2$ from 0.193 to 0.285.

Figure 1 depicts the distribution by gender of percent weight loss. The difference in percent weight loss for males and females was found to be statistically significant (Welch two-sided two-sample $t$ test, $P=.02$). At an average of 4.8 (SD 4.2) percent of body weight lost, the difference in weight loss between males and females was 1.3 (SD 0.5) percent of body weight. Gender was significant to all linear regression models (Tables S6-S9 in Multimedia Appendix 1) but not to the logistic success or fail models (Tables S10 and S11 in Multimedia Appendix 1), as both women and men succeeded in 5% weight loss within 120 days.

Figure 1. Weight loss (%) distribution by gender.
Significant Variables

Unsurprisingly, baseline BMI was significant to both pounds lost linear models (Tables S6 and S7 in Multimedia Appendix 1) but not for any other model. The participant’s age was not significant in any of the models. Increased completion of coaching sessions was significantly associated with increased weight loss in all regression models (Tables S6 to S11 in Multimedia Appendix 1). The two highly correlated engagement variables, number of weight entries and number of food posts, were significant to all models in which they were considered (as described earlier, weight entries were in logistic models, whereas food posts were in linear models; Tables S6 to S11 in Multimedia Appendix 1).

Significant SNPs

In addition to the demographic and engagement variables described earlier, the genomic-enhanced models identified 10 SNPs that were significant to the linear pounds lost model (Table S7 in Multimedia Appendix 1), 11 SNPs to the linear weight loss percentage model (Table S9 in Multimedia Appendix 1), and 6 SNPs to the logistic model (Table S11 in Multimedia Appendix 1). Of the SNPs found significant to the linear models, 8 SNPs were common in both genomic-enhanced linear models (Tables S7 and S9 in Multimedia Appendix 1). In total, 3 notable SNPs were found to be strongly associated with changes in body weight for this cohort, rs17300539_G, rs2016520_C, and rs4074995_A, were further explored. The literature suggests explanatory metabolomic factors and findings from recent studies that provide context and explanation for these associations in our descriptive study.

Rs17300539 is located in the promoter region of the ADIPOZ gene, which encodes adiponectin [89]. The high-risk allele has been associated with insulin resistance, whereas the low-risk allele may be associated with protection from weight regain postweight loss intervention [90]. Moreover, the high-risk allele has been associated with higher weight, BMI, and waist and hip circumferences. However, genotype-related differences in BMI became undetectable in the interaction with a diet that is low, below the median (ie, <13% of energy intake) in monounsaturated fats (MUFAs) [91]. This led researchers to propose the possibility of moderating high risk with dietary interventions to reduce MUFAs for those with the risk alleles. Of the 392 participants, 334 were homozygous for the high-risk allele (G), 54 were heterozygous for the risk allele, and 4 were homozygous for the low-risk allele (Table 3).

<table>
<thead>
<tr>
<th>SNP^b id</th>
<th>Number of participants, n (%)</th>
<th>0 risk allele</th>
<th>1 risk allele</th>
<th>2 risk allele</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs17300539</td>
<td>G</td>
<td>4 (1.0)</td>
<td>54 (13.8)</td>
<td>334 (85.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>rs2016520</td>
<td>C</td>
<td>244 (62.2)</td>
<td>127 (32.4)</td>
<td>20 (5.1)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>rs4074995</td>
<td>A</td>
<td>159 (40.3)</td>
<td>67 (26.7)</td>
<td>25 (10.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

^aDistribution of risk alleles of single-nucleotide polymorphisms from weight loss models that were highlighted in plots and Discussion section of the paper.

^bSNP: single-nucleotide polymorphism.

The regression models are interpretable models describing weight loss in this cohort and may be visualized to gain insight into variables found to be significant. Figure S3 in Multimedia Appendix 1 and Figure 2 depict the relationships of engagement variables and rs17300539 to weight loss in the genomic-enhanced weight loss percent model. These plots reveal the least squares fit of weight loss percent for females (panel A) and males (panel B), as the two visualized predictors are varied while holding all other model variables constant (SNPs were held constant at their most frequent [mode] values, whereas engagement variables were held constant at their gender-specific means, except for coaching sessions completed, which was fixed at its gender-specific median). The visualizations permit us to see the model relationships of particular predictors, as they impact the outcome variable. For example, the weight loss (%) model fit to this cohort describes the average male having 2 risk alleles who posts no food photos as losing 3.5% of body weight, whereas the average male with the same genomic risk who posts 975 food photos loses 8.75% of body weight (Figure 2). The coefficients of the fitted predictors reveal that in this model, for every 100 additional food posts, participants lose, on average, an additional 0.60% weight while holding all other model predictors constant (Table S9 in Multimedia Appendix 1).

In this model, for each additional risk allele (G) of rs17300539, participants lose, on average, an additional 1.09% weight while holding all other model predictors constant (Table S9 in Multimedia Appendix 1). Similarly, as the number of risk alleles of rs17300539 increases from 0 to 1 to 2, so does percentage weight loss as a function of greater behavioral engagement measured both in the number of completed coaching sessions (Figure S3 in Multimedia Appendix 1) and the number of food photos posted (Figure 2). In essence, participants in this cohort who were at higher risk lost a greater percentage of weight compared with their lower risk counterparts. Moreover, the percentage of weight loss increased in proportion to greater behavioral engagement.
Rs2016520 is a variant of the PPARD gene, which encodes a protein implicated in fat metabolism and baseline cholesterol levels [92]. In women, this SNP has been shown to be associated with muscle development and blood cholesterol reduction after a 12-week exercise regime [93]. High-risk alleles predisposed women to less weight loss on exercise [93]. Of the 392 participants, 20 were homozygous for the high-risk allele (C) of SNP rs2016520, 127 were heterozygous for the risk allele, 244 were homozygous for the low-risk allele, and 1 had no available data (Table 3).

Similar to Figure 2 and Figure S3 in Multimedia Appendix 1, Figure 3 and Figure 4 and Figure S4 in Multimedia Appendix 1 reveal the least squares fit of weight loss in pounds for females (panel A) and males (panel B) as the two visualized predictors are varied while holding all other model variables constant. The weight loss pounds model fit to this cohort describes the average female having 2 risk alleles who posts 975 food photos as losing 21 lb (9.5 kg), but only 8 lb (3.6 kg) if no food photos are posted (Figure S4A in Multimedia Appendix 1). Similarly, this model describes the average male having 2 risk alleles as losing 25 lb (11.3 kg) with 975 food posts but only 13 lb (5.9 kg) with no food posts (Figure S4B in Multimedia Appendix 1). As visualized in Figures 3 and 4 and Figure S4 in Multimedia Appendix 1 the effect in this descriptive model of an increase in the number of risk alleles from 0 to 2 is that pounds of weight loss with respect to engagement increases when engagement is measured either as the number of coaching sessions or as the number of food photos posted in the Digbi Health app. Moreover, as seen in Figure 4, a higher baseline BMI was associated with more pounds lost. Males lost more weight than females in each risk group of this SNP.

The rs4074995 SNP has been implicated in calcium-potassium regulation [94]; it is located within the RGS14 gene and is associated with both serum phosphate [95] and serum calcium [96] levels. In particular, each copy of the A allele is correlated with an increase in serum calcium concentration [96]. For the rs4074995_A SNP, of the 251 participants, 25 were homozygous for the high-risk allele (A), 67 were heterozygous for the risk allele, and 159 were homozygous for the low-risk allele (Table 3). The sample size of 251 was smaller than for the abovementioned linear models because rs4074995 was chosen to be highlighted as a predictor of the genomic-enhanced logistic regression (success vs failure) model, which was fit to a subset of the cohort that experienced success, defined as ≥5% weight loss, or failure, defined as weight gain or negligible change of <2 lb (0.9 kg).
Figure 3. Weight loss (lb) versus completed coaching sessions by rs2016520 (cholesterol single-nucleotide polymorphism) in females (A) compared with males (B).

Figure 4. Weight loss (lb) versus baseline BMI by rs2016520 (cholesterol SNP) in females (A) compared with males (B).

As seen in Figure 5 and Figure S5 in Multimedia Appendix 1, as the risk alleles of SNP rs4074995 increase from 0 to 1 to 2, there is an increase in the success score, which is the likelihood of this model assigning a particular observation to the success class. Similar to the other models, we found that an increased number of coaching sessions completed is associated with a sharp increase in the success score. However, on highest engagement, the effect of risk status diminishes (those with 0, 1, or 2 risk alleles were approximately equally likely to achieve weight loss on highest engagement).
Discussion

Principal Findings

A group of 393 participants underwent lifestyle changes over 120 days through the Digbi Health program—a precision digital care program applying machine learning analytics to genetic and microbiome profiles, demographics, and self-reported lifestyle habits—delivering care through the app and weekly health coaching check-ins. Over the duration of the program, patients’ genomic and gut microbiome data pertinent to weight loss (from Digbi Health–curated panels) were provided and translated into lifestyle recommendations and recipes. Of the participants, 72% (283/393) lost weight, whereas 10.7% (42/393) gained ≥2 lb. Of those who lost weight, 50.2% (142/283) were able to lose 5% or more over 120 days.

Interpretable linear regression models of weight loss in this cohort (pounds lost and percentage lost) as a function of demographic and behavioral engagement variables were fit to describe the weight loss of this cohort. Genomic-enhanced models were also built by adding participant genomic data as predictors. Interpretable success or failure logistic regression models were also fit, with and without genomic data. The addition of genomic predictors substantially improved the fit of all models.

The fitted models were examined to gain insights into the weight loss journey of this cohort. Gender, engagement, and specific SNP risk alleles were significantly associated with successful weight loss. The models described greater average weight loss in our cohort for participants having more of certain risk alleles. Here, we consider how successful weight loss may be obtained in the face of greater genetic risk factors. Notably, Digbi Health precision coaching for lifestyle modification is personalized to these genetic risks, and patients reported realizing success that was previously unattainable after being empowered by the knowledge of their genetic and microbiome risk factors, accompanied by advice on lifestyle modifications to address these risks.

We profiled three of these genetic markers (see Results section) to elucidate their relationships with explanatory metabolomic processes and weight gain and loss. Here, we connected these relationships with personalized recommendations delivered by the Digbi Health app and coaching staff. The profiled SNPs were associated with circulating adiponectin and response to dietary MUFA consumption, fat metabolism, and baseline cholesterol levels, and serum calcium levels and calcium-potassium metabolism were strongly associated with weight loss success.

As an example of personalized dietary advice delivered by both the app and coach for program participants who are at genetic risk of weight gain, we considered the advice delivered to participants with a different genetic outlook with regard to rs17300539, a risk allele for weight gain with high MUFA intake. This SNP is depicted in the visualizations of our linear model for weight loss percentage (Figure 2 and Figure S3 in Multimedia Appendix 1). As reported earlier, participants in this cohort who were at higher risk lost a greater percentage of weight compared with their lower risk counterparts, and percentages of weight loss correlated with greater behavioral engagement. This finding can be explained by the fact that those with high risk for this trait were advised by both the app and human coaching to avoid MUFA consumption as much as possible (contrary to the conventional wisdom that these—olive oils, almond oils, etc—are comparatively healthy fats). Instead, they were advised to shift to the consumption of polyunsaturated or saturated fats, depending on their genotypes [97]. Moreover, this SNP is associated with insulin resistance, and parts of the Digbi Health Nutrition Plan (eg, intermittent fasting and reducing processed carbohydrate consumption) would be expected to reduce insulin resistance, addressing the risk associated with this SNP, thereby helping with weight loss [93].
The linear regression pounds lost models found an association between higher baseline BMI and increased weight loss in this cohort (Figure 4). For each one-unit increase in baseline BMI, participants lost an additional 0.2 lb (0.09 kg) on average while holding the other variables in the model constant. This finding could be encouraging to new participants with higher BMI, who may have attempted weight loss with other programs but without much success. Adding genomic information (Figure 3), the model describes the average man of this cohort at the highest baseline BMI, having 2 risk alleles for rs2016520_C and completing five coaching sessions as losing 21 lb (9.5 kg), but women having the same risk outlook and behavioral engagement as losing, on average, 16.5 lb (7.5 kg). When compared with participants of the same gender, baseline BMI, number of coaching sessions, and genomic outlook for all SNPs except rs2016520_C, participants in this data set lost 2.4 lb (1.1 kg), on average, over their treatment for each additional risk allele they had of rs2016520_C (Table S7 in Multimedia Appendix 1).

This SNP is poorly characterized in the general population, but studies associate it with BMI and waist circumference among Han Chinese [98] as well as with cholesterol metabolism [99]. This latter association drives the recommendation by Digbi Health that participants presenting with the high-risk allele limit cholesterol consumption. The association between the number of risk alleles of rs2016520_C and increased weight loss in this data set may indicate the efficacy of data-driven coaching by Digbi Health. A visualization in Figure 3 of this descriptive model depicts a male of average baseline BMI and the most frequent genomic outlook for all except rs2016520_C, participants in this data set lost 2.4 lb (1.1 kg), on average, if he completed 12 coaching sessions, but only 11 lb (5.0 kg) on average with only one coaching session over the course of treatment.

Calcium is an essential mineral critical for vascular function, muscle function, neurotransmission, cell signaling, and hormone secretion [100]. Serum calcium levels tend not to respond directly to dietary calcium intake, and instead, the body relies on reservoirs in bone tissue to maintain consistent calcium secretion [100]. Recent research has emerged tying higher serum calcium levels to the development of insulin resistance and cardiovascular hypertension [101]. High serum calcium levels have long been correlated with obesity [102]. Figure 5 depicts the success or fail logistic regression model of the associations between the number of coaching sessions completed and rs4074995_A with successful weight loss while holding all other variables in the model constant at their most frequent number of risk alleles. As with the linear model, in this Digbi Health treatment cohort, increasing total coaching sessions was associated with higher success in losing weight. Those at high risk for excess serum calcium levels were especially encouraged to embrace intermittent fasting and carbohydrate avoidance to combat insulin resistance. This may explain their higher success in achieving ≥5% weight loss (Figure S5 in Multimedia Appendix 1). We found that for participants with more risk alleles of the rs4074995 SNP, success in weight loss increased with more coaching, although it was not as pronounced in those with minimum (0) risk alleles. It may be that success for those with more risk alleles was not as heavily dependent on more coaching sessions, as the app itself conveys pertinent dietary advice.

In addition, our data strongly indicate that behavioral engagement, particularly coaching, contributed to weight loss success. Participants experienced, on average, 0.37% more weight loss with each additional coaching session while holding all other model variables constant (Table S9 in Multimedia Appendix 1). All models found weight loss to be significantly associated with behavioral engagement with the program and app (number of coaching sessions completed, weight entries logged, and food photos logged as predictors). Food photos and weight tracking showed more than 98% correlation with each other and both were significantly associated with weight loss success (Tables S6 to S11 in Multimedia Appendix 1). Prior research has shown that regular engagement with digital weight loss platforms and regular weight tracking is associated with greater weight loss success [103].

We hypothesized that successful weight loss was achieved by adhering to data-driven dietary recommendations that depart from conventional nutritional weight loss advice. Of those 10.7% (42/393) of the participant population who gained weight, there was a notable lack of engagement in the program. Those who gained weight, compared with their counterparts who lost weight, tended to neither engage in coaching nor regularly use the Digbi Health app to log body weight and post food photos of meals. Those who checked in with the coach regularly and logged into the app frequently to post weight and food photos were more likely to lose weight than those who did not.

Coaching sessions completed, along with other behavioral engagement variables, differed between participants who lost weight and those who gained weight, whereas baseline weight and BMI did not. The density plots in Figure 6 fairly compare distributions of the two groups: although many more people lost weight than gained, the area under the curve of each group is uniform at 1. Figure 6A illustrates the distributions of completed coaching sessions for those who lost weight (blue) versus those who gained weight (red). The difference is striking: only a fraction of those who failed to lose weight completed at least five (the mean and median) coaching sessions, whereas those who succeeded generally completed five or more. All three measures of engagement were significantly higher in participants who lost weight (blue) versus those who gained weight (red). These distributions are visualized in Figure 6. In contrast, however, Figure S6 in Multimedia Appendix 1 shows no statistical difference in means in (A) baseline weight and (B) baseline BMI, confirmed by the Welch two-sided two-sample t test (P=.64 and P=.42, respectively) between participants who lost (blue) versus gained (red) weight.
Distributions of engagement variables differ by weight loss group. Measures of engagement were higher in participants who lost weight (blue) versus those who gained weight (red). Statistical difference in means confirmed by the Welch two-sample t test (A) coaching sessions ($P < 0.001$), (B) number of weight entries ($P < 0.001$), and (C) number of food posts ($P < 0.001$). Less than 2-lb gain or loss was considered negligible and excluded from this figure. Engagement variables were summed over the study period of 120 days.

Table 2 and Table S1 in Multimedia Appendix 1 show the distributions of variables based on gender. A notable feature of this cohort is that women are grossly overrepresented—a feature that is not specific to the demographics of obesity. Although globally, more women are obese than men, the disparity is driven in large part by demographics, particularly in Africa and the Middle East. In Western countries, men are more likely to be obese [104], which is not reflected in our sample. Instead, our participant demographics may be more reflective of individual self-image. Women appear more likely to perceive themselves as overweight and are more likely to attempt weight loss [105]. Exploration of gender differences in weight loss maintenance reported that men comprised only 27% of participants in behavioral weight loss programs [106,107].

Additionally pertinent to the gender composition of this cohort is that patients self-select and continue with the weight management program of Digbi Health based on the approach they feel works for them. One study indicated that women were more than twice as likely to report having used an organized weight loss program, whereas men were more self-directed in their weight loss [108]. In a single-blinded, randomized clinical trial, the efficacies of three e-coaching approaches were compared: no coaching, nondirected coaching, and directed coaching. Women achieved most success (weight loss, reduction of waist circumference, and improvement of physical activity) in the first 12 weeks with directive e-coaching (similar to Digbi Health), whereas men lost more weight with nondirected e-coaching [80,109]. Men who chose the Digbi Health program succeeded in weight loss. In this cohort, men lost more weight than women over 120 days, consistent with previous findings that men lose weight faster than women [110]. However, the low participation in behavioral weight loss programs, such as that examined here, points to the importance of identifying the underlying factors that impact early engagement and success in weight loss. We are currently undertaking such a study, with the aim of innovating for a level of personalization that will empower and drive success with different subgroups of clients, including men.

Recent research has explored the incorporation of genotypic information into nutritional advice. Researchers have tested the hypothesis that dietary interventions using personalized genotype information have greater efficacy than the same
interventions without genomic data, achieving mixed findings [111-115]. However, these studies tested only a few SNPs. Some groups found no benefit from genomic information [22,111], whereas others found specific SNPs (eg, APOE and ACE genes) to be associated with improved dietary changes [21,23]. Some studies observed an increase in positive dietary behaviors on the part of participants who carried a risk allele pertinent to a dietary factor (eg, sodium and fat) with whose recommendations they had not been adhering [21,23]. This aligns with our anecdotal experience of Digbi Health clients, including those in this cohort who had risk alleles for rs17300539, rs2016520, and rs4074995, as described earlier.

Food4Me [111] conducted an RCT to investigate the effectiveness of internet-based personalized nutrition interventions on weight loss and dietary intake with 1269 participants randomized into four groups: one control without personalization and three personalized groups, each with an additional level of personalization: personalized by individual baseline diet, by baseline diet and phenotype (anthropometry and blood markers), and by baseline diet, phenotype, and genotype (5 SNPs). The group comprising participants combined from all three levels of personalized nutrition experienced significantly better improvements in body weight and BMI at month 3 and a more positive behavioral change than the control group. The authors found no evidence that the addition of either phenotype or phenotype plus genotype information to individual baseline diet data enhanced the efficacy of the personalized intervention. However, none of the three personalized interventions, including individual baseline diet, were reportedly tested in isolation for differences in outcomes from the control protocol, and furthermore only five variants were used in genomic personalization.

The five variants used in the Food4Me genomic personalization were from the MTHFR, FTO, TCF7L2, APOEε4, and FADS1 genes [116]. Of these five variants, three were present in the Digbi Health panel of 197 curated SNPs, and of these 3 SNPs, only rs7903146 from the TCF7L2 gene was found to be significant to any of our 3 genomic-enhanced models (linear percent weight loss, linear pounds lost, and logistic success or fail). Rs9939609 (FTO gene) and rs1801133 (MTHFR) were the 2 SNPs that were a part of our gene panel, and hence included as variables, but were found to not significantly contribute to any of the three weight loss models. Rs7903146 was found to be significant to the linear percent weight loss model, and although it was selected as a variable by Lasso for the pounds lost model, it was not statistically significant. Research associates rs7903146 with a higher risk of gestational [117,118] and type 2 [119-121] diabetes as well as reduced insulin levels [119,122]. These medical implications are especially relevant to postmenopausal women [123] as well as those in childbearing years. Unlike the pounds lost model, the percent weight loss model captures weight loss independently of start weight and more aptly models women’s weight loss along side that of men. Digbi Health has a robust protocol to address diabetes risk and insulin resistance, which differs substantially from the Food4Me personalization based on rs7903146 as reflected in the Food4Me article (including the decision tree for TCF7L2-based information delivered to level 3 “Diet plus phenotype plus genotype” in Figure S3 in Multimedia Appendix 1) [111]; thus, we would not expect the outcomes of our personalization regarding this SNP to be the same. We noted that Digbi Health personalization arises from the much broader set of traits in our curated panels and a greater number of SNPs associated with those traits, enabling personalization that is more fine-grained than that informed by a few SNPs. We are not aware of any RCT to test the added value of genomic data that uses the breadth of genotypic markers considered in the Digbi Health program.

Conclusions

Over the last two decades, the obesity epidemic has coincided with a dramatic change in unhealthy eating habits, a sedentary lifestyle, and physical inactivity. In the United States, more than 40% of the adult population is now overweight or obese. Hereditary predisposition to obesity may have interacted with the obesogenic environment and contributed even further toward the epidemic. The recent accumulation of genomic and lifestyle data has led to the demonstration of possible effects of gene-environmental interactions on obesity [124]. Data from dietary intervention trials indicate that genetic variants, particularly those linked to obesity, metabolism, and nutrient consumption, may significantly alter changes in adiposity and metabolic responses to nutritional interventions and promote effective weight loss [59].

In the foreseeable future, the incorporation of data on genes, eating patterns, metabolites, and gut microbiome into weight loss interventions will be one of the most promising fields of precision care and may allow for the generation of predictable weight loss models based on individual genomic, microbiomic, and metabolomic factors. The goal is precision nutrition, individually tailored to enable effective weight loss and prevent chronic diseases on the basis of genomic history; habitual consumption of food and drink; intake of nutrients (especially those that contribute to disease risks); and metabolomics, microbiome, and other omics profiles of a person [59].

Although using precision medicine to target heterogeneous conditions may seem counter-intuitive, it is the heterogeneous nature of conditions, such as obesity and metabolic illness, that make them such potent targets for intervention, impacting the greatest number of people [8]. Obese subpopulations identified as genetically predisposed to favorably or unfavorably respond to a given weight loss intervention could be targeted accordingly.

To date, few studies have investigated metabolomic functioning, lifestyle and behavioral mechanisms, and gut microbiome, which can affect obesity and health at the interface between genetic variation and the environment. The Digbi Health digital precision weight loss program operates at this interface. This study was limited by its retrospective and descriptive nature. The field of precision nutrition would benefit from additional prospective randomized controlled studies on a larger scale. Although such studies will be needed to validate these findings, the analysis and modeling presented here appear to support dietary precision interventions considering genetic predisposition to disease and genetic variants defining dietary preference and metabolic risk. In addition, our results point to the efficacy of
coaching that empowers and actively engages participants in their own success.

Future studies should explore the synergistic effects of genomic variables in interactions with other genome, microbiome, and lifestyle and behavior variables. A follow-up to the work presented here, exploring not only the effect of incorporating genomic data but also including the microbiome data used in Digbi Health precision care, is currently in preparation. Personalized protocols that incorporate data on genes, eating patterns, metabolites, and gut microbiome into weight loss interventions may well be a promising field of precision care, allowing for the generation of predictable weight loss models that account for the synergistic effect of these influential factors.
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We read with interest the recent article on medical publication of COVID-19-related research by Ålgå et al [1]. We acknowledge their topic modeling approach to analyze publications about COVID-19. However, we would like to emphasize that although research on COVID-19 is receiving wide support, other areas in medicine are facing a lasting problem. Many studies are blocked or slowed down due to delayed or interrupted recruitment of patients and/or delayed analyses or processing. With entire wards and hospitals converted to COVID-19 units, the numbers of elective surgeries and hospitalizations are substantially reduced and many nonessential hospital visits are postponed, substantially reducing the possibilities for patient recruitment and follow-up. Many resources primarily used for research and clinical and translational studies have shifted to the diagnostics and management of COVID-19; although this shift testifies to the positive robustness and flexibility of the medical system, it inevitably slows down other, at this moment “nonessential,” research activities. Many physicians are working on COVID-19–related topics and with patients with COVID-19, temporarily suspending their regular research activities. In the situation of lockdown set by governments, researchers continued working on the already available specimens and data from their home offices and communicating via web-based platforms [2]. Despite no apparent decline in manuscript submissions, a reduction in publishing by women has already been observed in some fields [3], suggesting that the real consequences for scientific publishing are yet to come. Processing already available data and manuscript preparation is possible from home, but patient recruitment and conduction of ongoing clinical trials are essential for further scientific breakthroughs. In this context, scientific progress will be one of many victims of COVID-19, and discoveries related to a spectrum of diseases other than COVID-19 will be delayed, especially if funding is reduced [4,5]. Although risk management strategies are a regular part of scientific work and are already obligatory at the step of writing grant proposals, this prolonged uncertainty and worldwide blockade go beyond what anyone could have imagined as a “force majeure.” Therefore, we need to find new, creative solutions for continuing research in such situations, guaranteeing safety for patients, researchers, and research quality, to ensure that the society is not deprived of new discoveries in medicine. In this context, computer-based
simulations and analysis of open data will become increasingly important in the future.

As reported by Čalgà et al [1], the types and topics of published articles on COVID-19 have evolved during the pandemic, updating the scientific audience in a timely fashion. In contrast, in some previous epidemics, such as H1N1 [1] or Middle East respiratory syndrome and severe acute respiratory syndrome, most results were published after the outbreak [6]. From the administrative side, we think that the COVID-19 pandemic should be accepted as a “force majeure” for non–COVID-19 research, where the funding agencies should provide flexibility and allow extensions or delays of currently running grants. Indeed, major funding agencies already announced supportive measures, such as “no-cost extensions” and reallocation of funds [7], but these are usually granted on a case-by-case basis [8]. However, if COVID-19 affects the realization of a grant at the most sensitive phases (eg, during patient recruitment), the delivery of the results is seriously endangered, even when the funding agencies allow time extensions. From the scientific side, we recommend the following solutions wherever applicable. First, as a damage-minimizing strategy for projects that had been already running when the pandemic started, the researchers may try to reevaluate their goals (with consent from the funder) and opt for realistic targets if the original endpoints are no longer achievable. In translational science, when a particular technique is unavailable due to reallocation for COVID-19 patient care, closed laboratories, or restricted international cooperation, alternative but available techniques should be considered. As the situation gets better, researchers could complement the research agenda with the originally planned materials and methods. However, for new grant proposals that are about to be submitted, it is mandatory to provide a clear plan of implementation that would take COVID-19 into account. Specifically, the implementation strategy may provide two scenarios (one more optimistic and one more pessimistic) with respect to the unpredictable times. In any case, a list of measures for ensuring the safety of patients and researchers along with as realistic an estimation as possible of the number of patients and tests required and prepared alternatives for various research methods may increase the confidence of both the researchers and the funders in realistic and good implementation. In this context, we believe that use of the internet and internet-based technologies should be encouraged. Indeed, medical research should not stop, but adaptations to new conditions are crucial. Although we hope that vaccination will soon bring the pandemic to an end, fear of new and mutated strains of the same or different viruses and a rebound pandemic or some new pandemics should keep us thinking about how to do research in such no-longer-so-unimaginable situations.

Acknowledgments
PM thanks the Science Fund of the Republic of Serbia (PROMIS, DiaBoNet, 6064549).

Authors’ Contributions
Both authors contributed to writing the paper.

Conflicts of Interest
None declared.

References
©Petar Milovanovic, Igor Dumic. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 20.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.

Andreas Älgå1,2, MD, PhD; Oskar Eriksson3, BSc; Martin Nordberg1, MD, PhD

1Department of Clinical Science and Education, Södersjukhuset, Karolinska Institutet, Stockholm, Sweden
2Department of Global Public Health, Karolinska Institutet, Stockholm, Sweden
3DataRobot Inc, Stockholm, Sweden

Corresponding Author:
Andreas Älgå, MD, PhD
Department of Clinical Science and Education, Södersjukhuset
Karolinska Institutet
Sjukhusbacken 10
Stockholm, 11883
Sweden
Phone: 46 86161000
Email: andreas.alga@ki.se

Related Articles:
Comment on: https://www.jmir.org/2020/11/e21559
Comment on: https://www.jmir.org/2021/5/e27937

(J Med Internet Res 2021;23(5):e29156) doi:10.2196/29156

KEYWORDS
COVID-19; SARS-CoV-2; coronavirus; pandemic; topic modeling; research; literature; medical research; publishing; force majeure

We thank Petar Milovanovic and Igor Dumic [1] for raising the complex issue of challenges associated with non–COVID-19–related research. We share their view that many of the effects that the COVID-19 pandemic has had on such research are likely yet to be seen and that researchers and funders need to find pragmatic ways to deal with this new reality. However, some of the authors’ suggested actions, such as to adjust endpoints and power calculations, risk compromising research quality and should be done with caution. In times and settings associated with poor preconditions for clinical studies, we encourage researchers to assess the utility of alternative data sources, such as readily available medical image and routine clinical data.

We concur with the authors that analysis of open data and computer-based simulations have the potential to play a vital role in the future of medical research, apart from experimental and clinical studies. Additionally, we believe that methods like the one used in our study [2] may also prove to be a way forward. The number of published scientific studies is rapidly increasing, and traditional ways of compiling study results to generate new knowledge are slow and not suitable for these numbers. Therefore, the application of existing machine learning text analysis methods and the development of new ones holds promise of scientific gains not only from existing data but also from already completed studies.
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I read the article regarding the nature and diffusion of COVID-19–related oral health information conducted by Tao et al [1] with great interest. Information, education, and communication are the best tools to prevent and control any disease. The paper described the temporal and geographic distribution of COVID-19–related oral health information circulated on the social media platform Weibo in China. The study’s focus was to assess COVID-19–related oral health information and explore public reaction.

The introduction was built on existing literature describing COVID-19, its impact on dental practice and specific concerns, and the necessity of information on social media. The authors presented the need for the study in this section; however, it could be elaborated to better understand the target audience.

The authors implemented their research with reproducible methods and described all necessary steps, including screening criteria, piloting and reliability assessment, and statistical methods. The authors included 4 search keywords (“pneumonia of unknown cause,” “coronavirus,” “COVID-19,” and “epidemic”) for COVID-19; however, only 2 keywords (“stomatology” and “dentistry”) were selected to search for oral health and disease-related information. The authors could have included at least 2 additional popular keywords (“oral examination” and “oral health”) to make the search more comprehensive [2,3]. The authors included 15,900 tweets, which strengthened the precision and power of the study.

The study results were well described and presented in a logical and comprehensible manner using tables and graphs. However, some inconsistencies were observed in the x-axis parameters in some figures, and one typo was observed in one of the tables’ data. The authors could also have highlighted the point related to the supply and demand for dental health services during the epidemic.

The authors mentioned some limitations, such as the Weibo platform being more popular among younger age groups than older ones, the nonavailability of information regarding individual users’ characteristics, and the nonavailability of information on online consultation quality services. However, users’ education, academic background, job profile, socioeconomic status, past dental treatment experience, and status of existing oral health problems are essential to categorize and associate oral health information within different parameters.
Other limitations include the use of a single social media source and data collection within a short period of time. These limitations can affect the generalizability of the study. Despite the discussed limitations, the authors are to be congratulated for their novel enrichment of evidence through this exploratory research, and with great excitement, I anticipate future research to highlight further circulation of COVID-19–related oral information carried out in a broader time frame and extended to various geographical locations.
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We sincerely thank Yadav [1] for the comments on our paper, “Nature and Diffusion of COVID-19–related Oral Health Information on Chinese Social Media: Analysis of Tweets on Weibo” [2]. We appreciate the insightful and constructive opinions on this topic. Indeed, oral health information on social media during the pandemic is important and worthy of in-depth study. Here, we would like to further discuss this topic.

The aim of our study was to investigate oral health information on Chinese social media during the COVID-19 outbreak. As a scientific publication with open access, this study is available to any member of the general public who is interested in this topic; thus, our paper is not oriented toward a specific audience. In this study, the nature and diffusion of COVID-19–related oral health information on Weibo was overviewed. The government can get useful ideas for public health surveillance or policymaking during the epidemic, while dental care providers and potential patients might be inspired knowing that social media is a good communication tool for exchanging oral health knowledge and dental care needs during an emerging crisis.

In terms of the keywords used in this study, we only selected “stomatology” and “dentistry” because these 2 keywords in Chinese provide broad coverage, including oral, mouth, tooth, etc. As such, when we conducted the search with “stomatology” and “dentistry,” tweets containing “oral examination” or “oral health” were included in the results as well.

As pointed out by Yadav [1], there was inconsistency in the x-axis parameters (date) in Figure 5 in our published manuscript [2]. This was due to the difference in the starting point of the x-axis, which was the date when each piece of misinformation began to be disseminated on Weibo, while the ending point of the x-axis was March 16, 1 day before we carried out the search. Additionally, there was a typo in Table 2, in which “prosthetics” should be replaced by “prostheses.”

We have discussed the imbalance in dental service supply-demand during the epidemic and proposed that social media might be a potential solution at this unprecedented time. The tweets on Weibo reflected the great needs and short supply of dental treatment, but the specific fluctuation of dental demand-supply relationships with time was not able to be evaluated through Weibo. Nevertheless, social media can still serve as an important market indicator for both government policymakers and commercial companies to meet oral health needs during the pandemic.
Obviously, oral health information tweeted on social media is significantly influenced by the users’ socioeconomic status (educational background, job profile, income level) and oral health status (dental treatment experience, existing oral health problems). However, when performing social media–based studies, researchers have no access to this information due to the confidentiality and privacy of social media users, which means it is technically impossible to estimate the association between users’ background and the information they tweet about. This can be considered as an innate limitation of social media studies.

In China, Weibo is representative of all social media, especially during emerging epidemics when active users and tweets increase sharply [3,4]. According to the financial report of Sina Weibo for the first quarter of 2020 [5], the number of active users reached as high as 550 million per month and increased by 85 million compared with the same period last year. Therefore, we chose Weibo as the only social media platform for our study to avoid potential overlapping of users registered on other platforms. The large amount of Weibo users provided sufficient data for conducting the study.

The outbreak of COVID-19 in Wuhan, China, started on December 31, 2019. Since mid-March 2020, COVID-19 has been well controlled in Wuhan, with less than 10 new cases per day. Since then, dental hospitals and clinics have started to provide services to the public, leading to a significant reduction in tweets about COVID-19–related dentistry information. Accordingly, the scenario in Wuhan provides a unique and important social model to study the pandemic and related oral health information within a short time frame. Our study, covering the time period from December 31, 2019, to March 16, 2020, completely documents the changes in oral health information on social media from the beginning to the end of the outbreak in the world’s first COVID-19 epicenter.

The distribution of oral health information is closely related to the health care system of individual countries. We agree that future studies should be carried out to highlight further circulation of COVID-19–related oral information using a broader time frame and extended geographical locations. Comparisons of information between different geographical locations and different social media platforms in various languages will be of great value. It will not only provide insight into the global influence of the pandemic but will also shed light on the policy-making of health care systems around the world. This highlights a truly interesting and impactful research direction for the future.
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We congratulate Munsch et al [1] on their recent publication, “Diagnostic Accuracy of Web-Based COVID-19 Symptom Checkers: Comparison Study.” The study investigated the relative performance of web-based COVID-19 screening tools between April 3 and 9, 2020. It is important to have literature comparing the relative performance of tools; however, it is also important that the approaches used in reports of this type compare “like with like” and are reported rigorously.

There are a number of important limitations in Munsch et al’s [1] paper, the first being that the principal results reported are not fully addressed in the publication, and the second being it is an inappropriate evaluation of COVID-19 screeners designed for use by laypersons at home. COVID-19 screeners were brought into the market at a time of need to lower the burden on health authorities and health care institutions [2]. Overall, they were meant for use at home by people who were either worried about their symptoms or who were anxious about the pandemic in general and in need of reassurance. These people could either be put at ease that their symptoms were likely not caused by COVID-19, or be provided with appropriate localized advice through screeners tailored to their region.

The paper [1] does not investigate the COVID-19 screeners according to their intended purpose and compares tools with fundamentally different intended purposes. The Symptoma tool, developed by the paper’s authors, was designed to use the professional interpretation of both patients’ symptoms and the results of diagnostic tests, such as interpreted CT (computed tomography) images (eg, ground-glass opacities); both provide a predictive likelihood of COVID-19 status. All the other screeners examined in the study were designed for use at home by layperson users, providing a first line of advice to those experiencing possible COVID-19 symptoms. Importantly, none of these tools provide a diagnosis, neither their design concept nor regulatory approval includes this, and testing their diagnostic accuracy is therefore testing something they are specifically labeled as not providing. A meaningful evaluation would be to evaluate the appropriateness of the advice given according to the use context of these screeners (ie, do the screeners provide appropriate information and advice to users based on their symptoms, risk factors, exposure, and their location [including local COVID-19 status and national guidelines]?).

The ability of Symptoma to make use of the professional interpretation of clinical findings might be useful in some hospital settings as a clinical decision support tool, but COVID-19 tests are available in this setting, and at this stage in the patient journey, the tool cannot lessen the burden on the health care system. Based on the arguments above, it is critical to interpret the results in Multimedia Appendices 8-12 [1], which show that Symptoma is not superior in specificity and sensitivity as claimed in the main manuscript, and to remember that the
appropriateness of specific advice in a given situation is more important to the user than either specificity or sensitivity.
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We thank Millen et al [1] (Ada Health) for having taken the time to read our recently published COVID-19 symptom checker comparison study [2] and for their letter to the editor. Millen et al [1] identified three opportunities for improvement to our manuscript. We wish to provide an itemized response to their letter as outlined below.

First, Millen et al [1] state that the Symptoma symptom checker is a fundamentally different tool, which “might be useful in some hospital settings as a clinical decision support tool” but should not be compared to other layperson COVID-19 symptom checkers. We disagree with this assessment. Indeed, the opposite is true: the same Symptoma engine is widely used by laypersons and therefore the comparison as executed in our publication is appropriate.

Second, Millen et al [1] state that Symptoma’s superior accuracy is due to its unique ability “to make use of professional interpretation of clinical findings” and that such data should not be used by any of the symptom checkers. At Symptoma, we have found that the greater the wealth of data flowing into the symptom checker AI (artificial intelligence), the better the output and results generated for our users. Further, Millen et al [1] state that “Symptoma does not indeed perform superiorly” if no clinical findings are taken into account while referring to the appendix of our study [2]. We respectfully disagree with this on several fronts: (1) the appendix shows a different analysis than that referred to by Millen et al [1] and (2) that if the analysis is modified to fit Millen et al’s [1] suggestion, which we consider less appropriate, the ranking still remains unchanged. The F1 scores will be slightly modified (from 0.92 to 0.90 for “high risk” only while it remains at 0.91 for “high risk” and "medium risk") while still ranking Symptoma first.

Lastly, Millen et al [1] suggest that the evaluation of their symptom checker should not be based on “accuracy.” The most prevalent outcome parameter of comparative symptom checker studies is diagnostic accuracy [3-5]. Even though the symptom checker results do not represent a diagnosis, the importance of accurate results as generated by a symptom checker is paramount to its functionality. Other outcome parameters such as the ones suggested by Millen et al [1] are poorly measurable, harbor the potential for bias, and lack comparability.
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The paper by Izquierdo et al [1], published in the recent issue of the Journal of Medical Internet Research, employed a combination of conventional and machine learning tools to describe the clinical characteristics of patients with COVID-19 and the factors that predict intensive care unit (ICU) admission. We would like to make some comments about its design.

The authors should have provided the proportion of patients with a positive microbiological diagnosis. If the artificial intelligence software’s capacity for retrieving this information is limited in some way, this should be explained. The classification bias introduced by the lack of microbiological confirmation may have been significant since the study includes patients from January 1, 2020. Although some undiagnosed cases have likely been present prior to the first declared case (March 1, 2020) [2] in Castilla-La Mancha, it is improbable that there were many of them.

ICU admissions are related to many factors not addressed in the study. The decision not to admit a patient to the ICU because of short life expectancy, low quality of life, or high burden of comorbidities may have had a great impact during the first wave of the COVID-19 pandemic, when a scarcity of ICU beds manifested in some regions of Spain. The 6.1% ICU admission rate reported by the authors was 36% lower than the 8.3% reported in a national survey of 15,111 patients from 150 hospitals in Spain [3]. We could hypothesize that the patients included in the study had a milder form of the disease. However, given the absence of a microbiological diagnosis in an unknown percentage of patients, the inclusion of a significant proportion of patients without a real COVID-19 diagnosis cannot be ruled out. These doubts could have been resolved if a microbiological diagnosis had been a requisite for inclusion. The mortality rate, the most robust and relevant endpoint, should also have been reported and the factors related to it analyzed.
Artificial intelligence is having an increasing impact on the rate of health care information processing. However, minimization of selection and classification biases should be guaranteed in the design of investigations. In this case, this could have been achieved by including only microbiologically confirmed cases and prolonging the period of inclusion, since most COVID-19 cases emerged after the end date of the study inclusion period. These changes in the design would have allowed for a better evaluation of the performance of artificial intelligence techniques, making the results obtained in the sample closer to those of the real population.
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We acknowledge the letter by Martos Pérez et al [1] and take this opportunity to clarify related issues from our publication [2]. Of our 10,504 patients with COVID-19, 2737 (26.5%) were tested with PCR (polymerase chain reaction). Within the 5 provinces of Castilla-La Mancha, the province that tested the most was Toledo (28.9%), while the least was Guadalajara (21.2%). Those patients in whom PCR was performed were 6.5 years older (63.0 vs 56.5 years). All these differences were highly statistically significant.

You must take into account that our study period was from March 1 to 29, 2020, and including only microbiologically confirmed cases or prolonging the period of inclusion would have resulted in a biased assessment. From March 30, 2020, onwards, most intensive care units (ICUs) at our hospitals collapsed and ICU admissions were highly distorted due to a lack of beds. As we commented in the Discussion section, the ICU capacity in Castilla-La Mancha during the study period had not yet been compromised, which protects against possible bias in our training data (all patients requiring critical care were indeed admitted to the ICU). Therefore, it is unlikely that the absence of a confirmed diagnosis with PCR during the first weeks of the pandemic influenced our results. This was a generalized situation throughout Spain and in most European countries early in 2020. At that time, when a patient was hospitalized, a wide battery of viruses was considered for which there were reagents before performing PCR for coronaviruses. Patients seen during the month of March, in the midst of an avalanche of COVID-19 cases in our region, with negative tests for other viruses and clinical, radiologic, and blood tests highly compatible, did not raise doubts about their diagnosis of COVID-19, and the probability of error was considered negligible [3-5]. For all these reasons, bias in our AI (artificial intelligence) algorithms is highly unlikely. We, however, agree that admission to the ICU can be related to many factors. One strength of our study is that it analyzes the usual clinical practice in the whole population cared for in an entire health care region of Spain during a period when the lack of beds was not a limiting factor. It was not a sample—it was the entire population. Finally, our study objective was not mortality. In other studies, when...
we addressed mortality, the study period was extended to reliably collect this variable [6,7].
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We read with great interest the study by Poncette et al [1] on the development of a curricular module for digital health and undergraduate medical competencies.

The paper [1] illuminates the importance of implementing digital health training for future physicians in the curricula of medical universities. While the paper discusses the benefits of building a critical and experience-based mindset among future physicians, we believe that measuring the performance of and skills acquired by students before and after participation may augment the development and implementation of digital health competencies in the medical curricula.

A survey found high levels of satisfaction among students participating in the elective module. Confidence levels, as well as the acquisition of knowledge and skills in digital health, were reported to be high. However, this analysis is subjective as it is based on the student’s own opinion of their knowledge. In order to obtain more objective results, we recommend the assessment of individual skills by a standardized exam before and after participating in the module. Supplementing the opinion-based survey with exam performance may shed light on the actual perceived level of student competence while reducing selection bias. This would highlight the effectiveness of the course and give medical departments and universities more confidence to adopt digital health competencies in their curricula.

We commend Poncette et al [1] not only for their findings but for how they encourage a more interactive and nonclassical way of teaching. We hope that the high satisfaction among students may encourage medical universities to adopt this new model of teaching. The passive transfer of knowledge has been the dominating system used in medical universities [2] whereas active learning methods such as a “peer-to-peer” [1] teaching approach with an open discussion is rarely found, thus, resulting in high levels of satisfaction [3]. Therefore, we hope that this paper may persuade medical universities to adopt this new teaching approach.

The introduction of digital health competencies into the medical curricula remains key to the success of future physicians as shown by Poncette et al [1]. Therefore, we advocate for more objective student evaluation methods—before and after participating in learning modules—so that traditional medical institutions may be compelled to adopt this new teaching approach.
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Recently, a very interesting study on the performance of different search strategies for COVID-19 records in PubMed was published in the Journal of Medical Internet Research [1]. In this article, Lazarus et al compared the performance of PubMed’s one-click search option with both simpler and more complex search strings. Novice and expert searchers do well to keep these in mind when searching. For instance, a search strategy for a review is a time-consuming endeavor, and energy spent on locating relevant controlled vocabulary and keywords can be undermined by errors in formatting, compilation, and translation of these terms. Unfortunately, the presence of these errors is extremely common even among published studies. Sampson and McGowan [2] reviewed studies published in Cochrane and discovered that 90.5% of their sample had a search strategy that contained one or more errors. Some related to errors regarding term, or term variant, identifications, but others pertained to errors in the formatting and basic compilation of the terms. The latter category included Boolean errors (19%), incorrect line numbers (1.6%), the use of Medical Subject Headings (MeSH) and free text terms combined on the same line (20.6%), and the search strategy not being appropriately translated for other databases (20.6%).

In 2018, a study with a random sample of 70 Cochrane Reviews found problems in the design of the search strategies in 73% of reviews, and 53% of these contained problems that could limit both the sensitivity and precision of the search [3]. Recently, Salvador-Oliván et al (2019) [4] evaluated the search strategies of 137 systematic reviews in PubMed to identify errors, analyze their impact on information retrieval, and propose solutions. The results of this study reveal that the percentage of search strategies that contain various types of errors is quite high (92.7%) and that 78.1% of these errors affect recall. Although a substantial proportion of the errors came from inadequate identification of terms, errors were also introduced at the formatting level, with an absence of field tags (21.2%) and lack or incorrect use of quotation marks (5.8%), Boolean operators (1.5%), and parentheses (5.1%) [4].

As to be expected, some errors have graver effects on results than others. Errors that have no effect at all on the number of results include redundant terms and morphological repetition; these “search errors” do not affect recall or negatively affect information retrieval with respect to either recall or precision. An example of redundancy is as follows: “2019 novel coronavirus disease”[tw] OR “2019 novel coronavirus infection”[tw] OR “2019-nCoV disease”[tw] OR “2019-nCoV infection”[tw] OR “COVID-19 pandemic”[tw] OR “COVID-19 virus disease”[tw] OR “COVID-19 virus infection”[tw] OR
“COVID19”[tw] OR “SARS-CoV-2 infection”[tw] OR “coronavirus disease 2019”[tw] OR “coronavirus disease-19”[tw] OR “COVID-19 pandemic”[tw] OR “COVID-19”[tw]. Authors justify redundancy because the decision to include or exclude terms depends on the references retrieved, as the effect of the terms on the results is impossible to predict. However, it is known beforehand that the first 11 terms in a PubMed search can be easily discarded because using the 12th variation will cover all 11, so other terms are unnecessary.

In terms of the search process, tools pertaining to data mining have been developed to help librarians identify relevant terms. Some text-mining approaches have been documented by Stansfield et al [5], including TFIDF, Termine, and BibExcel. Also recommended are librarian tools that often have a particular focus on the MeSH thesaurus, such as PubMed PubReMiner [6] and Yale MeSH Analyzer [7] for keywords and controlled vocabulary.

Created and updated by the United States National Library of Medicine, MeSH vocabulary is used by the ClinicalTrials.gov registry to classify which diseases are studied by the trials registered in its database. This hierarchically organized terminology for indexing and cataloging of biomedical information is divided into four types of terms. The main terms are the “headings” (also known as MeSH headings or descriptors), which describe the subject of each article. Most of these are accompanied by a list of synonyms or very similar terms (known as entry terms). When performing a MEDLINE search via PubMed, entry terms are automatically translated into (ie, mapped to) the corresponding descriptors with a good degree of reliability. In this sense, we highlighted the importance of using the controlled vocabulary “COVID-19” (unique id: C000657245) and “SARS-CoV-2” (unique id: D000086402) in PubMed searches focused on COVID-19–related studies, and not the set of terms (search 1, 2, 3, 6, 7, and 8) analyzed by Lazarus and collaborators [1].

Redundant terms in a search strategy do not affect the retrieval of information; however, the principle of parsimony instructs us to eliminate that which is unnecessary. Applied to information retrieval, this principle prompts us to eliminate any terms or phrases from a search strategy that do not retrieve or provide new records, as they are thus unnecessary.
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The letter authors [1] highlight the importance of avoiding search errors and the principle of parsimony in formulating search strings, encouraging searchers “to eliminate any terms or phrases from a search strategy that do not retrieve or provide new records, as they are thus unnecessary.” We support the ambition and principle of parsimony, agreeing that redundant terms should be avoided. In our view, search 1 contains no redundant terms [2]. It is unclear to us what search the letter authors refer to, and we encourage them to specify their critique regarding this. To avoid misunderstandings, the example search string in the letter does not originate from any that we tested.

Our analysis showed how term choice and combinations impacted the sensitivity, precision, and F-score of selected search strings in PubMed in the 10 weeks from when the World Health Organization declared COVID-19 a public health emergency of international concern. Our results demonstrated that the more elaborate searches 1 and 2 had higher sensitivity than the ones singled out in the letter (searches 4 and 5). Please note that searches 3 and 4 were in practice identical, which some readers may overlook. In both the abstract and article, we highlighted the value of applying the single-term search “COVID-19” (searches 3 and 4) for everyday searches. However, as reflected by the F-score, searches 1 and 2 performed best.

We acknowledge that the differences between some of the analyzed search strings are minor to some PubMed users and for some search purposes. For Cochrane-style systematic reviews, we recommend the more comprehensive search strings with the higher sensitivity and specificity unless resources are scarce. For everyday informational needs, less comprehensive searches may suffice.

Our study had limitations, importantly the timeframe represented. As COVID-19 has evolved (eg, variants have been detected and have spread), new terms may be pertinent to add to search strings, including relevant Medical Subject Headings (MeSH) terms, which were not available during our search. Instead, we used all available Supplementary Concepts identified
as relevant to COVID-19 in June 2020. Since the beginning of 2021, COVID-19–relevant MeSH terms have been available [3], which we would include if we were developing a comprehensive search string now.

We note that the suggestion from the letter authors to include the controlled vocabulary term “COVID-19” (unique ID: C000657245) would not activate the MeSH term “COVID-19” (unique ID: D000086382). Instead, it activates the obsolete Supplementary Concept “COVID-19”, which we included in our search string.

The change in availability of relevant controlled vocabulary terms highlights the need to quickly add additional features, enabling PubMed users to perform effective searches during a pandemic. In line with our suggestion that the National Library of Medicine add a new subject filter, such as covid-19[sb], to address this issue, they have recently added several COVID-19 filters, such as LitCGeneral[filter], that may become useful [4]. For future pandemics, we hope that such features would be made available sooner and that diseases and their variants would be named earlier.
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doi:10.2196/30101

In “Impact of the COVID-19 Pandemic on Health Care Utilization in a Large Integrated Health Care System: Retrospective Cohort Study” (J Med Internet Res 2021;23(4):e26558) the authors noted two errors. In the originally published manuscript, the following sentence appeared under the “Data Source and Identification of Visits” section:

They were not considered telehealth consultations in this study.

This sentence has been corrected to:

They were not considered telehealth visits in this study.

In the originally published manuscript, the following sentence was included under the “Principal Findings” section:

We observed that KPSC membership generally remained stable during the pandemic, largely owing to the KPSC’s decision to not cancel health coverage for groups or individuals who could not pay for most of the study period [16].

In the corrected version, the citation to Reference 16 has been removed from this sentence.

The correction will appear in the online version of the paper on the JMIR Publications website on May 5, 2021, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “Benchmarking Triage Capability of Symptom Checkers Against That of Medical Laypersons: Survey Study” (J Med Internet Res 2021;23(3):e24475) the authors noted two errors.

In the originally published manuscript, Reference 24 in the reference list was cited incorrectly. This citation has now been corrected to the reference listed below [1].

In the originally published paper, there was an error in the phone number of the Corresponding Author. The number has been corrected from "49 30 450 5704" to "49 30 450 570425". The correction will appear in the online version of the paper on the JMIR Publications website on May 6, 2021, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “Knowledge About COVID-19 Among Adults in China: Cross-sectional Online Survey” (J Med Internet Res 2021;23(4):e26940) the authors noted three errors.

Additionally, the following figures have been revised with minor changes in scale and legend title.

- Figure 1: Map showing the mean overall knowledge score by province.
- Supplementary Figure A3: Map showing the mean overall knowledge score by province when excluding participants who reported looking up an answer online (Multimedia Appendix 1).
Figure 1. Map showing the mean overall knowledge score by province.

The correction will appear in the online version of the paper on the JMIR Publications website on May 12, 2021, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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Abstract

Background: We developed a questionnaire on a web application for analyzing COVID-19 contamination circumstances in France during the second wave of the pandemic.

Objective: This study aims to analyze the impact on contamination characteristics before and after the second partial lockdown in France to adapt public health restrictions to further prevent pandemic surges.

Methods: Between December 15 and 24, 2020, after a national media campaign, users of the sourcecovid.fr web application were asked questions about their own or a close relative’s COVID-19 contamination after August 15, 2020, in France. The data of the contamination’s circumstances were assessed and compared before and after the second partial lockdown, which occurred on October 25, 2020, during the second wave of the pandemic and was ongoing on December 24, 2020.

Results: As of December 24, 2020, 441,000 connections on the web application were observed. A total of 2218 questionnaires were assessable for analysis. About 61.8% (n=1309) of the participants were sure of their contamination origin, and 38.2% (n=809) thought they knew it. The median age of users was 43.0 (IQR 32-56) years, and 50.7% (n=1073) were male. The median incubation time of the assessed cohort was 4.0 (IQR 3-5) days. Private areas (family’s or friend’s house) were the main source of contamination (1048/2090, 50.2%), followed by work colleagues (579/2090, 27.7%). The main time of day for the contamination was the evening (339/961, 35.3%) before the lockdown and was reduced to 18.2% (86/473) after the lockdown (P<.001). The person who transmitted the virus to the user before and after the lockdown was significantly different (P<.001): a friend (382/1317, 29% vs 109/773, 14.1%), a close relative (304/1317, 23.1% vs 253/773, 32.7%), or a work colleague (315/1317, 23.9% vs 264/773, 34.2%). The main location where the virus was transmitted to the users before and after the lockdown was significantly different too (P<.001): home (278/1305, 21.3% vs 194/760, 25.5%), work (293/1305, 22.5% vs 225/760, 29.6%), collective places (430/1305, 33% vs 114/760, 15%), and care centers (58/1305, 4.4% vs 74/760, 9.7%).

Conclusions: Modalities of transmissions significantly changed before and after the second lockdown in France. The main sources of contamination remained the private areas and with work colleagues. Work became the main location of contamination after the lockdown, whereas contaminations in collective places were strongly reduced.

Trial Registration: ClinicalTrials.gov NCT04670003; https://clinicaltrials.gov/ct2/show/NCT04670003

(J Med Internet Res 2021;23(5):e26932) doi:10.2196/26932
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Introduction

Patient-reported outcome applications have been shown to improve the health outcomes of patients including decreasing mortality [1-3].

We developed and launched a self-assessment and participatory surveillance web application called maladiecoronavirus.fr during the growing phase of the COVID-19 pandemic in March 2020 in France. This self-triage tool aimed to help patients who were symptomatic to be directed toward the emergency call or the general practitioner after analysis of symptoms and comorbidities. We showed that data from this web application could be a relevant tool to reduce the burden on emergency call centers [4]. It also proved to be useful in monitoring COVID-19 spread during the whole pandemic, with time and spatial correlations between number of hospitalizations and daily reported anosmia by users being higher than large-scale reverse transcription polymerase chain reaction (RT-PCR) positive tests [5,6]. A national partial lockdown was initiated in France on October 25, 2020, against the second wave of the COVID-19 pandemic. Contrary to the first complete lockdown from March to May 2020, this one maintained scholar, professional, and shopping activities. However, the circumstances of virus transmissions before and after this lockdown are not well known in France. We thus developed a specific questionnaire on a web application (sourcecovid.fr) for COVID-19 source of contamination analysis in France in December 2020 just after the second wave of the pandemic [7]. The objective of this national survey was to analyze the impact on contamination circumstances before and after the second partial lockdown in France initiated on October 25, 2020, associated with the second wave of the pandemic to optimize health public policy to further pandemic surges.

Methods

Users of sourcecovid.fr were recruited via a national media campaign in France from December 15 to 25, 2020, including through social media, radio, and magazine campaigns, between December 15-18, 2020. Participants were recruited through the website. Respondents provided information on sociodemographic data, zip code, coexisting disorders anonymously, and the severity of their disease. Only symptomatic users were recruited. They were asked to enter data about their own contamination or the contamination of a close relative, about their sureness about the contamination’s circumstances (“I am sure,” “I think I know,” or “I don’t know”), and they also had to answer when, by who, and where they thought they (or the close relative) were contaminated. Users who answered “I don’t know” were excluded from analysis.

Questionnaires were excluded from the analysis if completion duration was considered inconsistent (below 100 or above 800 seconds); if users were asymptomatic; if they did not know about the contamination’s circumstances; and if contamination occurred before August 15, 2020, to reduce memory bias.

We excluded incubation times greater than 14 days from the analysis. Incubation time was calculated by comparing the date of presumed contamination and the date of first symptoms. The study was approved by the French National Health-Data Institute, which reviews ethical conduct of human participant research, data confidentiality, and safety. The website was not considered a medical device by regulatory authorities since no tracking was performed and data were anonymous. The web application did not have access to testing results. Access to the web application did not require a log-in or creating an account. The web application did not identify participants who responded several times.

Data of the contamination circumstances were assessed and compared before and after the second partial lockdown, which occurred on October 25, 2020, during the second wave of the pandemic and was ongoing on December 24, 2020. Fisher exact test was performed to assess changes in circumstances of contaminations.

Results

As of December 24, 2020, 441,000 connections on the web application were observed. There were 2118 questionnaires assessable for analysis; 61.8% (n=1309) of the users were sure of their contamination circumstance, and 38.2% (n=809) thought they knew it. Sureness was not different according to age ($P=.43$). The median age of users was 43.0 (IQR 32-56) years, and 48.3% (1073/2218) were female. The total population older than 65 years made up 12.5% (n=265) of users, and 4.4% (n=93) of the questionnaires concerned people younger than 18 years. The median incubation time was assessable in 1676 questionnaires and was 4.0 (IQR 3-5) days. Whatever the sureness, time incubation was not different ($P=.36$). Among the incubation sample, 41.7% (699/1676) declared a positive RT-PCR or antigenic test. Mild or moderate infection was reported by 85.1% (n=1802) of the 2118 questionnaires, severe infection in 10.8% (n=229), and hospitalization in 4.6% (n=98).

The partial lockdown occurred on August 25, 2020, and was associated with an 80% reduction of daily contaminations (Figure 1).

During the period between August 15 and December 24, 2020, the private area (family and friends) was the main source of contamination in the 2090 questionnaires (n=1048, 50.2%) followed by work colleagues (n=579, 27.7%), or an unknown person (n=299, 14.3%), and 3.9% (n=83) did not know who contaminated them.

The lockdown occurred on October 25, 2020; 1334 questionnaires described the contamination’s circumstances...
between August 15 and October 24, 2020, and 784 described it between October 25 and December 24, 2020.

The person who transmitted the virus to the user before and after the lockdown was significantly different ($P<.001$): a friend (382/1317, 29% vs 109/773, 14.1%), a close relative (304/1317, 23.1% vs 253/773, 32.7%), and a work colleague (315/1317, 23.9% vs 264/773, 34.2%; $P<.001$; Figure 2).

**Figure 1.** Impact of the partial lockdown on daily reverse transcription polymerase chain reaction positive tests. Red area: national partial lockdown period initiated on October 25, 2020.

The distribution of responses regarding the people who had contaminated the user was different between users who were sure and users who thought they knew the origin of their contamination ($P<.001$). If professional relation was privileged for both group, users were more, in proportion, likely to think
it was an unknown person who infected them (151/790, 19.1% vs 148/1300, 11.4%).

The main time of contamination also changed after the lockdown. Among people who knew the time of contamination (n=1434; n=961 before the lockdown; n=473 after the

lockdown), the main time was the evening (339/961, 35.3%) before the lockdown, which was reduced to 18.2% (86/473) after the lockdown ($P<.001$). The main time of contamination became the morning after the lockdown initiation. Morning and noon together became 47.2% (223/473) of the contamination times (Figure 3).

**Figure 3.** Contamination circumstances before and after the partial lockdown, which was triggered in France on October 25, 2020. Answer to the question “When do you think the contamination occurred?” ($P<.001$).

The distribution of responses regarding the moment of contamination was different according to the level of certainty expressed by the user ($P=.005$). Even if the preferred time of day was the evening, it was observed that users who were less sure estimated more than users who were sure to have contracted the virus in the morning: 21.5% (114/529) vs 15.5% (140/905), respectively.

The distribution of responses regarding the location of suspected contamination was different according to the sureness of contamination ($P=.003$). For users who thought they knew where or when they were contaminated, they privileged the collective place compared to users who were sure: 29.8% (231/775) vs 24.3% (313/1290), respectively.

The location of suspected contamination by users of the web application questionnaire was home (own home, family’s home, or friend’s home) in 39.1% (510/1305) of the declarations before the lockdown and remained high after the lockdown: 43.3% (329/760). The other locations where the virus was transmitted to the users changed before versus after the lockdown ($P<.001$). It was increased in the work area (293/1305, 22.5% before the lockdown vs 225/760, 29.6% after it), reduced in collective places (430/1305, 33.0% vs 114/760, 15.0%), and increased in care centers (58/1305, 4.4% vs 74/760, 9.7%). Work became the main location of contamination after the lockdown (Figure 4).

Collective places where transmission occurred were significantly different before and after the lockdown ($P<.001$). The main collective places in terms of virus transmission before the lockdown were restaurants with a reduction from 27.0% (114/422) to 16.7% (19/114), bars (from 68/422, 16.1% to 6/114, 5.2%), parties (from 76/422, 18.0% to 4/114, 3.5%), and sports (from 42/422, 10.0% to 5/114, 4.4%). Among collective places, transportation and schools became the main collective places of transmissions after the partial lockdown: 17.5% (20/114) and 29.8% (34/114), respectively (Figure 5).
Among collective places, other collective places than those previously cited were reported by 4.5% (19/422) and 11.4% (13/114) of the users before and after the lockdown initiations, respectively (19/1334, 1.5% and 13/784, 1.7% of all contaminations, respectively).

For the total contaminations, restaurants were the source of only 2.5% (19/760) of infections after the lockdown versus 8.8% (114/1297) before the lockdown; bars were the source for 0.8% (6/760) of infections versus 5.2% (68/1297) before the lockdown; schools and stores were the source of 4.5% (34/760 vs 35/1297, 2.7%) and 1.6% (12/760 vs 13/1297, 1.0%, respectively) before the lockdown.

**Discussion**

Our results suggest that virus transmission occurred mainly in private areas (1048/2090, 50.2%) between August 15 and December 24, 2020, in France or by a colleague at work (579/2090, 27.7%). The partial lockdown, which occurred on...
October 25, 2020, during the second wave of COVID-19, changed the circumstances of contamination. Contamination by a friend was significantly reduced (382/773, 29.0%) before and (109/773, 14.1%) after the lockdown but increased from a family member or a colleague. Among people who knew the time of contamination, the main time of the day was the evening before the lockdown (339/961, 35.3%), and the morning and noon became the main time of contamination after the lockdown (86/473, 18.2%). The main location of suspected contamination by users of the web application questionnaire was private home (own home, family’s home, or friend’s home) in 39.1% (510/1305) of declarations before the lockdown and remained high after the lockdown (329/760, 43.3%).

Contaminations increased in the work area (293/1305, 22.5% vs 225/790, 29.6%;  \textit{P}<0.001), reduced in collective places (430/1305, 33% vs 114/760, 15.0%;  \textit{P}<0.001), and increased in care centers (58/1305, 4.4% vs 74/760, 9.7%;  \textit{P}<0.001). Work became the main location of contamination after the lockdown. The main collective places impacted by the shutdown were restaurants, bars, and parties in which reduction of contaminations was significant.

Our results showed that contaminations occurred in collective places 33.0% (430/1305) of the time, and that the lockdown reduced it to 15.0% (114/760) of contaminations (ie, a 54.5% reduction), whereas daily anosmia reported on the national website maladiecoronavirus.fr showed an 80% reduction after the partial lockdown initiation. This can be explained by the voluntary decisions of people to reduce social meetings at a higher rate than government-imposed restrictions on activity during the lockdown and especially among friends, from which contaminations decreased from 29.0% to 14.1% [8]. As work and school were maintained during the shutdown, higher rates of contaminations were observed in those places. The partial lockdown concerned all cultural locations such as theaters or cinemas. We did not ask users of the web application sourcecovid.fr specifically if they thought they were contaminated in those sites but only “other locations.” However, “other locations” was answered by nearly 1.5% of users before and after the lockdown, suggesting that cultural sites were not a significant source of contamination.

Although this study is based on unverifiable data, the quality of the data is consolidated by the incubation period calculated at 4.0 days, which is the median time reported in the literature: the equity between males and females; 10.8% (229/2118) of users with severe disease (15% in Guan et al [9]); the median age of users (43 years in our study, 47 years in Guan et al [9]); and 61.8% (1309/2118) of users reporting sureness of contamination circumstances. Moreover, results were consistent with published reports on excess of contamination risk in restaurants (times 2.4) or bars (times 3.9) and households (times 10), with a higher number of questionnaires in our study (n=2218) than in Fisher et al [10-12].

Our study has limitations. A user of the web application could use it several times and could have filled out more than one questionnaire. Memory bias could occur to users contaminated at the beginning of the study period, which explains the relative high number of users during the recent lockdown period.

The population older than 65 years made up 12.5% (265/2118) of users, whereas contamination circumstances were not the same as in the active population. Moreover, only 4.4% (93/2118) of questionnaires concerned people younger than 18 years. This has probably underestimated contaminations at school. We do not have enough data to assess geographic variations of the lockdown effect, especially to differentiate urban and rural area impact.

However, our study is the first to assess a partial lockdown effect on contamination circumstances and may help health authorities to adapt a policy of preventing COVID-19 spread.
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Abstract

Background: The scale and quality of the global scientific response to the COVID-19 pandemic have unquestionably saved lives. However, the COVID-19 pandemic has also triggered an unprecedented “infodemic”; the velocity and volume of data production have overwhelmed many key stakeholders such as clinicians and policy makers, as they have been unable to process structured and unstructured data for evidence-based decision making. Solutions that aim to alleviate this data synthesis–related challenge are unable to capture heterogeneous web data in real time for the production of concomitant answers and are not based on the high-quality information in responses to a free-text query.

Objective: The main objective of this project is to build a generic, real-time, continuously updating curation platform that can support the data synthesis and analysis of a scientific literature framework. Our secondary objective is to validate this platform and the curation methodology for COVID-19–related medical literature by expanding the COVID-19 Open Research Dataset via the addition of new, unstructured data.

Methods: To create an infrastructure that addresses our objectives, the PanSurg Collaborative at Imperial College London has developed a unique data pipeline based on a web crawler extraction methodology. This data pipeline uses a novel curation methodology that adopts a human-in-the-loop approach for the characterization of quality, relevance, and key evidence across a range of scientific literature sources.

Results: REDASA (Realtime Data Synthesis and Analysis) is now one of the world’s largest and most up-to-date sources of COVID-19–related evidence; it consists of 104,000 documents. By capturing curators’ critical appraisal methodologies through the discrete labeling and rating of information, REDASA rapidly developed a foundational, pooled, data science data set of over 1400 articles in under 2 weeks. These articles provide COVID-19–related information and represent around 10% of all papers about COVID-19.

Conclusions: This data set can act as ground truth for the future implementation of a live, automated systematic review. The three benefits of REDASA’s design are as follows: (1) it adopts a user-friendly, human-in-the-loop methodology by embedding
an efficient, user-friendly curation platform into a natural language processing search engine; (2) it provides a curated data set in the JavaScript Object Notation format for experienced academic reviewers’ critical appraisal choices and decision-making methodologies; and (3) due to the wide scope and depth of its web crawling method, REDASA has already captured one of the world’s largest COVID-19-related data corpora for searches and curation.

(J Med Internet Res 2021;23(5):e25714) doi:10.2196/25714
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Introduction

Between December 31, 2019, and August 3, 2020, 37,362 papers related to COVID-19 were published on PubMed [1], with Dimensions reporting over 100,743 publications, 1503 policy documents, and 1097 data sets [2]. The speed and scale of the production of published data on COVID-19 across both peer- and non-peer-reviewed literature presents considerable challenges for stakeholders (eg, policy makers, clinicians, and patients) who must make subjective quality judgements on new data and rapidly synthesize information in order to make optimal, evidence-based decisions. Traditional approaches to data synthesis are unable to keep pace with the rapidly changing information landscape. For example, in the United Kingdom, the National Institute for Health and Care Excellence was unable to publish their initial therapeutic guidance on managing COVID-19 until March 20, 2019 [3]. Ultimately, they modified their methodology for publishing rapid guidance materials on COVID-19 [4]. Moreover, there have been concerns regarding data credibility and the political misuse of information, resulting in the World Health Organization announcing its campaign for discouraging the spread of misinformation [5]. The COVID-19 pandemic highlights the urgent need to prospectively capture, structure, and interpret expansive and complex data sets in real time to support the rapid development of clinical guidance and, most critically, ensure that various key stakeholders can make the best possible evidence-based decisions during an “infodemic.”

Previous strategies have attempted to address these challenges by using the concepts of live systematic reviews, which involve the continuous, structured analysis of data that target specific clinical questions [6,7] as well as the clear presentation of such data [8]. However, despite the progress in this field, major obstacles remain in establishing automated data mining frequency, depth, and robustness. Moreover, major barriers exist in the development and validation of machine learning methodologies for the autonomous analysis of heterogeneous clinical data sets.

This paper outlines the methodology of REDASA (Realtime Data Synthesis and Analysis)—a novel, prospective clinical data platform that was developed during the COVID-19 pandemic. It was designed for use across a wide range of data-rich subject areas while keeping application and impact in mind. Our objective was to continuously capture and synthesize both academic and relevant grey literature (eg, news websites, policy documentation, and social media posts) on COVID-19 and to develop a validated data curation approach that could supplement machine learning methodologies and be used as the basis for conducting live systematic reviews.

Methods

Components of REDASA

REDASA was built and deployed on the Amazon Web Service (AWS) cloud. Cloud computing is the on-demand delivery of compute power, database storage, applications, and other information technology resources through a cloud service platform on the internet. A cloud services platform, such as AWS, owns and maintains the network-connected hardware required for these application services. By using the AWS cloud, REDASA components were rapidly designed. REDASA components were integrated and deployed by using AWS tools and the solutions developed by AWS Partners, MirrorWeb, and Cloudwick. These components were comprised of a real-time data extraction pipeline that was implemented by using MirrorWeb’s digital archiving technology, a data lake storage repository and workflow orchestration platform (Amorphic) that was developed by Cloudwick, a natural language search engine that was implemented by using Amazon Kendra, and a document curation pathway that was implemented by using Amazon SageMaker Ground Truth.

Real-Time Data Extraction Pipeline

MirrorWeb was used to conduct an exploratory review of the target websites via manual and automatic content detection for informing crawl scoping decisions. Exploratory reviews involve the domain composition analysis of initial web estate archives, which can be produced via multiple methods, including basic link harvesting, Domain Name System lookups, the gathering of URL lists at crawl time (to identify content delivery networks and perform manual verifications), and the inspection of websites. This ensures that (1) the relevant areas of websites are identified and followed by the archive tools and (2) content that can be confidently omitted is avoided. With the adoption of machine learning algorithms, this process can be further assisted by technology.

Scoping decisions can encompass a range of factors. For instance, scoping decisions can ensure that the website crawl stays within the target domain. Further, they can refine the website crawl to only include relevant URL patterns within the domain. For example, if there is a domain.com/coronavirus/ subfolder that contains relevant content, the web crawler will use a series of URL pattern matches and regular expressions to allow or disallow URL strings via exact matching or wildcard pattern matching, thereby containing the crawl to specific areas.
of the website. Additionally, scoping decisions can expand the crawl scope to include any outlying content that would be excluded by the refinement rules. Some websites have nonstandard locations for storing assets such as images, stylesheets, and scripts, which are needed to create a high-fidelity representation of the source material. Some websites also contain relevant documents that are located in prescribed location structures outside of the primary target folder.

Successful, high-fidelity targeted web crawling has been well documented. However, considerable challenges remain in the development of a qualitative and quantitative method for real-time relevant URL detection [9]. This is because the web ecosystem is a constantly evolving landscape with continuous advancements in available technology, construction techniques, and the consideration of desktop, mobile, and accessible display devices. Furthermore, the sheer number of content management systems that adopt their own proprietary content structures, the advent of single page applications, the prevalence of JavaScript, and people’s dependence on asynchronous loading and POST method requests (which returns the same URL for multiple requests) render traditional URL similarity detection a particular challenge. Programmatic links with no human-readable semantic structures and features, such as “Latest News” sections within a web page, can often skew the results of link-based page relevance analyses.

These challenges are exacerbated in the REDASA system, which is required to target data in both academic and nonacademic sources without a guaranteed schema, dialect, or topic. Previously developed methodologies for addressing this issue have been used to apply anchor text similarity scores, content similarity scores, and URL prediction scores (which are based on a set of starting keywords) to seed data [10,11]. These scoring models promote and remove keywords based on the detection of commonalities in discovered crawl data. However, this approach presents several challenges because it relies on good starting URLs that present a reliable and consistent pattern of data. To counter this, REDASA performs downstream content filtering after the crawl is complete in order to eliminate extraneous data, which eliminates the risk of losing vital information that comes with the analysis of a potentially biased set of keywords. Due to REDASA’s ability to perform a retrospective analysis of retained data, it will serve as a future platform that can be further enhanced by discovery automation.

In practice, REDASA performs an initial crawl that is launched by using crawl scope definitions that are governed by the aforementioned decision rules. The process for completing a crawl is outlined in Figure 1, which provides an interactive replica of the website content that is accessible to curators. MirrorWeb’s Crawl Quality team reviewed the quality of the archive by using a replay engine to create a navigable replica of the target website archive. In addition to clicking the links and manually reviewing the content, an automated link checker was used to recursively spider the archive, identify page and document links in the HTML content, and attempt to open the target URLs in the archive instance in an effort to detect any missing referenced content. If any changes to the scoping rules are needed to make the web crawl more permissive or more restrictive, the scoping rules will be amended as required by using the same, aforementioned scoping principles. This iterative cycle repeats until the crawl is of sufficient quality to be used for human curation and accurate natural language processing (NLP) searches.
Data Lake
Cloudwick’s Amorphic platform provides a core REDASA data lake repository and data workflow orchestration service. MirrorWeb data initially lands in the storage layer of Amorphic, which consists of a landing zone. After validation checks are performed, data are moved and stored in a data lake zone and made available for document curation and search index workflows, as described in the following section.

Search Index for Question-Specific Curation Documents
REDASA uses an AWS enterprise search service—Amazon Kendra—to provide search functionality across the entire data lake. Amazon Kendra is an NLP machine learning service that uses deep learning models to understand natural language queries and document content and structures. Amazon Kendra provides support for the following three broad types of questions: (1) factoid questions (who, what, when, and where), which are questions that require fact-based answers that may be returned in the form of a single word or phrase (the precise answer however must be explicitly stated in the ingested text content); (2) descriptive questions, which involves answers that could be a sentence, passage, or an entire document; and (3) keyword searches, wherein the intent and scope of the question may not be clear. In REDASA’s question-specific curation model, Amazon Kendra exclusively received factoid questions and used a series of deep learning models to return relevant documents (Figure 2).

The key component of Amazon Kendra is an index. Conceptually, an index is an abstraction that encompasses a set of documents and the underlying hardware and software infrastructure that makes it possible to query documents that use natural language. Aside from its actual content, each document may include some associated metadata (e.g., the source of the document, the document’s logical unit group, etc). Users can specify custom metadata fields to suit their needs. These metadata tags are accessible through the Amazon Kendra query application programming interface.

A Kendra index may consist of one or more data sources, and a data source is a logical unit of documents. For REDASA, data source file types were limited to plain text, HTML, and PDF. Compared to other file types, these better integrate with our curation platform and allow for consistent labeling outputs when performing named entity recognition (NER).
**Document Curation**

Document curation was implemented by using the custom workflows in Amazon SageMaker Ground Truth, which is a data labeling service that is used to build training data sets for machine learning workflows. REDASA uses a question-based curation approach. PanSurg investigators posed a series of COVID-19–related key questions to the search index (Textbox 1). These questions were chosen to obtain answers, and we were able to validate the quality of the data lake and the adequacy of REDASA’s data mining depth with our curation relevance metric.
Textbox 1. COVID-19–related natural language processing queries that were posed to the REDASA (Realtime Data Synthesis and Analysis) search index to develop a question-specific curation methodology.

<table>
<thead>
<tr>
<th>Queries in natural language</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What is the time interval between SARS-CoV-2 infection and testing positive?</td>
</tr>
<tr>
<td>2. What is the most sensitive imaging modality to diagnose COVID-19?</td>
</tr>
<tr>
<td>3. Which underlying health conditions increase mortality?</td>
</tr>
<tr>
<td>4. What is the risk of SARS-CoV-2 infection in health care professionals?</td>
</tr>
<tr>
<td>5. Should laparoscopy be performed on SARS-CoV-2 positive patients?</td>
</tr>
<tr>
<td>6. What is the estimated global economic impact of COVID-19?</td>
</tr>
<tr>
<td>7. How effective are masks at minimizing the transmission of COVID-19 in public?</td>
</tr>
<tr>
<td>8. What is the evidence for COVID-19 mutations and how many subtypes are responsible for the pandemic?</td>
</tr>
<tr>
<td>9. Does a positive SARS-CoV-2 antibody test mean an individual is immune to further COVID-19 infections?</td>
</tr>
<tr>
<td>10. Is COVID-19 airborne transmitted?</td>
</tr>
<tr>
<td>11. Can asymptotically infected individuals transmit COVID-19?</td>
</tr>
<tr>
<td>12. What is the evidence for 1-meter and 2-meter separations for social distancing?</td>
</tr>
<tr>
<td>13. What has the evidence-base been for lockdown compared to no lockdown during this COVID-19 pandemic?</td>
</tr>
<tr>
<td>14. Is universal preoperative testing for SARS-CoV-2 beneficial compared to selective testing?</td>
</tr>
<tr>
<td>15. Can individuals be reinfected with SARS-CoV-2?</td>
</tr>
</tbody>
</table>

The REDASA search index provides a list of selected documents, which are randomly provisioned to curators for labeling via Amazon SageMaker Ground Truth. This allows them to assess documents’ relevance and quality in relation to the original query and further categorize the data based on the labels described in Figure 3. Reflecting the living nature of the REDASA platform, queries were adapted in accordance with the knowledge priorities of different phases of the pandemic. For example, in stint 1 of curation (February 6 to September 6, 2020), which was scheduled during the peak of the UK COVID-19 outbreak and when uncertainties regarding best practices for screening and management planning were rife, questions 1-5 were posed to REDASA. In contrast, stint 2 of curation was performed during the nationwide lockdown relaxation period and the public health transition for minimizing the risk of a second wave of COVID-19. Consequently, questions 6-15 focused upon themes such as reinfection, transmission mitigation, and the global impact of the pandemic.

The relevance of articles in relation to the query that was posed to the search index was a subjective binary measure (ie, irrelevant or relevant). This assessment was paired with NER labels, which enabled curators to highlight phrases and paragraphs that indicated the relevance of articles.
The quality of the academic literature was assessed via a 3-stage process. First, we ascertained the study type, and this allowed us to assign an evidence rating level (the levels proposed by the Oxford Centre for Evidence-Based Medicine [12]). Second, we invited curators to provide an independent, subjective rating of an article’s quality by using their own critical appraisal methodology and assign 1 of the 3 following binary ratings: low, medium, or high. Third, akin to the relevance metric, NER annotation was made available to curators and correlated with their low, medium, or high ratings. Depending on the type of academic literature that curators were assessing, curators were automatically given (through their user interface) the relevant EQUATOR (Enhancing the Quality and Transparency of Health Research) checklist for quantitative quality assessment [13].
For example, if the document that curators were assessing was a systematic review, they were automatically able to assess the article against the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist (Figure 4).

**Figure 4.** (A) A document with curation user interface labels (the NER of quality, relevance, and summary phrases). (B) Binary labels for classifying documents and correlating them to NER responses. (C) Embedded reporting checklists for document assessment, which were provided based on the selected academic study type. NER: named entity recognition; REDASA: Realtime Data Synthesis and Analysis; STROBE: Strengthening the Reporting of Observational Studies in Epidemiology.

Collectively, the relevance and quality metrics’ utility was threefold. First, they enabled us to capture data on curators’ decision-making and critical appraisal processes. Second, they minimized the number of undesirable irrelevant documents, which allowed us to implement a human-in-the-loop optimization methodology for the search index. Third, they allowed us to perform multiple curator passes on a single document, assess for labeling response conflicts, and ascertain the article factors responsible for any disparities. To obtain further data, we allowed our curators to assess the risk of bias in the articles by using the bias metrics designed by Cochrane [14]. The results from this novel curation process were intended (1) to act as ground truth for data science models that aimed to facilitate the future semiautomation or full automation of article screening, and (2) be used for a structured assessment of evidence quality.

This question-specific approach was selected over the more traditional approach of randomly sectioning data to help us preserve the relevance metric for specific questions. This factor would have otherwise been more challenging to implement and capture. Further, this metric is key to future work streams that determine the relevance of specific articles for inclusion in an automated systematic review.

**Curation Methodology**

**Structured and Unstructured Data Lake**

Our proof-of-concept analysis for data mining during predefined time periods was feasible. In this iteration of REDASA, a 1-week time period was chosen to enable the capturing of the highest possible number of new data points at the lowest mining frequency, thus minimizing the computing costs of both COVID-19–structured and unstructured data sources. In this paper, we only present a text-based analysis of the data set. In the future, we intend to assess structured, quantitative data from target data sources.

**Unstructured Web Crawl Data**

Textual information was extracted from a precurated set of internet sites. A range of frequently accessed but disparate data types that are typically used by frontline clinicians and policy makers were extracted. These included high-quality journal websites and portals containing COVID-19–related literature.
medical and surgical society guidance web pages; and guideline repositories from local, governmental, and international public health bodies. By being able to dynamically capture data and automatically obtain updates from sources, this type of data mining demonstrates the power of REDASA in terms of amalgamating qualitative and quantitative insights for generating future reports. Each website was independently assessed and evaluated for inclusion into the REDASA data lake by clinical (n=4) and data science (n=2) reviewers. Disagreements were resolved through consensus. These sources were selected in accordance with criteria for including usable content and determining the reliability and breadth of target topics and categories pertaining to COVID-19. To systematize the data lake prior to data ingestion, sources were categorized into the following broad groups, which were independently defined a priori by the three members of the research team based on the source of the original data: all (miscellaneous), critical care, medical care, surgical care, drug development and pharmacological therapy, mental health, risk, translational research, biological sciences, engineering, and policy. The content of the data from each of the sources was screened by these three independent members of the research team. If disagreements regarding categorization occurred, a meeting was conducted. Unanimous agreement was sought prior to final categorization.

Structured Data From the COVID-19 Open Research Dataset

The White House and a coalition of leading research groups developed the COVID-19 Open Research Dataset (CORD-19) [15]. The CORD-19 is a data set that contains over 157,000 scholarly articles, including over 75,000 full-text articles regarding COVID-19, SARS-CoV-2, and related coronaviruses. This freely available data set was provided to the global research community of Kaggle and was used as a test data source when initially developing the REDASA infrastructure.

Collectively, these assimilated data sources make REDASA one of the world’s largest and most contemporaneous COVID-19–related evidence sources, consisting of 104,000 documents.

Data Availability

The curation labels can be found on GitHub [16].

Results

Curation Results

The first-pass document curation responses from 42 curators underwent the preliminary analysis of the domains of relevance to free-text queries and information quality. These data were collected over 2 time-limited curation stints. Both stints were 1 week in duration. We obtained a total of 1424 documents pertaining to 15 different COVID-19–related queries (around 99 text documents derived per query from the search index for the structured and unstructured data lake), and an average of 42 documents per query were assessed by 1 curator. Our aim was for each document to be assessed by at least 2 different reviewers so that we could assess intercurator variability and identify the reasons for discrepancies in evidence quality verdicts.

Each curator was profiled to ascertain their academic or clinical backgrounds. This was initially performed for the vetting and quality control of curation responses. These data will also be used to further discriminate between labeling responses that are based on critical appraisal expertise and to assign weights to curation responses. To date, the REDASA project’s international curator community includes people from 9 different countries, and the project is supported by medical and surgical health care professionals who range from senior consultant vascular surgeons in Italy to general practice physicians who are involved in community and public health decision making in the Philippines. Data curators were recruited by invitation through the PanSurg email subscriber list and by open invitation via the @pansurg Twitter account. Curators were included if they had a medical degree or a higher degree in science-related fields. Data curators were asked to state their interest and were verified by direct contact. The number of data curation responses for REDASA, which exponentially rose between our two stints as more curators were onboarded (stint 1: n=12; stint 2: n=42; Figure 5), was indicative of an efficient, novel methodology for the digital, community-based peer review of literature by domain experts. This was exemplified by the ability of some of our experienced curators, who were able review over 100 scientific documents of varying length in as little as 3 days. Furthermore, with curators’ 100% follow-through rate between stint 1 and stint 2, our curation model suggests that, when combined with our simplified critical appraisal interface, the peer review of literature at scale is viable and sustainable.

In total, 70.9% (1009/1424) of the pool of curated articles was composed of peer-reviewed, traditional, academic literature; the remainder consisted of web crawl–derived data, including governmental policies and reports from professional bodies. Based on the subset of the 900 academic literature documents that were curated, the most common study type encountered was systematic reviews (98/1009, 9.7%). The least common study type in the data lake was randomized controlled trials (RCTs; 3/1009, 0.3%). Nonsystematic reviews (eg, rapid reviews and comprehensive reviews) were not given the systematic review label to avoid inappropriate assessments against the PRISMA checklist. Such outlier academic literature types were aggregated into the miscellaneous category, which included 427 documents that were assessed solely against the curator-reported binary quality ratings.
Figure 5. Rate of COVID-19–related scientific literature curation over 2 weeks. This was associated with the growth of the number of curators, which plateaued on day 13. This was when all of the documents available for curation were assessed before the end of stint 2.

Articles’ Relevance to Queries

The relevance metric that curators used provided insight into the performance of the search index in terms of providing cogent and useful document results associated with the 15 COVID-19–related queries (Textbox 1). Overall, 50.49% (719/1424) of articles were considered relevant to their respective queries. When observing the question bank, this variance in article relevance (which was based on the search index) was reflected by the lack of consistency in the ratio of the number of relevant articles to the number of irrelevant articles (Figure 6). These data can be used to provide feedback for the search index with regard to the optimization of provided results.

Figure 6. Curators’ responses determined the relevance of documents to search index queries. Responses were matched to the query number.
Critical Appraisal of Article Quality

The uneven distribution of academic study types that have been curated thus far precludes the interpretation of results for quantitative reporting checklist responses based on the qualitative rating system (low, medium, and high) for RCTs (CONSORT [Consolidated Standards of Reporting Trials] checklist) and clinical guidelines (AGREE [Appraisal of Guidelines for Research and Evaluation] checklist). These studies were poorly represented in this run of analysis.

Quality was quantified by ascertaining the sum of the number of EQUATOR Network–derived checklist items that were fulfilled by each document. Hence, documents with methods and results that aligned more closely to their respective reporting checklist were scored higher and deemed to be of greater quality. This outcome was compared to the curators’ subjective ratings for diagnostic and prognostic studies (TRIPOD [Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis] checklist), case reports and series (CARE [Case Reports] checklist), case-control studies (STROBE [Strengthening the Reporting of Observational Studies in Epidemiology] checklist) and meta-analyses and systematic reviews (PRISMA checklist) (Figure 7). Notably, the subjective quality rating was assigned prior to assessment by using the checklist under our curation protocol to mitigate observer bias.

Figure 7. Relationship between the low, medium and, high curator-determined quality ratings of (A) case-control studies, (B) diagnostic and prognostic studies, (C) case reports and series, and (D) meta-analyses and systematic reviews and their respective reporting checklist scores. CARE: Case Reports; PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses; STROBE: Strengthening the Reporting of Observational Studies in Epidemiology; TRIPOD: Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis.

Based on our independently assessed and subjective quality metric, our preliminary results suggested that more than 50% (726/1424, 50.98%) of the documents derived from the REDASA data pipeline were of medium quality, and 13.55% (193/1424) were deemed high quality. Thus, during data aggregation, 64.53% (919/1424) of the documents derived from our data lake for curation were of a sufficient quality to inform their professional decision-making processes or could be used as reliable sources of information.

With regard to the TRIPOD-relevant (score: mean 15.6, SD 6.9) and STROBE-relevant (score: mean 13.2, SD 5.8) study types, there was some correlation between curators’ subjective assessments of the articles that had low-to-high ratings and underwent the validated checklist–based quality assessment. However, with regard to the CARE-relevant (score: mean 13.8, SD 6.8) and PRISMA-relevant (score: mean 8.4, SD 6.1) study types, there was substantial variance in the number of checklist items that were selected for each quality rating, thus indicating an apparent dissociation between these two metrics. Further data collection and the comparison of intercurator responses for the removal of outliers will provide clarity on the role of subjective quality ratings versus the role of validated reporting checklists as a surrogate marker of evidence quality.
**Discussion**

Globally, there are several efforts underway for systematically accruing COVID-19–related data and specifically querying these data and output-relevant literature [17]. These efforts, such as Google’s COVID-19 Research Explorer [18], COVIDask [19], and COVIDScholar [20], are fundamentally based on NLP searches. Additionally, Google’s solution incorporates the use of follow-up queries associated with a primary question to obtain more focused results. These efforts universally incorporate the CORD-19 and intuitively present output data. Nevertheless, these approaches do not account for the quality of the data source, which is left to the interpretation of the user. Other efforts, such as SciSight [21] and COVID-19 Primer [22], structure data from the CORD-19 into themes (author and engagement), thereby allowing users to make links and review specific topics, albeit without a natural language interface for answering specific questions.

The crucial difference between REDASA and the aforementioned platforms is threefold. First, REDASA adopts a human-in-the-loop methodology by embedding an efficient, user-friendly curation platform into an NLP search engine. REDASA can iteratively refine its search outputs at scale, particularly in the domains of the relevance and quality of data sources. This can ultimately contribute to a fact-checking function for conducting a reliable assessment of the utility of an article [23]. Second, it provides a curated data set in the JavaScript Object Notation format for experienced academic reviewers’ critical appraisal choices and decision-making methodologies. These data on the peer-review process provide a unique framework for modelling, quantifying, and ultimately automating the evidence quality assurance process and are unavailable elsewhere. Finally, due to the wide scope and depth of REDASA’s web crawling methodology, REDASA has already captured one of the world’s largest COVID-19–related data corpora for searches and curation. Our aim is to make these crucial data freely available and ensure that they are continuously updated to allow for rapid review and dissemination during and beyond the evolving pandemic.

For the long-term goal of conducting a semisupervised, live systematic review of data, several limitations and challenges need to be overcome. Our curation methodology resulted in a high turnover rate for the assessment of data. However, there was still variability in curator output, which was secondary to the variability in curators’ subjective critical appraisals. In this project, we relied on the prescreening of curators, which was conducted via academic portfolio screening and assessments for relevant literature review experience. This crucial quality control approach needs to be further developed to fully validate and enhance the accuracy of our curation methodology. A limitation of our preliminary data analysis was the qualitative, summative comparison of the EQUATOR checklist ratings to our quality ratings. This was due to the subcomponents of the used EQUATOR checklists, which did not use equal metrics for article quality, and the nonexhaustive quality criteria captured by these tools. Hence, future studies are needed to validate our quality ratings and identify a reliable metric for quality that is applicable across the academic and nonacademic literature captured by REDASA. In addition to ensuring the consistency of quality ratings, sustained curation work is required to ensure that the corpus includes greater numbers of studies across all designs and methodologies—specifically, RCTs (if available)—to ensure that the corpus is truly representative of data under examination.

Our framework has demonstrated proof-of-concept that by combining the discovery and ingestion pipeline, data lake repository, human curation platform, and NLP semantic search index of REDASA, it can provide curated responses to questions that are posed in natural language in the short term. In the long term however, based on the data insights that progressively validated the critical appraisal of our curation methodology, the ambition of REDASA is to conduct live systematic reviews by using semisupervised machine learning techniques to rapidly return high-quality, relevant evidence in response to queries for any discipline experiencing an “infodemic,” such as cancer or cardiovascular disease.
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Abstract

Background: During the COVID-19 pandemic, the internet has significantly spread information, providing people with knowledge and advice about health protection regarding COVID-19. While a previous study demonstrated that health and eHealth literacy are related to COVID-19 prevention behaviors, few studies have focused on the relationship between health literacy, eHealth literacy, and COVID-19–related health behaviors. The latter includes not only preventative behaviors but also conventional health behaviors.

Objective: The objective of this study was to develop and verify a COVID-19–related health behavior questionnaire, explore its status and structure, and examine the associations between these behaviors and participants’ health literacy and eHealth literacy.

Methods: A snowball sampling method was adopted to recruit participants to complete anonymous cross-sectional questionnaire surveys online that assessed sociodemographic information, self-reported coronavirus knowledge, health literacy, eHealth literacy, and COVID-19–related health behaviors.

Results: Of 1873 college students who were recruited, 781 (41.7%) had adequate health literacy; the mean eHealth literacy score was 30.16 (SD 6.31). The COVID-19–related health behavior questionnaire presented a two-factor structure—COVID-19–specific precautionary behaviors and conventional health behaviors—with satisfactory fit indices and internal consistency (Cronbach \( \alpha = .79 \)). The mean score of COVID-19–related health behaviors was 53.77 (SD 8.03), and scores differed significantly (\( P < .05 \)) with respect to residence, college year, academic major, family economic level, self-reported health status, having a family member or friend infected with coronavirus, and health literacy level. Linear regression analysis showed that health literacy and eHealth literacy were positively associated with COVID-19–specific precautionary behaviors (\( \beta_{ \text{health literacy}} = .149, \beta_{ \text{eHealth literacy}} = .368; P < .001 \)) and conventional health behaviors (\( \beta_{ \text{health literacy}} = .219, \beta_{ \text{eHealth literacy}} = .277; P < .001 \)).

Conclusions: The COVID-19–related health behavior questionnaire was a valid and reliable measure for assessing health behaviors during the pandemic. College students with higher health literacy and eHealth literacy can more actively adopt COVID-19–related health behaviors. Additionally, compared to health literacy, eHealth literacy is more closely related to COVID-19–related health behaviors. Public intervention measures based on health and eHealth literacy are required to promote COVID-19–related health behaviors during the pandemic, which may be helpful to reduce the risk of COVID-19 infection among college students.
Introduction

COVID-19–Related Health Behaviors

The COVID-19 pandemic, a major public health emergency, has become a serious burden not only for China but also worldwide in terms of threatening people’s lives as well as their mental health. At present, governments and institutions worldwide have introduced a series of policies to curb the spread of the epidemic, which have prevented and delayed the spread of COVID-19 to a certain extent [1]. However, vigilance continues to be required as global spread of COVID-19 is still very grim. World Health Organization data showed that as of March 22, 2021, the number of confirmed cases worldwide was 123,968,187, and 2,729,330 people have died worldwide [2]. Fortunately, new coronavirus vaccines have been developed. However, as current supply is insufficient, with potentially inconsistent quality among the different vaccines and manufacturers, many people have expressed suspicion and fear regarding vaccines [3]. Therefore, public preventive measures remain key to slowing the spread of COVID-19.

As a major public health event, the COVID-19 pandemic has required action from both governments and individuals. Since the COVID-19 outbreak, the Chinese government has implemented family-based isolation measures and other COVID-19 response measures, such as disease prevention strategies and advice for psychological adjustment [4]. In January 2020, the Guidelines for Public Protection Against Pneumonia Caused by the Novel Coronavirus Infection, which were compiled by the Chinese Center for Disease Control and Prevention (China CDC) [5], were provided to the public for free. These guidelines, which contain COVID-19 knowledge and prevention advice, such as personal protection, home medical observation, and psychological counseling, have been widely disseminated on online platforms such as social media. In addition to government measures, personal health behaviors also play a vital role in curbing the spread of COVID-19. Many previous studies have shown that public compliance with preventive behaviors can help reduce the spread of COVID-19 [6-8]. In addition to preventive behaviors, people’s conventional health behaviors, such as physical exercise and diet, also play an important role in maintaining physical and mental health during the COVID-19 epidemic. Therefore, it is important to understand the characteristics of COVID-19–related health behaviors. In this study, we define COVID-19–related health behaviors as those that are in response to the perceived threat of COVID-19, including government-recommended preventive behaviors and self-adaptive conventional health behaviors. It is noted that few studies have developed specific tools by which to assess the degree of public COVID-19–related health behavior participation. A previous study in the United States developed a 9-item scale based on health behavior recommendations proposed by the US Centers for Disease Control and Prevention to assess individual health behaviors [9]. However, due to the different national conditions of the United States and China, this tool may not be suitable for the Chinese population. Through a literature review, we found that most research on COVID-19 health behavior in China was conducted using a single item or a count of checklist items; the reliability and validity of such approaches remain unclear. Therefore, objectively measuring people’s COVID-19–related health behaviors and conducting research into the factors related to such behaviors may help formulate effective interventions for COVID-19 prevention and control.

Health Literacy

Due to the implementation of family isolation, people have had to rely on internet searches to obtain relevant COVID-19 health information (eg, prevention information and control guidelines), which may be associated with their COVID-19–related health behaviors. However, early studies have shown that although the internet can provide resources for individuals seeking health information, people do not always correctly utilize these resources to solve health problems [10]. Additionally, previous studies have demonstrated that individuals with greater health literacy may more precisely distinguish the authenticity and accuracy of COVID-19–related information on media platforms and have superior understanding of health information in general [11,12].

Health literacy is defined as an individual’s ability to acquire, process, and understand basic health information and services in order to make appropriate health decisions [13]. Such literacy has long been associated with indicators of health [14]. A previous study showed that health literacy is associated with depression and health-related quality of life during the COVID-19 pandemic [15]. Specifically, medical students with higher health literacy have been shown to exhibit less fear of COVID-19 [16]. Additionally, adolescents’ health literacy was shown to be significantly related to handwashing-related knowledge and behavior during the pandemic’s early stages in Norway [17]. These examples indirectly illustrate that individuals with adequate health literacy are more likely to adopt COVID-19–related health behaviors, and the health literacy skill framework suggests that individuals’ health behaviors were affected by their health literacy skills [18]. Therefore, we hypothesized that health literacy would be positively correlated with COVID-19–related health behaviors.

eHealth Literacy

In contrast, eHealth literacy specifically should be emphasized because while not everyone has a high level of health literacy during the COVID-19 crisis, they can still search, acquire, and utilize health information through the internet, allowing them to adopt relevant health behaviors based on this information. Health and eHealth literacy have distinct but related definitions, as both emphasize the individual’s ability to collect, evaluate, and utilize health information; however, unlike health literacy, eHealth literacy focuses on the ability to obtain and apply online health information via electronic media [10]. Therefore, the hypothesis concerning the relationship between health literacy and COVID-19–related health behaviors may be extended to
include eHealth literacy, even though specific associations may be different for the two types of literacy.

Although previous studies emphasized the importance of eHealth literacy during COVID-19 [19,20]—and in the research of netizens [21], health care workers [22], and nursing students [23] it was found that eHealth literacy was related to COVID-19 prevention behavior—few studies have focused on the relationship between eHealth literacy and other COVID-19–related health behaviors other than preventive behaviors, especially among college students. Conventional health behaviors, such as physical exercise and nutritious eating, are also COVID-19–related health behaviors. In addition, a literature review indicated that eHealth literacy, healthy behaviors, and health outcomes are related [24]. Finally, although a previous study found that college students with a low level of eHealth literacy engaged in poor health-promoting behaviors [25], this relationship has not been adequately explored in a pandemic environment. Therefore, it is necessary to further analyze the relationship between eHealth literacy and COVID-19–related health behaviors. Overall, this online cross-sectional survey in China had two purposes: (1) develop and verify a COVID-19–related health behavior questionnaire and explore its status and structure and (2) study the relationship between health literacy, eHealth literacy, and COVID-19–related health behaviors.

Methods

Study Participants

A snowball sampling method was used to recruit the subjects. First, we published a recruitment announcement on QQ, which is a social media platform commonly used by Chinese college students. After screening, we identified 20 college students as the first group of participants from 20 universities across five regions of eastern, western, southern, northern, and central China. Each region included four universities to ensure that the sample broadly represented college students from all of China’s regions.

Then, these participants anonymously completed an internet-based, cross-sectional questionnaire and were asked to send the link to the blank questionnaire to their classmates. Participation was voluntary and no financial incentive was given for participating in the study. The purpose of both the survey and informed consent form was displayed on the first page of the online questionnaire. If they agreed to participate, subjects could click the Next button to complete the questionnaire; if they chose not to participate, they could click the X button. The questionnaire could be completed in 15 minutes, and there was only one chance for a given internet protocol address from which to complete the questionnaire.

This study was approved by the Ethics Committee of Xiangya School of Public Health of Central South University. The survey started on May 10, 2020, and ended on May 20, 2020, recruiting a total of 2152 participants. Of these, 279 were excluded for their illogical completion of the questionnaire (eg, they took less than 5 minutes to complete it or their age was under 10 years). Finally, 1873 valid questionnaires were considered for our data analysis.

Measurements

Health Literacy

Health literacy was measured using the National Health Literacy Survey Questionnaire, as compiled by the China Health Education Center [26]. The overall Cronbach α of the scale was .95, and the Spearman-Brown coefficient was .94, indicating strong psychometric properties with minor measurement invariance [27]. The questionnaire was divided into three aspects: (1) basic health knowledge and literacy, (2) healthy lifestyle and behavior literacy, and (3) basic health skills literacy. These aspects covered the following six types of health problem literacy: scientific health, infectious disease prevention, chronic disease prevention, safety and emergency, basic medical information, and health-related information. The questionnaire consisted of 50 questions, including 34 multiple-choice questions and 16 multiple-answer questions (Multimedia Appendix 1). The total score ranged from 0 to 66 points, with 1 point per multiple-choice question and 2 points per multiple-answer question. A higher total score indicated a higher health literacy level; specifically, a total score of 53 or more indicated that the individual had adequate health literacy [28]. The Cronbach α coefficient for the questionnaire in this study was .83.

eHealth Literacy

eHealth literacy was measured using the Chinese version [29] of the eHealth Literacy Scale for College Students, originally developed by Norman and Skinner [30] to assess an individual’s abilities in terms of accessing, understanding, and evaluating health information from electronic media and utilizing this information to solve health problems. The scale has eight items in total; each item was rated on a scale of 1 (disagree) to 5 (agree) (Multimedia Appendix 1). The total score ranged from 8 to 40; the higher the score, the higher the eHealth literacy. The Cronbach α coefficient for the scale in this study was .92.

COVID-19–Related Health Behaviors

We designed a questionnaire for measuring COVID-19–related health behaviors. First, we conducted an extensive literature review and identified 2 categories—government-recommended preventive behaviors and self-adaptive conventional health behaviors—to serve as the questionnaire’s dimensions and overall framework. Based on the literature and the Guidelines for Public Protection Against Pneumonia Caused by the Novel Coronavirus Infection [5], we designed 24 items, 12 in each of the two categories. Second, an expert team composed of emergency management experts, public health experts, psychologists, respiratory doctors, and nurses evaluated the 24 items. According to their recommendations, seven items were deleted from the self-adaptive conventional health behaviors category, while three items were added to the preventive behaviors dimension because the experts believed that behaviors to prevent infection were the most important to adopt during the COVID-19 pandemic. Third, the 20 remaining items were sent to a different expert group, consistent with the previous group’s composition, for review. According to the group’s
opinions, five items were deleted from the preventive behaviors category.

Finally, a 15-item questionnaire was formed (Multimedia Appendix 1). We recruited 85 college students (41 males [48%] and 44 females [52%] with mean age of 20.1 years, SD 1.4) to conduct an online preliminary assessment. A 5-point Likert scale was used to test whether individuals understood each item’s description, and they were asked whether they thought the item needed to be modified. The results showed that all respondents understood the descriptions (mean 4.48, SD 0.30), as all respondents indicated that no changes were required.

The questionnaire’s 15 items focused on problem solving, such as wearing masks and handwashing; seeking social support, such as contacting relatives and friends online; distraction, denial, or avoidance, such as smoking and drinking; and positive appraisals, such as physical exercise and maintaining a reasonable diet. Participants were asked to indicate their practice of each behavior over the past 2 weeks. Each item used a 5-level scoring method: 1 (none of the time), 2 (a small amount of the time), 3 (sometimes), 4 (most of the time), and 5 (almost all of the time). It should be noted that the scores for smoking and drinking were reversed. Therefore, for this questionnaire, the higher the score, the healthier and more positive a COVID-19–related health behavior was considered.

Covariates
Covariates included sociodemographic characteristics (ie, age, gender, residence, college year, academic major, and self-rated family economic level) and information related to COVID-19 (ie, self-reported health status, family members or friends infected with the coronavirus, and self-reported coronavirus knowledge level) (Multimedia Appendix 1). The self-reported COVID-19 knowledge level was evaluated via five questions, regarding the source of COVID-19 infection, incubation period, main transmission route, susceptible population, and primary clinical manifestations (Multimedia Appendix 1). The questions and answers were based on the COVID-19 Diagnosis and Treatment Protocol (Tentative Version Seven) that was issued by the National Health Commission of China [31]. For these questions, 1 point was assigned to correct answers and no points were assigned to answers that were either incorrect or unknown. The total score ranged from 0 to 5; the higher the score, the higher the coronavirus knowledge level.

Statistical Analysis
Descriptive analysis was used to summarize participants’ sociodemographic information and other variables. Categorical variables were described using a frequency and percentage, whereas continuous variables were described by mean and SD. Then, to evaluate the factor structure and structural validity of the COVID-19–related health behavior questionnaire, a principal component exploratory factor analysis (EFA) with a varimax rotation and a confirmatory factor analysis (CFA) were used. It should be noted that we randomly divided the total samples into Sample A (511 men and 426 women), which was used for EFA, and Sample B (458 men and 478 women), which was used for CFA.

The Kaiser-Meyer-Olkin (KMO>0.50) measure of sampling adequacy and the Bartlett test of sphericity (P value of the Bartlett test <.05) were used to assess the questionnaire’s suitability for factor analysis [32]. Eigenvalues of greater than 1 were used to determine the number of factors, and a factor loading of greater than 0.50 was regarded as the criterion for keeping items.

Then, CFA, using SPSS Amos, version 23.0 (IBM Corp), was conducted to examine the factor structure of the COVID-19–related health behavior questionnaire. The CFA’s goodness of fit was evaluated using the following indicators: goodness-of-fit index (GFI >0.90), adjusted GFI (AGFI >0.90), root mean square error of approximation (RMSEA <0.80), comparative fit index (CFI >0.90), Tucker-Lewis index (TLI >0.90), and standardized root mean square residual (SRMR <0.80) [33]. The Cronbach α coefficient was used to evaluate the questionnaire’s internal consistency reliability.

The Student t test, or one-way analysis of variance (ANOVA), was used to evaluate the statistical differences in the distribution of COVID-19–related health behaviors across different sociodemographic characteristics and health literacy levels. Cohen d was used to evaluate effect size. Pearson correlations were used to quantify the bivariate associations between self-reported coronavirus knowledge level, health literacy, eHealth literacy, and COVID-19–related health behaviors. Hierarchical linear regression was used to analyze the relationship between health literacy, eHealth literacy, and COVID-19–related health behaviors. Correlation magnitudes were reported as standardized regression coefficients (β). SPSS, version 23.0 (IBM Corp), was used to perform statistical analyses. All statistical significance levels were set at α=.05, and the statistical tests were two-tailed.

Results

Participant Characteristics
The mean age of the participants was 19.6 years (SD 1.8), ranging from 18 to 25 years. Of the 1873 participants, 1505 (80.4%) had good self-reported health status, while 66 (3.5%) had family members or friends infected with coronavirus. The mean self-reported coronavirus knowledge level score was 4.11 (SD 1.18), and nearly half of the participants (903/1873, 48.2%) had family members or friends infected with coronavirus. The mean self-reported coronavirus knowledge level score was 4.11 (SD 1.18), and nearly half of the participants (903/1873, 48.2%) correctly answered five COVID-19 knowledge questions. The mean health literacy score was 50.05 (SD 9.55), and 781 out of 1873 participants (41.7%) had adequate health literacy. The mean eHealth literacy score was 30.16 (SD 6.31). For further details, see Table 1.
Table 1. Descriptive statistics of sociodemographic characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (N=1873), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>969 (51.7)</td>
</tr>
<tr>
<td>Female</td>
<td>904 (48.3)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>871 (46.5)</td>
</tr>
<tr>
<td>Rural</td>
<td>1002 (53.5)</td>
</tr>
<tr>
<td><strong>College year</strong></td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>394 (21.0)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>594 (31.7)</td>
</tr>
<tr>
<td>Junior</td>
<td>507 (27.1)</td>
</tr>
<tr>
<td>Senior</td>
<td>378 (20.2)</td>
</tr>
<tr>
<td><strong>Academic major</strong></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>851 (45.4)</td>
</tr>
<tr>
<td>Others</td>
<td>1022 (54.6)</td>
</tr>
<tr>
<td><strong>Family economic level</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>568 (30.3)</td>
</tr>
<tr>
<td>Medium</td>
<td>1114 (59.5)</td>
</tr>
<tr>
<td>Low</td>
<td>191 (10.2)</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1505 (80.4)</td>
</tr>
<tr>
<td>Medium</td>
<td>336 (17.9)</td>
</tr>
<tr>
<td>Bad</td>
<td>32 (1.7)</td>
</tr>
<tr>
<td><strong>Family member or friend infected with coronavirus</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>66 (3.5)</td>
</tr>
<tr>
<td>No</td>
<td>1807 (96.5)</td>
</tr>
<tr>
<td><strong>Self-reported coronavirus knowledge level</strong></td>
<td></td>
</tr>
<tr>
<td>0 correct responses</td>
<td>34 (1.8)</td>
</tr>
<tr>
<td>1 correct response</td>
<td>69 (3.7)</td>
</tr>
<tr>
<td>2 correct responses</td>
<td>96 (5.1)</td>
</tr>
<tr>
<td>3 correct responses</td>
<td>156 (8.3)</td>
</tr>
<tr>
<td>4 correct responses</td>
<td>615 (32.8)</td>
</tr>
<tr>
<td>5 correct responses</td>
<td>903 (48.2)</td>
</tr>
<tr>
<td><strong>Health literacy level</strong></td>
<td></td>
</tr>
<tr>
<td>Inadequate</td>
<td>1092 (58.3)</td>
</tr>
<tr>
<td>Adequate</td>
<td>781 (41.7)</td>
</tr>
</tbody>
</table>

Internal Consistency and Structural Validity of the COVID-19–Related Health Behavior Questionnaire

First, we used the total sample for a presupposed two-factor structure analysis: 10 items for government-recommended preventive behaviors and five items for self-adaptive conventional health behaviors. However, the two-factor model for a 15-item questionnaire did not satisfactorily fit the data in the total sample (GFI=0.804; AGFI=0.735; RMSEA=0.131; CFI=0.658; TLI=0.597; SRMR=0.127). Therefore, we performed an EFA and a CFA. Table 2 shows the EFA results for each item of the COVID-19–related health behavior questionnaire. The value of the KMO test was 0.85, and the P value of Bartlett test was <.001. For each item, the factor loading ranged from 0.50 to 0.75 (all ≥0.50), such that the conditions for conducting EFA were satisfied. The results revealed two
factors with eigenvalues greater than 1, accounting for 45.96% of the total variance. Factor 1 was comprised of eight items; its eigenvalue was 4.40 and it explained 29.34% of the variance. Factor 2 was comprised of seven items; its eigenvalue was 2.49 and it explained 16.62% of the variance.

Next, we performed CFA with Sample B. The results showed that a two-factor model had adequate goodness of fit (GFI=0.948; AGFI=0.919; RMSEA=0.068; CFI=0.924; TLI=0.909; SRMR=0.057). Based on the items that loaded on each factor, we preliminarily named the two factors COVID-19–specific precautionary behaviors, which contained eight items related to prevention, and conventional health behaviors, which contained seven items related to conventional health behaviors. Among the items, the highest score was for cover your mouth and nose when you cough or sneeze and the lowest score was for insist on physical exercise. For the 15 items in the total sample, the Cronbach α internal reliability coefficient was .79.

Table 2. Exploratory factor analysis and descriptive statistics of the COVID-19–related health behavior questionnaire for college students.

<table>
<thead>
<tr>
<th>Item</th>
<th>Sample A factor loading (n=937)</th>
<th>Total sample score (N=1873), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintain hand hygiene</td>
<td>0.75</td>
<td>3.84 (0.96)</td>
</tr>
<tr>
<td>Open windows for ventilation to maintain air circulation</td>
<td>0.70</td>
<td>3.87 (0.96)</td>
</tr>
<tr>
<td>Wear a mask when going out</td>
<td>0.69</td>
<td>4.10 (0.97)</td>
</tr>
<tr>
<td>Reduce instances of going to public places</td>
<td>0.63</td>
<td>3.70 (0.95)</td>
</tr>
<tr>
<td>Cover your mouth and nose when you cough or sneeze</td>
<td>0.61</td>
<td>4.28 (0.96)</td>
</tr>
<tr>
<td>Disinfect daily necessities</td>
<td>0.60</td>
<td>3.52 (1.03)</td>
</tr>
<tr>
<td>Contact relatives and friends online</td>
<td>0.52</td>
<td>3.50 (0.98)</td>
</tr>
<tr>
<td>Communicate or confide with others when you are in trouble</td>
<td>0.51</td>
<td>3.54 (1.07)</td>
</tr>
<tr>
<td>Maintain adequate nutrition and balanced diet</td>
<td>0.23</td>
<td>2.86 (1.06)</td>
</tr>
<tr>
<td>Drink alcohol because of COVID-19</td>
<td>0.26</td>
<td>4.11 (1.16)</td>
</tr>
<tr>
<td>Insist on physical exercise</td>
<td>0.08</td>
<td>2.72 (1.21)</td>
</tr>
<tr>
<td>Smoke because of COVID-19</td>
<td>0.35</td>
<td>4.18 (1.28)</td>
</tr>
<tr>
<td>Follow the latest developments on COVID-19</td>
<td>0.30</td>
<td>3.07 (1.07)</td>
</tr>
<tr>
<td>Take body temperature frequently</td>
<td>0.25</td>
<td>3.24 (1.11)</td>
</tr>
<tr>
<td>Guarantee good sleep</td>
<td>0.34</td>
<td>3.25 (1.09)</td>
</tr>
</tbody>
</table>

aResponses were based on a 5-level scoring method: 1 (none of the time), 2 (a small amount of the time), 3 (sometimes), 4 (most of the time), and 5 (almost all of the time).

The Distribution of COVID-19–Related Health Behaviors Across Different Characteristics

The mean scores of COVID-19–related health behaviors, COVID-19–specific precautionary behaviors, and conventional health behaviors were 53.77 (SD 8.03), 30.36 (SD 5.17), and 23.41 (SD 3.87), respectively. The results of t tests and ANOVAs showed that the differences in COVID-19–related health behavior scores and COVID-19–specific precautionary behavior scores among college students with different genders, residences, college years, academic majors, family economic levels, self-reported health statuses, family members or friends infected with coronavirus, and health literacy levels (P<.05). Further details are displayed in Multimedia Appendix 2.

Associations Between Self-Reported Coronavirus Knowledge Level, Health Literacy, eHealth Literacy, and COVID-19–Related Health Behaviors

Table 3 shows that self-reported coronavirus knowledge levels were positively associated with health literacy (r=0.162; P<.001), eHealth literacy (r=0.220; P<.001), and COVID-19–related health behaviors (r=0.244; P<.001). Additionally, health literacy was positively associated with eHealth literacy (r=0.270; P<.001) and COVID-19–related health behaviors (r=0.338; P<.001), while eHealth literacy was positively associated with COVID-19–related health behaviors (r=0.476; P<.001).
Factors Associated With COVID-19–Related Health Behaviors: Multivariable Analyses

Hierarchical linear regression analysis was conducted with the score of the COVID-19–related health behaviors (COVID-19–specific precautionary behaviors and conventional health behaviors) as the dependent variable, while the independent variables consisted of sociodemographic characteristics, health literacy, and eHealth literacy. In Block 1, the following sociodemographic characteristics were entered first, accounting for 17.4% of the variance in COVID-19–specific precautionary behaviors ($R^2=0.174; F_{13, 1859}=33.890; P<.001$) and 7.4% of the variance in conventional health behaviors ($R^2=0.074; F_{13, 1859}=13.393; P<.001$): gender, residence, college year, academic major, family economic level, self-reported health status, having a family member or friend infected with coronavirus, and self-reported coronavirus knowledge level. The score for health literacy was entered into Block 2 and contributed to explaining an additional 4.2% of the variance in COVID-19–specific precautionary behaviors ($R^2=0.216; F_{14, 1858}=40.692; P<.001$) and an additional 6.5% of the variance in conventional health behaviors ($R^2=0.203; F_{14, 1858}=35.083; P<.001$). The linear regression results are presented in Multimedia Appendix 3.

Multimedia Appendix 3 illustrates that the listed sociodemographic characteristics, other than residence and academic major, were related to COVID-19–related health behaviors. Overall, participants were more likely to have superior COVID-19–specific precautionary behavior scores if they were female versus male ($β=0.153; P<.001$), freshmen versus seniors ($β=0.094; P<.001$), juniors versus seniors ($β=0.061; P=0.02$), from a family with a medium versus low economic level ($β=0.171; P<.001$), had a higher self-reported coronavirus knowledge status ($β=0.176; P<.001$), and had a higher self-reported coronavirus knowledge level ($β=0.171; P<.001$). Conventional health behaviors were more likely to be performed by individuals who were sophomores versus seniors ($β=0.074; P<.001$), from a family with a high or medium economic level (high vs low: $β=0.082, P=0.03$; medium vs low: $β=0.077, P=0.03$), had good or medium self-reported health status (good vs bad: $β=0.273, P<.001$; medium vs bad: $β=0.171, P=0.008$).

After adjusting for covariates, both health literacy and eHealth literacy were positively associated with COVID-19–specific precautionary behaviors ($R^2=0.332; F_{14, 1857}=67.449; P<.001$) and an additional 6.5% of the variance in conventional health behaviors ($R^2=0.203; F_{14, 1858}=35.083; P<.001$).

### Table 3. Correlation matrix (Pearson r and two-tailed P value) of self-reported coronavirus knowledge level, health literacy, eHealth literacy, and health and precautionary behaviors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Self-reported coronavirus knowledge level</th>
<th>Health literacy</th>
<th>eHealth literacy</th>
<th>COVID-19–related health behaviors</th>
<th>COVID-19–specific precautionary behaviors</th>
<th>Conventional health behaviors</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.332</td>
<td>0.203</td>
<td>0.174</td>
<td>0.203</td>
<td>0.216</td>
<td>0.174</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

For all associations, the correlation is significant at a significance level of .05 (two-tailed).

aNot applicable.

---

**Table 3.** Correlation matrix (Pearson $r$ and two-tailed $P$ value) of self-reported coronavirus knowledge level, health literacy, eHealth literacy, and health and precautionary behaviors.
precautionary behaviors ($\beta_{\text{health literacy}}=.149$, $\beta_{\text{eHealth literacy}}=.368$; $P<.001$) and conventional health behaviors ($\beta_{\text{health literacy}}=.219$, $\beta_{\text{eHealth literacy}}=.277$; $P<.001$). Among the related factors, eHealth literacy was most strongly associated with COVID-19–related health behaviors.

**Discussion**

**Principal Findings**

Based on the China CDC’s guidelines and expert advice, we developed and verified a COVID-19–related health behavior questionnaire among college students. The questionnaire was found to be valid and reliable for assessing health behaviors during the pandemic. This study also examined whether health literacy and eHealth literacy were associated with the COVID-19–related health behaviors of college students. To the best of our knowledge, this is one of few studies to consider the relationship between factors for this population group. The study results showed that health and eHealth literacy were positively related to COVID-19–related health behaviors among college students.

The factor analysis showed that the COVID-19–related health behavior questionnaire had a two-factor structure, which is consistent with the two-factor structure we had previously assumed. That is, the eight items for Factor 1 primarily reflected individual protective measures, such as wearing a mask, maintaining hand hygiene, and reducing the amount of time that one leaves the house. Therefore, Factor 1 was named **COVID-19–specific precautionary behaviors**. Furthermore, the seven items for Factor 2 reflected individuals’ conventional health behaviors, such as physical exercise and diet during the COVID-19 pandemic; therefore, it was named **conventional health behaviors**. In addition, the results showed that the internal consistency reliability of the questionnaire was adequate. Based on these two relatively simple psychometric indicators, the COVID-19–related health behavior questionnaire appears to have satisfactory internal consistency reliability and construct validity in this context, so that it could be used among Chinese college students. This questionnaire may be useful for government officials and school health educators to assess the COVID-19–related health behaviors of college students in order to carry out targeted interventions.

The results of the descriptive analysis showed that college students’ COVID-19–specific precautionary behaviors were high, and the scores of eight items were all higher than 3.5, among which the score of *cover your mouth and nose when you cough or sneeze* was the highest. A European study of adolescents obtained similar results, namely that adolescents seemed to be generally aware of the recommendations regarding protective behaviors during the COVID-19 crisis [17]. In contrast, this study found that college students’ conventional health behaviors were poor, especially in terms of their scores for physical exercise and maintaining both adequate nutrition and a balanced diet, which were lower than the median (3 points). Zhao et al. also found that after the COVID-19 outbreak, only a small number of Chinese people participated in physical exercise, and most consumed vegetables and fruits even less frequently than usual each week [34]. This may be related to affective disorders, such as anxiety and depression during the COVID-19 pandemic. A cross-sectional study suggested that less physical exercise was found to negatively impact anxiety and depressive symptoms in college students during the COVID-19 pandemic [35]. However, in turn, anxiety and depression can cause a lack of motivation to exercise and eat healthily. Thus, this study indirectly reflects the changes that the COVID-19 pandemic caused in people’s lifestyles and behaviors. Additionally, previous studies showed that unhealthy behaviors were related to COVID-19 mortality rates and hospital admissions, and although they provided some specific lifestyle recommendations [36,37], few studies have analyzed intervenable factors related to COVID-19–related health behaviors during the pandemic.

In this study, after adjusting for sociodemographic characteristics, health and eHealth literacy were shown to be significantly related to COVID-19–related health behaviors, which supports the findings of previous research on the relationship between health literacy and COVID-19–related attitudes and behaviors [38]. For example, a study in Hong Kong demonstrated that health literacy significantly and positively correlated with hand hygiene habits in older persons [39], consistent with a study of adolescents [17], indicating that health literacy is closely related to COVID-19 health protection behaviors. In addition, health literacy’s positive relationship with physical exercise, diet, and sleep has been confirmed by numerous studies [40–42]; likewise, this study confirmed this relationship. This indicates that, even during the COVID-19 pandemic, health literacy remains related to healthy behaviors. Nevertheless, these results cannot explain the causal relationship between health literacy and COVID-19–related health behaviors. However, based on previous research experience [43], individuals with a high level of health literacy are more likely to adopt positive behaviors in their response to the COVID-19 pandemic. Additionally, although it was obviously difficult to improve the health literacy of individuals on such a short-term basis, significantly curbing the disease’s spread will involve finding new intervention strategies and incorporating the abundance of information related to COVID-19 on the internet.

This study showed that eHealth literacy was also positively correlated with college students’ COVID-19–related health behaviors. Similarly, a previous study illustrated that people who had obtained more health information online related to COVID-19 were more frequently involved in various types of preventive behaviors [44]. Researchers have attributed this association to risk perception; COVID-19 pandemic information on the internet exacerbates concerns and may prompt users to adopt protective behaviors [45]. Further, a related study of college students reported that their eHealth literacy is associated with regular exercise, healthy eating, and routine sleep [46]. Moreover, a study found that eHealth literacy is related to disease prevention behaviors, such as finding vaccination information [47]. These results indirectly support the association between eHealth literacy and COVID-19–related health behaviors. Furthermore, a recent study showed that eHealth literacy is related to preventive behaviors in relation to the COVID-19 pandemic [21], consistent with findings in this study.
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However, the previous study had notably few people under the age of 20 years, so that this study, which included a substantial number of subjects under this age, further expanded upon their findings.

This study also found that a higher level of eHealth literacy was associated with superior conventional health behaviors, indicating that college students with a higher level of eHealth literacy in China could maintain healthy lifestyles during the COVID-19 pandemic. While previous studies have paid more attention to health protection behaviors, few have examined other behaviors during the COVID-19 pandemic, such as exercise, diet, sleep, smoking, and consuming alcohol. For example, while the significance of COVID-19–specific precautionary behaviors focuses on reducing the possibility of an individual becoming infected with the coronavirus, conventional health behaviors provide for greater reflection in an individual’s daily life during this period of isolation from family due to COVID-19 prevention and control measures. Conventional health behaviors emphasize the ability to adapt to life events, which is particularly important when promoting physical and mental health, such as maintaining resilience, reducing and avoiding the occurrence of other diseases, and relieving both mental pressures and stress. Therefore, this study suggests that improving health and eHealth literacy may help college students adopt healthy lifestyles and adapt to the isolation that has been caused by the COVID-19 pandemic.

Compared to health literacy, eHealth literacy was a stronger predictor of COVID-19–related health behaviors, which may be due to COVID-19 being a sudden infectious disease. That is, the nature of this disease causes people to lack sufficient understanding about it, which leads to a lack of knowledge about how to take preventive measures. Since the Chinese government implemented family isolation measures during the COVID-19 crisis, they published knowledge and guidelines on the internet about various COVID-19 prevention and control measures. A previous study showed that individuals with higher levels of eHealth literacy more often search for health information on the internet [48], which means that college students with a high level of eHealth literacy may acquire more COVID-19 information online, enabling them to adopt health behaviors. Considering that health literacy is the result of personal, long-term learning and behavioral practice [49], it is difficult to change this feature in a short-term period. Therefore, this study suggests that it is particularly important to pay more attention to improving individual eHealth literacy.

This study’s results have important value in terms of public health, especially concerning the prevention and control of COVID-19 in universities. Many universities around the world have resumed studies on campus, causing numerous students to gather on small campuses, which places greater pressure on the need for COVID-19 prevention and control. For instance, once an asymptomatic patient who is infected with the coronavirus appears at school, they could transmit the infection to other students, especially persons not practicing health protection measures. Since college students are the primary users of electronic media and the internet in general, the feasibility and practical effects of related prevention and control interventions through eHealth literacy are potentially significant.

Regarding limitations, snowball sampling is nonprobability sampling that is generally used when it is difficult to identify the members of the population. Since the Chinese government adopted the family segregation policy when we conducted the survey and schools did not open, it was difficult for us to use probability sampling when conducting the survey. Snowball sampling has the possibility of sampling and selection bias, which limits the extrapolation of our research. Second, a cross-sectional survey cannot explain the causal relationships among health literacy, eHealth literacy, and COVID-19–related health behaviors. Third, in the survey, we did not use a standardized questionnaire to assess participants’ knowledge of COVID-19, which may not adequately reflect knowledge of COVID-19. Recent research developed a health literacy scale related to the coronavirus [50]; future research could utilize this scale to obtain more in-depth understanding. Finally, the COVID-19–related health behavior questionnaire was compiled according to China’s cultural background as well as the state’s COVID-19 prevention and control guidelines. Thus, it may not be applicable to other countries, which limits the inferences one may make from these results.

Conclusions

The COVID-19–related health behavior questionnaire was a valid and reliable measure for assessing health behaviors during the pandemic. The results of this study suggest that college students with higher health literacy and eHealth literacy can more actively adopt COVID-19–related health behaviors. Additionally, compared to health literacy, eHealth literacy is more closely related to COVID-19–related health behaviors. These findings are significant for COVID-19 prevention and control in the college environment, including for relevant health education activities or other intervention measures based on health and eHealth literacy that can be carried out in a timely manner to enhance COVID-19–related health behaviors and reduce the risk of infection among college students.
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Abstract

Background: Acceptance rates of COVID-19 vaccines have still not reached the required threshold to achieve herd immunity. Understanding why some people are willing to be vaccinated and others are not is a critical step to develop efficient implementation strategies to promote COVID-19 vaccines.

Objective: We conducted a theory-based content analysis based on the capability, opportunity, motivation–behavior (COM-B) model to characterize the factors influencing behavioral intentions toward COVID-19 vaccines mentioned on the Twitter platform.

Methods: We collected tweets posted in English from November 1-22, 2020, using a combination of relevant keywords and hashtags. After excluding retweets, we randomly selected 5000 tweets for manual coding and content analysis. We performed a content analysis informed by the adapted COM-B model.

Results: Of the 5000 COVID-19 vaccine–related tweets that were coded, 4796 (95.9%) were posted by unique users. A total of 97 tweets carried positive behavioral intent, while 182 tweets contained negative behavioral intent. Of these, 28 tweets were mapped to capability factors, 155 tweets were related to motivation, 23 tweets were related to opportunities, and 74 tweets did not contain any useful information about the reasons for their behavioral intentions ($\kappa=0.73$). Some tweets mentioned two or more constructs at the same time. Tweets that were mapped to capability ($P<.001$), motivation ($P<.001$), and opportunity ($P=.03$) factors were more likely to indicate negative behavioral intentions.

Conclusions: Most behavioral intentions regarding COVID-19 vaccines were related to the motivation construct. The themes identified in this study could be used to inform theory-based and evidence-based interventions to improve acceptance of COVID-19 vaccines.

(J Med Internet Res 2021;23(5):e28118) doi:10.2196/28118
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Introduction

The global COVID-19 pandemic is affecting 219 countries worldwide [1]. An important component of managing COVID-19 is preventing the infection [2,3]. Fortunately, development of vaccines against the disease is progressing well. In December 2020, the US Food and Drug Administration authorized COVID-19 vaccines for emergency use. Another currently pressing issue is how to increase vaccine acceptance rates [4]. In previously published survey studies, the acceptance rate of COVID-19 vaccines was a concern. Of 672 participants in the United States, approximately 67% said they would be willing to receive a vaccine [5]. It is necessary to vaccinate an estimated 55%–82% of the population to create herd immunity.
Previous studies have described potential impediments to COVID-19 vaccines, including questioning the need for vaccines and preferring to benefit from the immunity conferred by surviving COVID-19 [7]; safety issues regarding the rapid development and testing process of vaccines [7]; issues related to mandatory vaccination [7]; and conspiracy beliefs [8]. Some researchers conducted surveys based on theoretical models to explore facilitators and barriers to COVID-19 vaccination. Williams et al [9] conducted a survey to examine factors that influenced respondents’ decisions to be vaccinated against COVID-19 and identified three facilitators (personal health, severity of COVID-19 disease, health consequences to others) and one barrier (concerns regarding vaccine safety). Lin et al [10] used the health belief model (HBM) to identify two facilitators (reduced likelihood of contracting COVID-10; others getting vaccinated) and one barrier (concerns about efficacy and side effects). Wong et al [11] also used the HBM to identify one facilitator of perceived benefits (the belief that the vaccination can reduce infection probability and alleviate concerns about COVID-19).

Compared with surveys, Twitter can gather timely information regarding behavioral intentions toward COVID-19 vaccines, especially to understand “anti-vaxxers” and those influenced by misinformation who are inclined not to get the vaccine. These types of users could be the most vulnerable population for COVID-19 vaccine outreach interventions. On the Twitter platform, there are more than 330 million users, and the median number of posts per person each month is 2 [12,13]. A recent survey of US Twitter users showed that they are younger and have a higher education level than the general population; however, their gender, race, and ethnicity distributions are similar to those of the general population [13]. The Twitter platform has been validated as a way to develop a public perception–tracking tool based on real-time content [14]. In addition, Twitter has been flooded with information about COVID-19, influenced by social isolation policies enacted during the epidemic [15]. The Twitter platform could be used to explore determinants of health-related behavior intentions [16]. Because the maximum length of each tweet is 280 characters, in addition to mentioning potential behavioral intentions, users can also briefly describe the reasons that led to their decision. In addition, using geotagged Twitter data, it is easier and faster to identify people’s perceptions in different geographic locations. Therefore, we chose to use the Twitter platform to analyze behavioral intentions toward COVID-19 vaccines.

To better characterize the factors that influence behavioral intentions on the COVID-19 vaccines mentioned in the tweets, we conducted a theory-based content analysis based on the capability, opportunity, motivation–behavior (COM-B) model. The COM-B model was proposed by Michie et al [17] in 2011, and it contains three basic constructs: capability (physical and psychological), motivation (automatic and reflective), and opportunity (social and physical). The COM-B model is a comprehensive theoretical model based on causal mechanisms to identify individual and context factors that influence behavioral change. It was developed by merging 19 behavior change frameworks through a systematic literature review and discussions with behavior change experts. It has been successfully applied to many health-related behaviors, such as smoking cessation [18-20] and obesity reduction [21,22]. In contrast to other health behavior theories (eg, HBM, theory of planned behavior), the COM-B model was developed based on the behavior change wheel, which not only provides a theoretical analysis of behavior but, more importantly, provides results that can be used to assist with intervention design [17,23]. In addition, the World Health Organization (WHO) Regional Office for Europe has adapted it to vaccination behaviors to design its Tailoring Immunization Programmes (TIP) approach [24,25]. They merged subconstructs in capability and motivation, respectively. Because of vaccination behavior, the physical capability is interlinked with the psychological capability. Likewise, automatic motivation (ie, emotions, impulses) interacts with reflective motivation (ie, intentions, beliefs). Another advantage of the adapted COM-B model is that it focuses on vaccination behavior and provides refined details for each construct in the vaccine context. Therefore, we used an adapted COM-B model (see Figure 1) as the theoretical model of this study. The objectives of this study are to (1) determine if the adapted COM-B model can explain behavioral intentions toward COVID-19 vaccines using tweets; (2) examine theory-informed factors that may affect behavioral intentions toward COVID-19 vaccines; and (3) extract themes to provide information for public health researchers to develop theory-based and evidence-based promotion interventions.
**Methods**

**Adapted COM-B Model**

The adapted COM-B model has three theoretical constructs: (1) capability, (2) motivation, and (3) opportunity. The WHO Regional Office for Europe also provided examples for each construct (see Table 1). Capability refers to the individual’s physical and psychological ability to perform the behavior, along with the knowledge and skills required to complete the activity [17]. In particular, psychological ability is the ability of an individual to have the necessary thought processes, such as being able to understand, reason, etc [17]. Motivation has a broad definition that includes goals and conscious decision-making as well as all other individual processes that motivate and lead to behavior, such as automatic processes (habitual processes, emotional responses) and reflective processes (analytical decision-making) [17]. Opportunity refers to the contextual factors that prompt the behavior to occur, including the physical opportunity and the environment and social opportunity [17]. The adapted COM-B model also provides a dynamic relationship between constructs. For example, both capability and opportunity can affect motivation. All three constructs of competence, motivation, and opportunity can generate behavior; on the other hand, behavior can influence these three constructs.

**Table 1.** The theoretical constructs in the adapted capability, opportunity, motivation–behavior (COM-B) model and associated examples by the World Health Organization Regional Office for Europe.

<table>
<thead>
<tr>
<th>Theoretical construct</th>
<th>Examples</th>
</tr>
</thead>
</table>
| Capability            | Knowledge  
|                       | Skills, trust in own skills  
|                       | Resilience, stamina, will power, surplus energy  
|                       | Physical fitness, ability  |
| Motivation            | Attitudes, perceptions, risk assessment  
|                       | Values, beliefs  
|                       | Emotions, impulses, feelings  
|                       | Confidence, trust  |
| Opportunity (physical) | Access, affordability, availability of vaccination  
|                       | Convenience, appeal, appropriateness of vaccination  
|                       | Structural efficiency  
|                       | Availability of information  |
| Opportunity (social)   | Social, cultural demands, support  
|                       | Social, cultural cues, norms, values  |
Data Collection
We collected English tweets posted from November 1-22, 2020, using a combination of relevant keywords and hashtags: (#covid OR covid OR #covid19 OR covid19) AND (#vaccine OR vaccine OR #vacine OR vacine OR vaccinate OR immunization OR immune OR vax). After excluding retweets, we randomly selected 5000 tweets for manual coding and content analysis. The random numbers were generated through the NumPy package in Python. Then, we mapped the random numbers with the index of collected tweets.

Content Analysis
We performed a content analysis informed by the adapted COM-B model. The coding schema was developed iteratively. First, we developed the coding schema based on the definitions of constructs in the adapted COM-B model. Two reviewers (SL and JL) independently coded 1000 tweets in each round. After completing one round of coding, the two reviewers met with a third reviewer to discuss disagreements and update the coding schema until consensus was reached. We calculated the interrater reliability for the last round. If a tweet mentioned ≥2 constructs simultaneously, we coded it with multiple labels. We conducted chi-square tests to explore the relationship between theoretical constructs with the positive/negative behavioral intention. The statistical significance threshold was .05.

Results
Data Collection
We coded 5000 COVID-19 vaccine–related tweets, which were posted by 4796 unique users. We found 279 tweets that stated their behavioral intentions. The remaining tweets did not state any behavioral intentions toward COVID-19 vaccines. A total of 97 tweets were labeled with positive behavioral intentions, while 182 tweets contained negative behavioral intentions. Among them, 28 tweets were mapped with capability factors; 155 tweets were related to motivation; 23 tweets were related to opportunities; and 74 tweets did not contain any useful information about reasons for their behavioral intentions (see Figure 2). The κ value was 0.73. Of the tweets, 2 mentioned ≥2 constructs at the same time. Tweets that mentioned capability ($\chi^2_1 = 17.286, P < .001$), motivation ($\chi^2_1 = 35.558, P < .001$), and opportunity ($\chi^2_1 = 4.545, P = .03$) were more likely to have negative behavioral intentions (Table 2).

Figure 2. Numbers of tweets containing different theoretical constructs.
Table 2. Themes and example tweets (n=204).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Value, n (%)</th>
<th>Example tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capability (n=28)</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Knowledge                                                            | 24 (11.8)    | • “I am not getting a covid vaccine because there will be a microchip in there so the government can track my weekly shop in Lidls”  
                      |              | • “No way I'm taking it. In one study out of women became steril [sic] from taking the vaccine. Is this the one that alters your DNA and can cause cancer? Thanks but I would rather get COVID.”  
                      |              | • “As I said it's not a 'from scratch' situation...covid is one version of a virus that a lot of work has already been done on. It's just a case of isolating the correct strain to vaccinate against. Look if you don't want to get it fine...all the more for me and my family.” |
| Physical condition                                                   | 4 (2)        | • “I got my flu shot a few days ago. For now there is no way I will get a COVID vaccine.”  
                      |              | • “I have severe adverse reactions to vaccines and I meet of the exclusion criteria for the COVID vaccine trials.”                                                                                       |
| **Opportunity (n=22)**                                               |              |                                                                                                                                                                                                             |
| Rights, regulation and legislation (eg, charging for vaccination, mandatory vaccination, inadequate regulation of vaccines, poor availability of information) | 11 (5.4)    | • “Tbh I’m not against every vaccine in history. Just this specific COVID-19 vaccine. There are many reasons why, for example the nonsensical social regulations, that people like you probably want to be over so bad. But you seem to hot headed to absorb any legit information.”  
                      |              | • “If they charge us for this vaccine, I don't give. Not a single person should have to pay for a Covid Vaccine.”                                                                                           
                      |              | • “Please stop volunteering me for this COVID-19 vaccine. I need more information. I've been close enough to death this year, no thank you. -a healthcare worker.”                                                |
| Social and cultural demands and support                              | 9 (4.4)      | • “Someone that works for the CDC told me, do NOT get the covid vaccine.. Not sure but I'm not OK with her saying that at all.”  
                      |              | • “I’m not getting a covid vaccine. Do what yall want with that info to write me off. But its against my culture and everything I've been practicing.”                                                            |
| Social consequences and reactions to vaccination                      | 2 (1)        | • “when anti vaccs realize everything is gonna start requiring the covid vaccine i can’t wait to see. and for natural selection to do what it does best (unless you're immunocompromised and can't take certain vaccines, then they'll accept testing of course)” |
| **Motivation (n=154)**                                               |              |                                                                                                                                                                                                             |
| Attitudes and perceptions about the COVID-19 vaccine or the disease itself (eg, disease severity, vaccine effectiveness) | 68 (33.3)    | • “Yeah, with an average age of over you forgot to mention, a minute percentage of those that have had it and almost elderly and/or with underlying health conditions. For many of us, taking the rushed vaccine may more likely to cause us harm than covid itself”  
                      |              | • “OK...so we each make our own risk/benefit decision. As the virus is what, % fatality, why would someone choose an unproven mRNA vaccine, with phase trials only since July? a biotech never before used programming RNA transcriptase to produce Covid in your cells? No thx.” |
| Strong emotions about COVID-19 vaccine (eg, fear of side effects, unfairness to COVID-19 survivors) | 5 (2.4)      | • “We shouldn’t have a COVID vaccine because it’ll make those who lost loved ones to COVID angry.”                                                                                                          |
| Values and beliefs (eg, natural immune system, alternative medicine, value of vaccination) | 37 (18)      | • “My immune system is better than any vaccine. And a vaccine works in tandem with the way how your immune system beats virus No COVID Vax for me!”  
                      |              | • “I had covid19 because I’m a long haul trucker and travel all over to different states...what I did to cure myself was take % alcohol and pour it on a rag and breathing in the fumes before I went to bed..I did that minutes a night..I got well in no time..don't need no vaccine” |
The first theme regarding capability was that some users lacked knowledge about the COVID-19 vaccines and were influenced by misinformation. mRNA vaccines are a new technology, and some believe that these vaccines can alter DNA. As for the vaccine itself, some users believe that it contains a microchip that can be tracked by the government. Some people expressed that they did not know the side effects of COVID-19 vaccines or even their long-term effects. Based on this concern, misinformation was generated that the vaccine could cause sterility, cancer, etc. Other reasons for not getting the vaccine included the belief that the vaccine could make people sick, the belief that there is no need for people who have been infected with COVID-19 to get the vaccine, and that the vaccine does not prevent infection but only alleviates symptoms. All these beliefs reflect a lack of understanding of the COVID-19 vaccines among users. Having more knowledge about vaccines could help people develop positive behavioral intentions; for example, some people mentioned that they could understand why the development process was fast because researchers only needed to isolate the correct strain rather than create one. Others mentioned understanding that vaccines do not contain live viruses, so they would be willing to get the vaccine.

Some users emphasized that their physical condition was not suitable for COVID-19 vaccination and that they were unsure how their body would react after vaccination (eg, recently had an influenza vaccine shot, had a suppressed immune system, had a severe adverse reaction to vaccination in the past, had a stroke).

In the physical opportunities category, some users said they would not accept the vaccine if they had to pay for it. Many users said vaccination should be a free choice and that they would refuse to receive the vaccine if it became mandatory. Some users wanted more regulation of the COVID-19 vaccine, and some were concerned about the availability of information.

Among the social opportunities, we found some factors influencing the COVID-19 vaccination related to social and cultural demands and support, such as going against religion, defying culture, health workers not recommending vaccination, and family members actively discouraging vaccination. Others intended to be vaccinated because of the fear of the social consequences and reactions to vaccination, such as fear of affecting their work and requiring proof of vaccination for many activities in the future.

### Motivation

Most of the reasons for behavioral intentions were categorized into the motivation construct. Many users expressed attitudes and opinions about the COVID-19 vaccine or the disease itself, such as not considering the disease to be severe or life-threatening and not considering the vaccine to be effective (because of low efficiency and mutation of the virus). Others assessed the risks and considered the rushed vaccine to be more harmful than COVID-19. Some of those with positive behavioral intentions stated that they chose vaccination because they did not want to be infected with COVID-19.

Some users expressed strong emotions and feelings about COVID-19 vaccines, such as fear of the vaccine and concern about its side effects because it is new. Notably, others felt that vaccination was selfish or unfair, as they would not be exposing themselves to the same risk as others who survived COVID-19; thus, they were reluctant to be vaccinated.

Other themes were values and beliefs. Some users expressed a belief that the body’s natural immune system is better than any vaccine, or they believed more in alternative medicine. On the other hand, others who wanted to be vaccinated emphasized the positive values of vaccination, such as saving more lives, reopening the economy, and returning to normal life.

Confidence and trust were dominant themes. Users expressed distrust in many areas: the quality of the vaccines (hastily manufactured, untested), health authorities, science, companies, and government. For Twitter users in the United States, we found that unlike with other vaccines, part of the reason people do not trust the government is because of their past handling of the COVID-19 pandemic. In addition, the COVID-19 vaccine rollout came during a time when a new president was being elected in the United States, and some people lacked confidence in the newly elected president’s party.

### Discussion

#### Principal Findings

In this study, we conducted a theory-based content analysis using a dataset of 5000 tweets posted from November 1-22, 2020. We identified 279 tweets that contained behavioral intentions regarding COVID-19 vaccines and mapped them to constructs in the adapted COM-B model. We generated nine themes that influence Twitter users’ intentions to receive COVID-19 vaccines. The constructs in the COM-B model could be applied systematically to characterize factors that influence behavioral intentions toward COVID-19 vaccines. In addition,
we found that among tweets that simply stated behavioral intentions without including any reason, the number of positive intention tweets was higher than that of negative intention tweets. The results also implied that more than half of the tweets expressing the decision-making process were negative intention tweets. This finding aligns with our expectation of understanding the factors that contribute to vaccine hesitancy to better develop tailored vaccine promotion programs.

The novelty of COVID-19 vaccines and the current social context have created further difficulties in vaccine rollout. Identified barriers of influenza vaccination intention and behavior include lack of confidence (eg, negative attitudes, mistrust), inconvenience (eg, cost, access), calculation (eg, risk assessment), and complacency (eg, underestimating disease severity) [26]. Our results revealed the presence of several other factors that influence behavior toward COVID-19 vaccination. First, misinformation or conspiracy theories about COVID-19 and COVID-19 vaccines are much more prevalent on social media than those about other diseases or their related vaccines [27-29]. Some users were influenced by this misinformation, and this led to refusal of the vaccine. Second, Twitter users expressed concerns about mandatory vaccination. At the Emergency Use Authorization stage, mandatory vaccination is legally and ethically questionable [30]. However, with full Biologics License Application approval, policy makers may mandate vaccination for all populations. Given the existence of users who have strongly indicated that they would not accept mandatory vaccination against COVID-19, policy makers must be cautious in determining vaccination policies for the public. Some studies have suggested that vaccine mandates do not improve vaccine acceptance rates, and a proposed alternative approach is to apply informed risk communication and give people the freedom to choose without compromising personal autonomy [30]. Third, users with positive behavioral intentions emphasized that the positive value of vaccination to society, such as restoring economic and normal life from before the epidemic, motivated them to be vaccinated. This facilitator is uncommon in other vaccination behaviors. This facilitator could be matched with a strategy of converting personal decisions into public acts [31]. Fourth, we observed that some users were reluctant to be vaccinated because they felt that the COVID-19 vaccine was unfair to those who survived. Based on this concern, it may be helpful to select COVID-19 survivors as opinion leaders to promote COVID-19 vaccines, increasing public awareness of the severity and risk of the disease. Fifth, in addition to the mistrust of vaccines and science that also exists for other vaccines, for the COVID-19 vaccine, users in the United States expressed more mistrust of the government for two specific reasons: (1) the previous administration's inappropriate behavior in handling COVID-19 and (2) the lack of confidence in the newly inaugurated president’s political party. These findings were also aligned with previous studies that proposed a role of politics in COVID-19 vaccine hesitancy [8]. Sixth, it is worth noting that even though previous studies have identified that past vaccination behavior can be used to predict future vaccination behavior [32], we found that past experiences with other vaccines may not affect COVID-19 vaccination. For example, one user mentioned:

"I'm not against every vaccine in history. Just this specific COVID-19 vaccine. There are many reasons why, for example the nonsensical social regulations."

The above differences contribute to the fact that the rollout of COVID-19 vaccines could be more complicated than that of other vaccines. Researchers need to develop interventions specific to the COVID-19 vaccine to improve acceptance rates. This also provides an opportunity for future studies to comprehensively analyze why behavioral intentions toward COVID-19 vaccines are different from those toward other vaccines.

In several studies, Twitter content analyses have been conducted of health care behaviors other than COVID-19 vaccination. For example, Chew and Eysenbach [14] collected 2009 H1N1-related tweets and identified the resource content posted most often, followed by personal experience, personal opinion, jokes, marketing, and spam. Li et al [33] extracted COVID-19 stigma–related tweets and found that group labeling, responsibility, and peril tweets disseminated the stigma. Furthermore, several studies have validated the usability of tweets through theory-based content analysis to promote breast cancer promotion programs [16,34]. Our study is the first study to analyze the behavior intention of COVID-19 vaccines through a theory-based content analysis using social media content.

Limitations

This study has several limitations. First, we only analyzed the behavioral intentions of users on Twitter. Previous studies have shown that health care providers are the primary advocates for vaccination and largely influence vaccination acceptance rates [35-38]. In this platform, we could not distinguish users’ occupations. However, the themes reported in this study could help researchers to develop evidence-based interventions for the general public. To examine the vaccine behavior of health care providers, we will conduct a questionnaire-based survey, and the results from that study could aid the development of clinical guidelines for health workers. This approach of considering the general public separately from health care providers is also recommended by the TIP approach developed by the WHO Regional Office for Europe [24]. Second, there are differences between behavioral intentions and actual vaccine behaviors. However, behavioral intentions have been shown to directly influence actual behaviors [39-41]. Third, Twitter users are considered to be younger and have a higher level of education than the general public [13]. Based on this concern, further qualitative research could be conducted on the older population, those with lower education levels, or those with limited access to the internet.

In future research, a literature review could be conducted to summarize current implementation strategies for COVID-19 vaccine promotion and map them to the themes identified in this study to determine gaps in recent research. The inner mechanism of the adapted COM-B model—the behavior change wheel—could inform evidence-based and theoretical implementation strategies to improve the effectiveness of COVID-19 vaccine promotion programs.
Conclusion
The study demonstrates the capability of applying the COM-B model to characterize behavioral intentions toward COVID-19 vaccines on the Twitter platform. We successfully generated nine themes of factors that affect behavioral intentions. Positive behavioral intentions were affected by the positive values of vaccination (eg, reduced risk of infection, socioeconomic recovery, return to normal life). In contrast, negative behavioral intentions were associated with attitudes and perceptions about COVID-19 vaccines or the disease itself (eg, underestimation of disease severity, low vaccine effectiveness), values and beliefs (eg, greater belief in the natural immune system), confidence and trust (eg, distrust of government or vaccines), and lack of knowledge. The generated themes could be used to create theory-based and evidence-based implementation strategies to promote COVID-19 vaccines.
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Abstract

Background: Millions of individuals with visual impairment use vision assistance apps to help with their daily activities. The most widely used vision assistance apps are magnifier apps. It is still largely unknown what the apps are used for. Lack of insight into the visual needs of individuals with visual impairment is a hurdle for the development of more effective assistive technologies.

Objective: This study aimed to investigate how needs for visual aids may vary with social activities, by observing the changes in the usage of a smartphone magnifier app when many users take breaks from work.

Methods: The number of launches of the SuperVision Magnifier app was determined retrospectively from 2018 to 2020 from among active users worldwide. The fluctuation in app usage was examined by comparing weekday vs weekend periods, Christmas and new year vs nonholiday seasons, and COVID-19 lockdowns vs the easing of restriction during the pandemic.

Results: On average, the app was used 262,466 times by 38,237 users each month in 2020 worldwide. There were two major trough points on the timeline of weekly app usage, one aligned with the COVID-19 lockdowns in April 2020 and another aligned with the Christmas and new year week in 2018 and 2019. The app launches declined by 6947 (11% decline; P<.001) during the lockdown and by 5212 (9% decline; P=.001) during the holiday weeks. There was no significant decline during March to May 2019. App usage compensated for seasonal changes was 8.6% less during weekends than during weekdays (P<.001).

Conclusions: The need for vision assistance technology was slightly lower during breaks and lockdowns, probably because the activities at home were different and less visually demanding. Nevertheless, for the entire user population, the needs for visual aids are still substantial.

(J Med Internet Res 2021;23(5):e26283) doi:10.2196/26283
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Introduction

People with impaired visual acuity typically use magnifying devices for a wide range of daily reading tasks. As smartphones and tablets have become popular in recent years, there has been an increase in the use of vision assistance mobile apps, which utilize embedded cameras and turn mobile devices into handheld electronic magnifiers. As the mobile devices are already at hand, their convenience, together with the benefits of electronic magnification, such as an adjustable zoom level, have provided significant advantages over traditional optical magnifiers. The mobile apps are increasingly used by young [1] and older individuals with visual impairment [2]. A recent survey reported that >50% of people with visual impairment use smartphone magnification apps [3]. Our recent study with more than 16,000 magnifier app users reported that they mostly use the app for...
short spot-reading tasks [4]. This finding is consistent with a view accepted among those with low vision: magnifier use is not limited to reading only long-passage text. Some studies have focused on spot reading in activities of daily living, such as finding phone numbers and reading instructions on medicine bottles [5-8].

However, what constitutes the spectrum of activities for which people are using mobile magnifier apps is still an open question. Understanding the purposes of app use can be significant for low vision research, because technology development and evaluation ideally should respond to the actual, real-life needs of users. Otherwise, a visual aid, although reportedly useful, might not be as useful in everyday life.

The important knowledge about the needs of individuals with visual impairment for vision assistance include, albeit not exclusively, the purpose of visual tasks (eg, mobility and leisure reading), visual targets (eg, text, object, and pet), environment (eg, location and lighting conditions), effectiveness (or gap), and the availability of vision assistance means (eg, magnifiers and sighted companions). It should be noted that their needs may evolve dynamically. Starke et al [9] recently classified the visual needs of 32 people with low vision on the basis of images captured by body-mounted cameras over a 1-week period. They reported that individuals with visual impairment frequently need help with using mobile devices, which were not widely available 10 years ago.

This study reports an important finding that can contribute to our understanding of the visual needs of smartphone magnifier app users. Specifically, this study aimed to investigate whether vision assistance app users are those who are mostly confined at home owing to vision impairment. Our goal is to find evidence indicating that some of app usages are involved in social activities outside of home.

Instead of a direct approach to interview users, this study harnessed a global event, the COVID-19 pandemic, as an unexpected intervention to deduce the underlying purpose of magnifier app uses. The approaches to directly observe users’ behaviors can result in less ambiguous data, but it is usually very challenging to enroll a large sample of participants owing to the potential introduction of a sampling bias. Our chosen method studies the entire app user population as a black box. While the study has a limitation with regard to the lack of an experimental control, obtaining big data from tens of thousands of users has the potential to reveal larger population-level trends and may yield valuable findings.

Specifically, if a significantly large number of magnifier app users are not confined at home under normal circumstances and go to work or school, app usage is expected to decrease during the COVID-19 lockdown. On the contrary, if the magnifier apps are mostly used for household activities at home, app usage is not expected to decrease but rather increase during the lockdown, as people spend more time at home. As this study is related to social activity, we also investigated app usage during weekends and holidays, with the same expectation of observing the same effect as that during the lockdown.

Methods

SuperVision Magnifier App and Users

Data presented here were collected for 38 weeks, from November 2019 to July 2020, using the freely available SuperVision Magnifier app, which was developed by our group. The iOS version of the SuperVision Magnifier (version 1.7.16 used in this study) was released worldwide in October 2016. The app provides vision assistance features, which are commonly available in other smartphone magnification apps and dedicated handheld video magnifiers: up to 16× digital zoom, the ability to capture a snapshot, color inversion (and binarizing images), and a toggling flashlight. The app can be considered a representative of many other similar magnifier apps available in the App store.

Data were collected from active users worldwide, which included 92% of returning users, who repeatedly used the app at different frequencies, and 8% of new users, who installed the app for the first time. Because the log data of 1 app launch are always uploaded to the server when the app is opened the next time, those new users must have used the app at least twice. A new user becomes a returning user if he/she launches the app at least 1 day after the first time. People who installed the app but did not use it during the period of data collection were not included in this study.

Data Collection Methods

A data collection module is embedded in the app to collect runtime usage data. Each time the app became the foreground app, a launch event was recorded. The data logging module was developed using the analytics software development kit of Umeng (Beijing, China). Data were received in a consolidated form from the whole user group, and the users’ privacy was not compromised as no participant-identifiable information was collected. The study was approved by the institutional review board of the Massachusetts Eye and Ear Infirmary and was exempt from the regulations of studies on human subjects because the aggregated data prevented the identification of participants.

To further obtain direct evidence regarding the geolocations where the app is used, we released a new version (1.8.1) in September 2020, in which the distance between 2 consecutive app launches is calculated and uploaded to the Umeng server. The specific geolocation data are not saved because of the requirement of privacy protection. These types of data would indicate whether the app is used only at the same location.

For user activity analysis, consolidated weekly app usage reports were downloaded from the website of the analytics service provider, Umeng. For the timeline of major events related to the COVID-19 pandemic, information was extracted from several reliable websites [10-15].

Statistical Analysis

Statistical analysis was performed using the time series data for global weekly app launches from November 2019 to July 2020. Since the time series observations are not independent, autoregressive integrated moving average (ARIMA) modeling
was used for analysis. The effect of COVID-19 lockdowns on magnifier app usage was analyzed using an ARIMA model, which included a predictor that indicated the presence of an intervention; that is, the occurrence of COVID-19 lockdowns. A similar but separate analysis was conducted to determine the effect of holidays on app usage.

The following segments of the weekly app launch data time series were identified: (1) “Holidays”: a 2-week duration related to Christmas and new year’s day; (2) “Prelockdown”: the weeks before March 15, 2020, excluding holidays, which were assumed to represent normal app usage in the absence of interventions; (3) “Lockdown”: 8 weeks starting from the week of March 15 to May 10, 2020; and (4) “Postlockdown”: the weeks after May 10, 2020. Given that the pandemic affected different countries and regions worldwide at slightly different times, the rationale for choosing the period between March 15 and May 10, 2020, as the lockdown period was that these 8 weeks coincided with the spread of the pandemic across a large part of the world, including North America, Europe, and Asia.

The effects of lockdown and holiday interventions on app usage were analyzed separately. When analyzing the effect of holidays, only the prelockdown and holidays segments of the time series were considered. When analyzing the effect of lockdowns, only the prelockdown and lockdown segments were considered.

Statistical analysis was performed using the ARIMA function from the standard library in R (The R Foundation), along with associated functions for evaluating and diagnosing the fitted model. Coefficient (β) values, SE, and P values are reported when describing the effect of the interventions. An effect with a P value of <.05 was considered significant.

Because the active users of the app grew over time, when investigating app usage during weekends, the number of daily app launches was normalized by the weekly average to exclude the effect of the growing trend. This measure could also compensate for the seasonal changes because of holidays and COVID-19 lockdowns in this study.

Result

Between November 2019 and July 2020, the app was used 262,466 (SD 10,277) times by 38,237 (SD 983) users each month and 60,505 (SD 2,877) times by 14,585 (SD 474) users each week on average, worldwide. On average, each user launched the app 4.1 (SD 0.1) times per week. The solid curve in Figure 1 shows the fluctuation in weekly app launches from November 2019 to July 2020. There are 2 major troughs in the curve, which appear to be aligned with the new year holiday and COVID-19 lockdowns. The number of app uses decreased from the preholiday weekly peak of 63,807 to 56,510 during the holiday weeks, and it decreased from the prelockdown peak of 66,182 to the lowest point at 54,702 during the lockdowns. As some countries started to ease lockdown restrictions, the weekly app launches rose to 58,730 in mid-May 2020, and the recovery appears to have continued through July 2020. To exclude the possibility that the decline during the lockdown period was due to a seasonal change and not lockdowns, the weekly app launches from November 2018 to July 2019 are also plotted as a dotted curve in Figure 1. As shown in Figure 1, there was a decline in app launches around the new year holiday of 2019, but there was no major decline in April 2019. This observation suggests that the decline during April 2020 was not seasonal but rather possibly due to the COVID-19 lockdowns.

An ARIMA (0,1,1) model with interventions was fitted to the weekly app launch data. The effect of lockdowns on app use was found to be significant (β=−6947, SE=1039; P<.001). The negative value of the coefficient for the lockdown variable indicates that the number of app launches decreased by an average of 6947 per week (approximately 11%) during the lockdown compared to the prelockdown phase. Similarly, the intervention resulting from holidays had a significant effect (β=−5212, SE=1307; P=.001). Again, the negative value of the coefficient indicates that the weekly average app launches decreased by 5212 during the holiday weeks.

From November 2018 to July 2019, there was a significant reduction in app launches around the holiday weeks of Christmas and new year’s day (β=−2168, SE=720; P=.003). However, there was no significant change in the number of app launches per week during mid-March to early May 2019 (β=−643, SE=603; P=.29).

Since the pandemic’s course was not the same across all countries, the fluctuation in app usage was also visualized by country or region to confirm that the patterns observed in the global data could still be observed in each country or region. App users were located in more than 120 countries, but most of the countries had only a small number of users. We selected four countries or regions with most users for further analysis: Russia, the United States, Japan, and Europe (Figure 2). There were more than 1500 active users weekly in each of these selected regions. No other country had an average of more than 588 weekly users.
Figure 1. Weekly app launches (number of times of app usage) from November 2019 to July 2020, compared to the previous year’s data for the same duration (dotted line). For the curve representing November 2019 to July 2020, there are 2 troughs around new year’s day and COVID-19 lockdowns in April 2020. A corresponding trough near new year’s day 2019 is observed in the previous year’s curve, but there is no corresponding decline in April 2019. G_a: approximately one-third of the world’s population is living with COVID-19 restrictions, G_b: some countries, including Spain, Iran, Italy, Denmark, Israel, Germany, New Zealand, and Thailand began to ease lockdown restrictions.

Figure 2. Four regions were included for separate analysis: Russia, the United States, Japan, and Europe. Their average numbers of weekly active users were 4259, 2436, 1558, and 2346, respectively. The corresponding average numbers of weekly app launches (number of times the app was used) were 12,353, 16,393, 7880 and 8031, respectively. Error bars indicate SD values.

Figures 3-6 show the fluctuation in weekly app launches during a period of 38 weeks from November 2019 to July 2020 in the aforementioned 4 regions. The timeline of some major events are superimposed on the fluctuation curves. Three types of events are color-coded: yellow=holiday, red=lockdown, and blue=easing of lockdown restrictions. It can be seen that Christmas or new year are aligned with one of the major troughs in the 4 regions. For the United States, there seemed to be an additional holiday trough around Thanksgiving.
Figure 3. App launch fluctuations in Russia, normalized by the average number of weekly app uses. Yellow: holiday, red: lockdown, and blue: postlockdown. In Russia, Eastern Orthodox Christmas was on January 7. R_a: Ministry of Culture announced the closure of all cultural institutions under its jurisdiction; Minister of Education Sergey Kravtsov announced the closure of all Russian schools from March 23, 2020. R_b: Moscow issued a stay-at-home order for all residents. R_c: President Vladimir Putin announced an end to Russia’s 6-week nationwide lockdown despite a record increase in COVID-19 cases.

Figure 4. App launches in the United States, color-coded as in Figure 3. U_a: New York City public schools closed, and California issued a stay-at-home order for all 40 million residents. U_b: approximately 91% of people in the United States were instructed to stay at home. U_c: Florida and California reopened. U_d: New York City began phase I of reopening.
Figure 5. App launches in Japan, color-coded as in Figure 3. J_a: Japan’s prime minister proclaimed a 1-month state of emergency from April 8 to May 6, 2020, for Tokyo and the prefectures of Kanagawa, Saitama, Chiba, Osaka, Hyogo, and Fukuoka. J_b: Japan’s prime minister lifted the state of emergency imposed in 39 of 47 prefectures, announcing that the nation’s rate of infection has decreased to one-seventh of its peak.

Consistently, the lockdown events in these 4 regions were either during the major trough in the global data or during the decreasing phase shortly before that trough. Similarly, the regional lockdown easing events occurred during the increasing phase of global app use.

Figure 7 shows the normalized daily app usage by days of the week between November 2019 and July 2020. Overall, app usage on weekends was 8.6% lesser than that on weekdays (93.9% vs 102.5%, respectively; \( P < .001 \)). As shown in Figure 7, app usage was the lowest on Sunday. App usage on Saturday and Monday, which are similar to that on Sunday, were also lower than the that during other weekdays. Because app users were at different time zones worldwide, the local time for most users differed from the time of the Umeng analytic server (GMT+8 hours). Therefore, the effect of the weekend spills...
over 1 day before and 1 day after. If Saturday and Monday are excluded, usage on Sunday was 12% lesser than the average usage from Tuesday to Friday.

Figure 8 shows the distribution of the distance between 2 consecutive app launches. The data were collected across a period from September 15, 2020, to February 16, 2021, including total of 414,618 samples. Far from being restricted to 1 place, a small number of users travelled more than 500 km. Most consecutive app uses were recorded at the same locations, but this does not necessarily indicate that 1 pair of (consecutive) app launches occurred at the same location as that of another pair of (consecutive) app launches. A sizeable peak was observed between 5 km and 50 km (7.2%). For reference, the average commute distance in the United States is 24 km each way [16].

Discussion

Principal Findings

This study investigated the impact of changes in social activities on the app launch pattern of tens of thousands of SuperVision Magnifier app users and observed a declining trend in app usage corresponding to weekends, major holidays, and the initiation of lockdowns in different regions compared to the prelockdown usage frequency. Given the black box of the mixed user population, the global COVID-19 lockdown effectively provided a window through which insights can be gained by investigating the effect of a behavioral intervention, which is not planned or designed. In this study, this opportunity was utilized to help deduce the situations where the vision assistance app was used. Our previous study reported that the mobile magnifier app is mostly used for short spot-reading, while a small number of users may use the app for long passage–reading for ≥30 minutes each time [4]. In terms of app launch, a small portion of users used the app many times on a daily and weekly basis, and many users used it only occasionally. It should be noted that the number and duration of app uses are not necessarily a measure...
of helpfulness. Those metrics are typically used to gauge the customer adherence to video game and social media apps. For vision assistance apps, those metrics reflect the needs of users (especially returning users). For instance, Google Maps is very useful for traveling to unfamiliar places, but many people do not use it every day. In addition to launch and duration measures, our latest study on visual targets viewed by users through the app reported that more than half of the targets are nontextual targets including indoor and outdoor contexts, food, animals, and plants [17]. Furthermore, our study shows that the locations, where vision assistance is needed, are not restricted to home. Together, the wide range of frequency, the variety of target categories, and the effects of social activity–related locations suggest that the magnifier app can probably meet many different visual needs in the daily lives of people with visual impairment. Our ongoing studies are attempting to generate an overview of the visual needs of these individuals from different perspectives.

It remains unknown what factors influence the needs or in what context those visual tasks are performed with help from the app. Without fully understanding the actual visual needs in the real world, limited studies on low vision and technologic developments have been relying on subjective opinions and limited surveys. Thus far, previous studies have evaluated the spot reading performance of vision assistance interventions based on visual tasks that are typically carried out at home [5,7], including reading information on medicine bottles, product labels, and utility bills, all of which are textual targets. However, visual tasks outside of home (eg, at work, school, or during traveling) have been rarely considered. If we assume that the magnifier app is mostly used at home, app use would have increased during lockdowns; however, we observed the opposite trend from the app usage data.

The data on distance between 2 consecutive app launches directly indicate that the magnifier app is also frequently used outside home. Interestingly, the travel distance seemed to be in line with the average commute distance in the United States. While our study population was large, detailed information on geolocations could not be collected. However, considering a consistent reduction in app usage globally during weekends, holidays, and COVID-19 lockdowns, it is a reasonable speculation that the reduction could be due to reduced work- or school-related activities. If this association is accurate, it would suggest that normally the magnifier app is used not only at home for activities of daily living but also at workplaces, schools, or while traveling. Regarding the proportion of app usage away from home, this study could not collect direct data. The 11% decline during lockdowns and 8.6% of decline on weekends might be a rough indicator of the frequency of such usage. According to anecdotal reports we received, the app was used by some people to read road signs or to watch presentations in conferences. However, these are only a few examples of app use outside of home. More precise estimation will be conducted in future studies.

A counter argument might be made that the reduction in app usage during COVID-19 lockdowns may not necessarily be due to a reduction in work- or school-related activities but instead, it could be simply because the users had less chances to use the app when staying at home during lockdowns. This study did not identify the environment in which the app was used, but the hypothesis cannot explain the reductions during holidays and weekends. The time people spend outside their home for traveling, socializing, outing, and shopping during these breaks should be more than that during COVID-19 lockdowns. More activities outside home during weekends in 2019 and Christmas and new year holiday weeks in 2018 and 2019 did not appear to increase app usage. On the other hand, if the decline during holidays and weekends were to be explained by less time spent at home, assuming that the magnifier app is primarily used for activities of daily living at home, then the explanation based on the time staying at home would not be able to account for the decline during lockdowns. Taken together, a more plausible explanation could be that decreased app usage during weekends, holidays, and lockdowns are due to reduced work- or school-related activities carried out away from home. As many people worked from home and many students practice remote learning during the lockdowns, it is possible some users still use the vision assistance app at home to help with their work. This study could not distinguish this portion from that of nonwork- or nonschool-related app usages. If this were true, it would imply that the app is normally used even outside home when there is no lockdown.

Another possible reason for the reduction in app usage may be that when users with visual impairment were at home, their family members and friends could help with some of the activities of daily living, or the visual tasks at home was less demanding overall than those at workplaces; hence, they did not need to use the app in some cases. Nevertheless, for the whole user population, the need for vision assistance devices on a daily basis is still substantial, as the reduction in app usage during breaks was only approximately 10%.

To confirm the aforementioned speculations, future studies are required to collect direct evidence indicating the detailed nature of activities for which the app was used, and to conduct some necessary surveys (eg, on demographics and vision status) to help interpret the behavioral data. Further big data analysis studies will help reveal the wide spectrum of visual demands for vision assistance among people with visual impairment. This knowledge will be important for developing personalized, more effective solutions in future low vision rehabilitation research. The development of vision assistance technologies can target a particular group of users (eg, elderly individuals) or the entire cohort. Whatever the targeted group is, ideally, the composition of visual tasks should roughly match the spectrum of visual needs in the targeted cohort’s actual visual needs. Otherwise, studies may miss important needs while over-representing others. Without accurate feedback from appropriate evaluation studies, the utility of technologies may be compromised.

Conclusions

Considering our large user sample, this longitudinal study observed a slight reduction in the usage of the SuperVision Magnifier app during weekends, holidays, and COVID-19 lockdowns. We surmise that the possible reasons could be that the magnifier app is normally used in some work- and school-related activities in addition to daily tasks performed at
home, and the visual tasks at home may be relatively less demanding than those performed outside of home.
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Abstract

Background: The prevalence of depressive and anxiety symptoms in patients with COVID-19 is higher than usual. Previous studies have shown that there are drug-to-drug interactions between antiretroviral drugs and antidepressants. Therefore, an effective and safe treatment method was needed. Cognitive behavioral therapy (CBT) is the first-line psychological therapy in clinical treatment. Computerized CBT (cCBT) was proven to be an effective alternative to CBT and does not require face-to-face therapy between a therapist and the patient, which suited the COVID-19 pandemic response.

Objective: This study aims to evaluate the efficacy of the cCBT program we developed in improving depressive and anxiety symptoms among patients with COVID-19.

Methods: We customized a cCBT program focused on improving depressive and anxiety symptoms among patients with COVID-19, and then, we assessed its effectiveness. Screening was based on symptoms of depression or anxiety for patients who scored ≥7 on the Hamilton Depression Rating Scale (HAMD17) or the Hamilton Anxiety Scale (HAMA). A total of 252 patients with COVID-19 at five sites were randomized into two groups: cCBT + treatment as usual (TAU; n=126) and TAU without cCBT (n=126). The cCBT + TAU group received the cCBT intervention program for 1 week. The primary efficacy measures were the HAMD17 and HAMA scores. The secondary outcome measures were the Self-Rating Depression Scale (SDS), Self-Rating Anxiety Scale (SAS), and Athens Insomnia Scale (AIS). Assessments were carried out pre- and postintervention. The patients’ symptoms of anxiety and depression in one of the centers were assessed again within 1 month after the postintervention assessment.

Results: The cCBT + TAU group displayed a significantly decreased score on the HAMD17, HAMA, SDS, SAS, and AIS after the intervention compared to the TAU group (all P<.001). A mixed-effects repeated measures model revealed significant improvement in symptoms of depression (HAMD17 and SDS scores, both P<.001), anxiety (HAMA and SAS scores, both P<.001), and insomnia (AIS score, P=.002) during the postintervention and follow-up periods in the cCBT + TAU group. Additionally, the improvement of insomnia among females (P=.14) and those with middle school education (P=.48) in the cCBT + TAU group showed no significant differences when compared to the TAU group.
Conclusions: The findings of this study suggest that the cCBT program we developed was an effective nonpharmacological treatment for symptoms of anxiety, depression, and insomnia among patients with COVID-19. Further research is warranted to investigate the long-term effects of cCBT for symptoms of anxiety, depression, and insomnia in patients with COVID-19.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2000030084; http://www.chictr.org.cn/showprojen.aspx?proj=49952

(J Med Internet Res 2021;23(5):e26883) doi:10.2196/26883
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Introduction

In the past decades, the effects of physical and psychological distress have increased with each successive public health emergency, such as with the severe acute respiratory syndrome (SARS) in 2003 [1], the Middle East Respiratory Syndrome (MERS) [2] in 2012, the Ebola virus disease in 2014 [3], and COVID-19 in 2020 [4]. COVID-19, caused by a novel coronavirus (SARS-CoV-2) [5], continues to spread worldwide. On January 30, 2020, the World Health Organization Emergency Committee declared a global health emergency based on growing case notification rates at Chinese and international locations [6]. At present, there have been nearly 30 million confirmed cases and nearly 1 million deaths worldwide [7].

The COVID-19 epidemic is similar to SARS and MERS [8] but has spread more quickly and efficiently [9]. In the acute stage of SARS and MERS, the prevalence of psychological distress among confirmed patients was 63.0%; common symptoms included insomnia (41.9%), anxiety (35.7%), and depression (32.6%) [10]. A cross-sectional study on psychological distress in patients with COVID-19 showed that the prevalence of symptoms of depression and anxiety was 35.9% and 38.5%, respectively [11].

The common clinical symptoms of patients with COVID-19 include cough, fever, fatigue, hypoxia, and occasionally gastrointestinal infection [12]. Moreover, the patients experienced various stresses during isolation, including but not limited to drug side effects, a fear of severe disease consequences, a fear of infecting others, and an inability to get correct information in a timely manner [13]—all of which may lead to several psychological distresses including anxiety, depression, and insomnia [8,14]. A lack of timely intervention in psychological distresses may affect the quality of life for patients in the future. As a survey of SARS survivors showed, 42.5% were diagnosed with at least one psychiatric disorder 4 years following the outbreak, with the most common diagnoses being posttraumatic stress disorder (PTSD; 54.5%) and major depressive disorder (39.0%). Further, 40.3% of survivors experienced chronic fatigue [15].

Early, brief, and trauma-focused mental health services may have the potential to reduce or delay the development of adverse outcomes [16]. An effective method may be cognitive behavioral therapy (CBT), which is widely used to treat mild to moderate depression and anxiety [17]. However, traditional CBT requires a face-to-face implementation, which is inconvenient for patients with COVID-19 who are quarantined in hospitals. Computerized CBT (cCBT), as an alternative mode of delivery, can make up for this deficiency. There is substantial evidence that cCBT is an effective alternative to CBT for the treatment of mild to moderate depression and anxiety [18-20]. Compared to CBT, cCBT offers a range of benefits. cCBT can be accessed with a computer, smartphone, or tablet without the need for face-to-face therapy, and this is especially key during a pandemic to reduce the risk of spreading infection [21]. cCBT does not require appointments, allowing instead for time flexibility and cost-effectiveness [22]. The privacy of patients is better protected, and the stigma of face-to-face therapy is mitigated [23].

Thus, to solve the psychological problems that may occur during the epidemic, we independently developed a cCBT program for patients with COVID-19. The program is a brief self-guided, online psychological intervention that consists of cognitive training, cognitive consolidation, and behavioral therapy via video and animation content, all of which is easy to understand and operate. It may comprehensively regulate mental distress that includes anxiety, depression, panic, and fear among patients with COVID-19; it may also help patients build confidence as they confront the disease.

Moreover, evidence from epidemiological studies revealed the relationship between gender, age, education level, and severity of mental problems [24]. Females and relatively high educational level were found to be predictors of mental distress of adults 1 month in the COVID-19 epidemic [25]. Additionally, several studies also suggest differences between men and women in response mechanisms to psychological distress. Men tend to externalize their distress by directing action outward, while women tend to internalize their distress by directing action inward [26,27]. Such gender difference may influence the treatment response [28]. Other studies have shown that the patients’ age and educational level at the beginning of treatment may affect the final outcomes [29].

Based on all these factors, we conducted a multicenter, randomized, placebo-controlled clinical trial to evaluate the efficacy of the cCBT program. The program was developed with the aims of improving the symptoms of depression and anxiety among patients with COVID-19. We hypothesized greater symptom improvement with respect to mitigating anxiety and depression in the intervention group compared to the treatment as usual (TAU) group at both the postintervention and follow-up periods. We also hypothesized that online self-help may not be suitable for all patients, and the overall responses in mental problems may vary by gender, age, and educational level.
Methods

Trial Design
This was a prospective, multicenter, two-arm (allocation ratio was 1:1), parallel group; further, it was a nonblinded randomized controlled trial that was registered at the Chinese Clinical Trial Registry with the study number ChiCTR2000030084. Participants were recruited from five hospitals in China from March 2020 to June 2020. Eligible participants were screened for symptoms of anxiety or depression. Patients with symptoms of anxiety, depression, or both were included because these two symptoms often occur simultaneously. Patients were then randomly allocated to a 1-week course of the cCBT program we developed in addition to TAU (cCBT + TAU group), or they were randomly allocated to the control condition, the TAU group, when they completed the baseline assessment. The outcomes of both groups were measured twice—at the baseline and post intervention. To investigate the relative continuous effects of cCBT on symptoms of depression and anxiety, the outcomes of both groups in one of the sites were measured again 1 month after the postintervention.

Participants and Recruitment
The participants were recruited from the following five hospitals: Affiliated Tongji Hospital of Huazhong University of Science and Technology, Wuhan Institute for Tuberculosis Control, Central Hospital of Chongqing Three Gorges, Chongqing Public Health Medical Center, and the Fourth People’s Hospital of Taiyuan. The inclusion criteria those who were aged between 18-75 years (including threshold), regardless of gender; were under isolation observation while diagnosed with a mild or common type of COVID-19 and could cooperate to complete a corresponding psychological intervention; had mild to moderate depressive or anxiety symptoms as defined by the 17-item Hamilton Depression Rating Scale (HAMD_{17}) score≥21 or the Hamilton Anxiety Scale (HAMA) score≥24 or HAMA score≥21, patients with a high risk of suicide, defined as having a history of attempts by suicide in the 6 months prior to their diagnosis of COVID-19; patients with psychotic symptoms; patients with HAMD_{17} score≥24 or HAMA score≥221; patients with a high risk of suicide, defined as having a history of attempts by suicide in the 6 months prior to the study or who scored more than 3 on item three (suicide item) of the HAMD_{17} scale; patients with organic mental disorders; patients with substance abuse or dependence; patients undergoing treatment currently (pharmacological or psychological) for mental health problems; or patients presenting other conditions that the researchers believed were not suitable for this clinical trial.

The researcher explained to the eligible patients they had been introduced to the study because they were experiencing mental symptoms related to the burden of COVID-19 and that the intelligent therapy via the cCBT program we developed may help to reduce these distresses. Patients were also told that the aim of the study was to find out whether receiving this intelligent therapy might help them to relieve these mental symptoms linked to COVID-19. Participants were informed that they had a 50% chance of receiving the cCBT intervention and that the study would be offered as an additional source of support for free, not as a replacement or restriction to their current physical care. Besides, they would be provided with free medical consultation for a period of 3 years after discharge.

Randomization
Resman, a public management platform for clinical trial management of China’s clinical trial registration agency, was used to carry out random grouping; the allocated sequence was kept by the administrator. Patients with mild to moderate anxiety or depression were randomized to the cCBT + TAU group or to the TAU group at a 1:1 ratio. Randomization was balanced using a block size of four and was stratified by institution.

Intervention
The cCBT Program
The program is a remote intervention model based on cCBT that we developed. The system can systematically intervene in patients’ cognition, emotions, and behavior through an offline mobile terminal. It is easy to understand and operate, so patients can complete the work with the help of nonpsychological professionals or with self-guidance. Participants in the cCBT + TAU group were informed of how to access the program and use it during the study after registration.

Compared to other forms of digital CBT for anxiety and depression, the most unique feature of the cCBT program we developed is its targeting of patients with COVID-19. Components of the intervention were presented to patients with COVID-19 with anxiety and depressive symptoms through computer-based, visually attractive, and interactive examples, exercises, and videos. Given that the focus of CBT is on patients’ irrational cognition. The first module of cCBT, called the cognitive therapy module, aims to minimize or even eliminate patients’ negative thoughts about COVID-19. This part is presented in videos to participants. It mainly includes rational cognition of COVID-19, stress status during isolation, and psychosomatic mechanisms under stress in addition to sleeping management and education about status post isolation.

To further deepen the correct cognition of patients, we set up a cognitive consolidation module. Unlike the first module, this part is presented in the form of a miniature game, which undoubtedly increases the flexibility and interest of the intervention. The participants are required to answer questions based on videos related to the cognitive therapy module.

For the last part, the behavioral therapy module is targeted at teaching methods of regulating negative emotions. This module is also presented in the video to guide participants in relaxation training. Information about the following three relaxation training methods was provided:

1. Relaxation mental imagery training: The patients are taught to subjectively follow their own ideas and imagine some pleasant situations such as prairies, streams, trees, and greenery of native mountains. During the whole training process, patients are completely in a relaxed state with
gentle and even breathes. With the vivid image gradually becoming clear in their mind, the patients will feel a warm current running through the whole body. It is during these moments that patients can now enter a deep state of relaxation benefiting both body and mind.

2. Mindfulness meditation: The goal of this training is to improve the ability of self-regulation. Using the training of concentration and relaxation, it requires the patients to consciously maintain attention on the current internal or external experience without making any judgments about it.

3. Counting meditation: Patients with COVID-19 are generally unable to relax due to the fear of the highly contagious disease. Based on this, the training guides the patients to focus on the breath while meditating. The patient’s physical and mental state will gradually calm down, and the ability to focus will continue to improve during this period of training.

This experimental treatment was delivered through more than 10 minutes of self-directed individual therapy per day for 1 week at each trial center. The program is installed on an iPad and is only available to research therapists. After the therapist shows the patients how to use the system, the patients can begin their journey of self-help intervention.

Treatment as Usual
TAU consisted of periodic psychological assessments, general psychological support, and consultations discussing overall well-being and disease activity. Patients whose assessment results suggested a certain risk to themselves or others at the time of each assessment were to be treated by a professional psychiatrist and were withdrawn from this study.

Measures
Data Collection Procedure
Demographic and clinical characteristics including age, gender, and education levels (years) were collected at baseline. HAMD\textsubscript{17} and HAMA scores were determined by trained researchers at the baseline, postintervention, and 1-month follow-up (hosted by only one of the centers). Secondary outcome measures were also recorded at the same point. These measures included the Self-Rating Depression Scale (SDS), the Self-Rating Anxiety Scale (SAS), and the Athens Insomnia Scale (AIS).

Outcome
Before the study, a questionnaire was completed by the participants including demographic and clinical characteristics. The primary efficacy outcomes were HAMD\textsubscript{17} and HAMA, both well-established interviewer-rated measures of depression and anxiety severity, respectively, from baseline to the end of treatment, and to the 1-month follow-up. For HAMD\textsubscript{17} [30], items are scored on a 5-point Likert scale (0-4) for a total score range from 0 to 68, with higher scores indicating more depressive symptoms. In the study sample, the total Cronbach alpha coefficient of HAMD17 was .89 (95% CI 0.86-0.92). Similarly, HAMA [31] consists of 14 items on a 5-point Likert scale (0-4) for a total score range from 0 to 56, with higher scores indicating more anxiety symptoms. Additionally, the internal consistency of this questionnaire was also good (α=.87, 95% CI 0.82-0.90). Given the severity of the COVID-19 epidemic, all assessors for HAMD\textsubscript{17} and HAMA scales from different centers were trained by one professional psychological assessment specialist through online conferences. The interviewer reliability is both high for HAMD\textsubscript{17} (intraclass correlation coefficient [ICC]=0.91, 95% CI 0.78-0.98) and HAMA (ICC=0.90, 95% CI 0.75-0.98).

Secondary end points for evaluating the efficacy of cCBT were SDS to assess self-rated depressive symptoms, SAS to assess anxiety symptoms, and AIS to assess insomnia symptoms. SDS [32] contains 20 items that reflect subjective feelings of depression. It is rated on a 4-point Likert scale (from 1, “no or a little of the time,” to 4, “most of the time or all the time”), containing 10 symptom positive items and 10 symptom negative items. SAS [33] is also composed of 20 items and is rated on a 4-point Likert scale (from 1, “no or a little of the time,” to 4, “most of the time or all the time”). Higher scores reflect more severe anxiety symptoms. The last secondary outcome measure is AIS [34], a validated brief questionnaire for a total score range from 0 to 24. Each item is measured on a 4-point Likert scale, with total scores between 4 and 6 representing suspicious symptoms of insomnia, scores higher than 6 representing insomnia, and scores less than 4 representing no insomnia. All three scales have been shown to have high internal consistency in this study sample (SDS: α=.93, 95% CI 0.90-0.96; SAS: α=.92, 95% CI 0.88-0.95; AIS: α=.87, 95% CI 0.81-0.92).

Sample Size
To estimate the sample size, a pilot study was conducted for measuring the HAMD\textsubscript{17} and HAMA score in 30 patients who received TAU. The standard deviation (σ) of the HAMD\textsubscript{17} and HAMA score in this group were both 10.50. Additionally, based on the previous studies on such interventions for depressive or anxiety symptoms [35-38], we expected to achieve a value ≥5 in the level of depressive and anxiety symptoms with the cCBT intervention. Assuming a 5% significance level, two-tailed, and a power of 90%, a sample size of 188 patients (ie, 94 per group) was estimated. To include an estimated dropout rate of 25%, the entire sample size was increased from 188 to 250 participants (ie, 125 per group).

Statistical Analysis
SPSS software version 22.0 (IBM Corp) was used for all statistical analyses. Descriptive statistics were conducted for demographic and clinical characteristics in each treatment group. The measurement data were described by means and SDs. Two-sample t tests and chi-square or Fisher exact tests were used where appropriate, and these assessed demographic variable differences between the cCBT + TAU group and the TAU group. To confirm the improvements in each symptom at postintervention, the baseline and postintervention results of the dependent variables were analyzed using the paired t test, whereas the two-sample t test was used to detect differences between the treatment and control groups. Moreover, to explore the influence of gender, age, and education level on treatment response, we conducted a subgroup analysis to examine the changes in the scores of patients with different gender, age, and
education level. For patients who finished the follow-up assessment, a mixed-effects model for repeated measures (MMRM) was used to compare data obtained at the baseline, postintervention, and follow-up periods between the cCBT + TAU group and the TAU group. Post hoc analysis was performed using the Bonferroni multiple comparison test. All tests were two-sided, and a \( P \) value less than .05 was considered statistically significant.

**Results**

A total of 326 patients with COVID-19 from five centers agreed to participate in the program. There were 273 participants that completed screening (see Figure 1 for details on reasons for exclusion); of these, 21 did not provide the complete baseline data and were therefore excluded. Thus, the analyzable sample consisted of the remaining 252 participants, who were randomly assigned to either the cCBT + TAU group (n=126) or the TAU group (n=126). All participants completed the assigned intervention (Figure 1). As shown in Table 1, no significant differences were found in the demographic characteristics between the cCBT + TAU group and the TAU group. None of the participants were taking any psychiatric medication at baseline and during the intervention. For physical symptoms of COVID-19, all patients were given corresponding treatments according to the Diagnosis and Treatment Protocol for COVID-19 issued by the National Health Commission, mainly including antiviral therapy, antibacterial therapy, and traditional Chinese medicine treatment. The results for the efficacy variables are presented in Table 2. Compared to the TAU group, the cCBT + TAU group showed significant improvement in both the primary outcomes of HAMD\(_{17}\) and HAMA scores and the secondary outcomes of SDS, SAS, and AIS scores (all \( P < .001 \)). Additionally, there were significant differences between the two groups in HAMD\(_{17}\), HAMA, SDS, and SAS scores post intervention (all \( P < .001 \)).

Figure 1. Flow diagram of the study. cCBT: computerized cognitive behavioral therapy; TAU: treatment as usual.
Table 1. Baseline characteristics of the full sample and follow-up sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>cCBT&lt;sup&gt;a&lt;/sup&gt; + TAU&lt;sup&gt;b&lt;/sup&gt; group (n=126)</th>
<th>TAU group (n=126)</th>
<th>Difference (95% CI)</th>
<th>t test (df)</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>Cohen d or φ</th>
</tr>
</thead>
<tbody>
<tr>
<td>The full sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>126</td>
<td>126</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>70</td>
<td>80</td>
<td>N/A</td>
<td>N/A</td>
<td>1.65 (1)</td>
<td>.20</td>
<td>0.08&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>56</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.76 (14.31)</td>
<td>41.52 (11.51)</td>
<td>2.24 (~0.98 to 5.46)</td>
<td>1.37 (250)</td>
<td>N/A</td>
<td>.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>10.68 (3.91)</td>
<td>10.67 (4.39)</td>
<td>0.02 (~1.01 to 1.05)</td>
<td>0.03 (250)</td>
<td>N/A</td>
<td>.98</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Site, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affiliated Tongji Hospital of Huazhong University of Science and Technology</td>
<td>20</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wuhan Institute for Tuberculosis Control</td>
<td>13</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Hospital of Chongqing Three Gorges</td>
<td>26</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chongqing Public Health Medical Center</td>
<td>55</td>
<td>57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Fourth People's Hospital of Taiyuan</td>
<td>12</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>51</td>
<td>50</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31</td>
<td>32</td>
<td>N/A</td>
<td>N/A</td>
<td>0.11 (1)</td>
<td>.74</td>
<td>0.03&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>20</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.26 (12.66)</td>
<td>42.10 (10.58)</td>
<td>0.16 (~4.41 to 4.74)</td>
<td>0.07 (99)</td>
<td>N/A</td>
<td>.94</td>
<td>0.01</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>10.57 (4.21)</td>
<td>10.72 (4.79)</td>
<td>~0.15 (~1.92 to 1.61)</td>
<td>~0.17 (99)</td>
<td>N/A</td>
<td>.86</td>
<td>~0.03</td>
</tr>
</tbody>
</table>

<sup>a</sup>cCBT: computerized cognitive behavioral therapy.

<sup>b</sup>TAU: treatment as usual.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>Indicates a φ value.
Table 2. Changes in the primary and secondary outcomes after the intervention between groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>cCBT$^a$ + TAU$^b$ group (n=126)</th>
<th>TAU group (n=126)</th>
<th>Difference (95% CI)</th>
<th>$P$ value$^c$</th>
<th>Cohen $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAMD$^d$</td>
<td>15.13 (3.33)</td>
<td>15.52 (3.43)</td>
<td>−0.39 (−1.23 to 0.45)</td>
<td>.36</td>
<td>−0.12</td>
</tr>
<tr>
<td></td>
<td>8.19 (3.54)</td>
<td>15.20 (3.64)</td>
<td>−7.01 (−7.90 to −6.12)</td>
<td>&lt;.001</td>
<td>−1.95</td>
</tr>
<tr>
<td>Difference (95% CI)</td>
<td>6.94 (6.34 to 7.54)</td>
<td>0.32 (−0.04 to 0.68)</td>
<td>N/A$^e$</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value$^f$</td>
<td>&lt;.001</td>
<td>.08</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohen $d$</td>
<td>2.02</td>
<td>0.16</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HAMA$^g$</td>
<td>14.52 (3.13)</td>
<td>13.97 (2.72)</td>
<td>0.56 (−0.17 to 1.28)</td>
<td>.13</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>7.79 (3.60)</td>
<td>13.63 (3.24)</td>
<td>−5.84 (−6.69 to −4.99)</td>
<td>&lt;.001</td>
<td>−1.70</td>
</tr>
<tr>
<td>Difference (95% CI)</td>
<td>6.73 (6.13 to 7.33)</td>
<td>0.33 (−0.09 to 0.75)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.12</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohen $d$</td>
<td>1.97</td>
<td>0.14</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS$^h$</td>
<td>45.89 (8.78)</td>
<td>45.66 (8.28)</td>
<td>0.23 (−1.89 to 2.35)</td>
<td>.83</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>31.95 (6.88)</td>
<td>44.87 (7.48)</td>
<td>−12.92 (−14.70 to −11.14)</td>
<td>&lt;.001</td>
<td>−1.79</td>
</tr>
<tr>
<td>Difference (95% CI)</td>
<td>13.94 (12.73 to 15.15)</td>
<td>0.79 (−0.19 to 1.76)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.11</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohen $d$</td>
<td>2.03</td>
<td>0.14</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SAS$^i$</td>
<td>44.08 (10.44)</td>
<td>45.41 (7.71)</td>
<td>−1.33 (−3.61 to 0.95)</td>
<td>.25</td>
<td>−0.14</td>
</tr>
<tr>
<td></td>
<td>30.37 (7.82)</td>
<td>44.53 (6.91)</td>
<td>−14.16 (−16.00 to −12.33)</td>
<td>&lt;.001</td>
<td>−1.92</td>
</tr>
<tr>
<td>Difference (95% CI)</td>
<td>13.71 (12.11 to 15.30)</td>
<td>0.88 (−0.05 to 1.81)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.06</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohen $d$</td>
<td>1.51</td>
<td>0.40</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>AIS$^j$</td>
<td>8.98 (3.45)</td>
<td>8.67 (3.08)</td>
<td>0.31 (−0.50 to 1.12)</td>
<td>.45</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>7.52 (2.99)</td>
<td>8.27 (3.22)</td>
<td>−0.75 (−1.52 to 0.03)</td>
<td>.05</td>
<td>−0.24</td>
</tr>
<tr>
<td>Difference (95% CI)</td>
<td>1.45 (1.04 to 1.86)</td>
<td>0.40 (−0.04 to 0.83)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.07</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohen $d$</td>
<td>0.63</td>
<td>0.16</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$cCBT: computerized cognitive behavioral therapy.
$^b$TAU: treatment as usual.
$^c$P value of independent-samples t test.
$^d$HAMD: Hamilton Depression Rating Scale.
$^e$N/A: not applicable.
$^f$P value of paired t test.
$^g$HAMA: Hamilton Anxiety Scale.
$^h$SDS: Self-Rating Depression Scale.
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Exploratory subgroup analyses examined the influence of gender, age, and education level on treatment response. For both male and female patients, the cCBT + TAU group showed some evidence for a greater reduction in HAMD\textsubscript{17}, HAMA, SDS, and SAS scores compared with the TAU group. For female patients, we found no evidence of significant between-group differences for the change of AIS scores (Table S1 in Multimedia Appendix 1). Additionally, the cCBT + TAU group showed some evidence of greater improvement in symptoms of anxiety and depression compared with the TAU group, regardless of education level. However, changes in sleeping, as measured using AIS, did not differ between the cCBT + TAU group and TAU group for patients with middle school education (Table S2 in Multimedia Appendix 2). Additionally, the cCBT + TAU group also showed significantly decreased scores on all 5 scales compared with the TAU group, regardless of age (Table S3 in Multimedia Appendix 3).

Details about sociodemographic characteristics of participants who completed the 1-month follow-up assessment for each group are presented in Table 1. The results indicated that there were no significant differences between the cCBT + TAU group and TAU group for any of these variables. Besides, compared to the full sample in each condition, the follow-up sample showed no significant differences in demographic and psychological characteristics (Table 3). The patients who finished the follow-up assessment were analyzed using the MMRM and Bonferroni post hoc multiple comparison, with HAMD\textsubscript{17}, HAMA, SDS, SAS, and AIS scores as the dependent variables, to reveal the relationship between the two groups and three periods.

### Table 3. Comparison in demographic and psychological characteristics between full sample and follow-up sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>cCBT\textsuperscript{a} + TAU\textsuperscript{b} group</th>
<th>TAU group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full sample</td>
<td>Follow-up sample</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>70</td>
<td>31</td>
</tr>
<tr>
<td>Female</td>
<td>56</td>
<td>20</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.76 (14.31)</td>
<td>42.26 (12.66)</td>
</tr>
<tr>
<td>Education (years)</td>
<td>10.68 (3.91)</td>
<td>10.57 (4.21)</td>
</tr>
<tr>
<td>HAMD\textsubscript{17}\textsuperscript{e}</td>
<td>15.13 (3.33)</td>
<td>15.28 (2.23)</td>
</tr>
<tr>
<td>HAMA\textsuperscript{f}</td>
<td>14.52 (3.13)</td>
<td>14.26 (2.31)</td>
</tr>
<tr>
<td>SDS\textsuperscript{g}</td>
<td>45.89 (8.78)</td>
<td>46.10 (7.59)</td>
</tr>
<tr>
<td>SAS\textsuperscript{h}</td>
<td>44.08 (10.44)</td>
<td>44.30 (10.49)</td>
</tr>
<tr>
<td>AIS\textsuperscript{i}</td>
<td>8.98 (3.45)</td>
<td>8.58 (2.95)</td>
</tr>
</tbody>
</table>

\(\text{a}\)cCBT: computerized cognitive behavioral therapy.

\(\text{b}\)TAU: treatment as usual.

\(\text{c}\)N/A: not applicable.

\(\text{d}\)Indicates \(\phi\) values.

\(\text{e}\)HAMD\textsubscript{17}: Hamilton Depression Rating Scale.

\(\text{f}\)HAMA: Hamilton Anxiety Scale.

\(\text{g}\)SDS: Self-Rating Depression Scale.

\(\text{h}\)SAS: Self-Rating Anxiety Scale.

\(\text{i}\)AIS: Athens Insomnia Scale.

As demonstrated in Table 4, a significant difference in the interaction between groups and periods (all \(P<.001\)) was observed in all scale scores. Post hoc analysis revealed significant reduction in all five scores during the postintervention and follow-up period in the cCBT + TAU group from baseline (all \(P<.05\), adjusted by the Bonferroni method).
Table 4. Repeated measures analysis of variance results for scores of HAMD$_{17}$, HAMA, SDS, SAS, and AIS between cCBT + TAU group and TAU group at baseline, postintervention, and follow-up.

<table>
<thead>
<tr>
<th>Measure</th>
<th>cCBT$^a$ + TAU$^b$ (n=51)</th>
<th>TAU group (n=50)</th>
<th>Difference (95% CI)</th>
<th>P value$^c$</th>
<th>Partial $\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAMD$_{17}$$^d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>15.28 (2.23)</td>
<td>15.70 (1.28)</td>
<td>-0.42 (-1.22 to 0.38)</td>
<td>.30</td>
<td>0.02</td>
</tr>
<tr>
<td>Postintervention, mean (SD)</td>
<td>7.86 (3.04)$^e$</td>
<td>15.46 (1.76)</td>
<td>-7.60 (-8.61 to -6.60)</td>
<td>&lt;.001</td>
<td>0.82</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>6.86 (1.77)$^{e,f}$</td>
<td>15.26 (2.32)</td>
<td>-8.40 (-9.30 to -7.50)</td>
<td>&lt;.001</td>
<td>0.87</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001$^g$</td>
<td>&lt;.001$^h$</td>
<td>&lt;.001$^i$</td>
<td>N/A$^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>HAMA$^k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>14.26 (2.31)</td>
<td>13.88 (1.86)</td>
<td>0.38 (-0.41 to 1.17)</td>
<td>.34</td>
<td>0.02</td>
</tr>
<tr>
<td>Postintervention, mean (SD)</td>
<td>7.38 (2.84)$^e$</td>
<td>13.24 (2.26)</td>
<td>-5.86 (-6.83 to -4.89)</td>
<td>&lt;.001</td>
<td>0.75</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>6.10 (2.04)$^{e,f}$</td>
<td>13.20 (1.96)</td>
<td>-7.10 (-7.81 to -6.39)</td>
<td>&lt;.001</td>
<td>0.89</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001$^g$</td>
<td>&lt;.001$^h$</td>
<td>&lt;.001$^i$</td>
<td>N/A$^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>SDS$^l$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>46.10 (7.59)</td>
<td>45.22 (8.15)</td>
<td>0.88 (-2.48 to 4.24)</td>
<td>.60</td>
<td>0.01</td>
</tr>
<tr>
<td>Postintervention, mean (SD)</td>
<td>32.56 (6.54)$^e$</td>
<td>45.56 (6.59)</td>
<td>-13.00 (-15.80 to -10.20)</td>
<td>&lt;.001</td>
<td>0.64</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>31.14 (5.65)$^{e,f}$</td>
<td>44.70 (6.05)</td>
<td>-13.56 (-15.98 to -11.14)</td>
<td>&lt;.001</td>
<td>0.72</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001$^g$</td>
<td>&lt;.001$^h$</td>
<td>&lt;.001$^i$</td>
<td>N/A$^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>SAS$^m$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>44.30 (10.49)</td>
<td>45.56 (7.25)</td>
<td>-1.26 (-4.97 to 2.45)</td>
<td>.50</td>
<td>0.01</td>
</tr>
<tr>
<td>Postintervention, mean (SD)</td>
<td>29.66 (7.31)$^e$</td>
<td>45.52 (7.05)</td>
<td>-15.86 (-18.97 to -12.75)</td>
<td>&lt;.001</td>
<td>0.68</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>29.12 (6.08)$^e$</td>
<td>44.92 (5.92)</td>
<td>-15.80 (-18.34 to -13.27)</td>
<td>&lt;.001</td>
<td>0.76</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001$^g$</td>
<td>&lt;.001$^h$</td>
<td>&lt;.001$^i$</td>
<td>N/A$^j$</td>
<td>N/A</td>
</tr>
<tr>
<td>AIS$^n$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>8.58 (2.95)</td>
<td>8.20 (1.29)</td>
<td>0.38 (-0.51 to 1.27)</td>
<td>.40</td>
<td>0.02</td>
</tr>
<tr>
<td>Postintervention, mean (SD)</td>
<td>6.98 (2.99)$^e$</td>
<td>8.00 (2.22)</td>
<td>-1.02 (-2.11 to 0.07)</td>
<td>.06</td>
<td>0.07</td>
</tr>
<tr>
<td>Follow-up, mean (SD)</td>
<td>6.88 (2.72)$^e$</td>
<td>7.82 (2.17)</td>
<td>-0.94 (-1.84 to -0.04)</td>
<td>.04</td>
<td>0.08</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001$^g$</td>
<td>&lt;.001$^h$</td>
<td>.002$^i$</td>
<td>N/A$^j$</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$cCBT: computerized cognitive behavioral therapy.
$^b$TAU: treatment as usual.
$^c$P value adjusted by the Bonferroni method of between-group differences.
$^d$HAMD$_{17}$: Hamilton Depression Rating Scale.
$^e$Compared with baseline, P<.05, adjusted by the Bonferroni method.
$^f$Compared with postintervention, P<.05, adjusted by the Bonferroni method.
$^g$P value of group effect in the mixed-effects model for repeated measures.
$^h$P value of time effect in the mixed-effects model for repeated measures.
$^i$P value of interactive effects between time and group in the mixed-effects model for repeated measures.
$^j$N/A: not applicable.
$^k$HAMA: Hamilton Anxiety Scale.
$^l$SDS: Self-Rating Depression Scale.
$^m$SAS: Self-Rating Anxiety Scale.
$^n$AIS: Athens Insomnia Scale.
Discussion

Principal Results

This study tested the effectiveness of the cCBT program we developed in patients with COVID-19 who have mild to moderate depressive or anxiety symptoms, compared with the TAU condition. The results implicated that the cCBT intervention was beneficial, given significant between-group differences in depression (HAMD17, SDS), anxiety (HAMA, SAS), and insomnia (AIS). Other notable between-group observations were no significant differences in the improvement of insomnia among females and those with middle school education.

Facing public health emergencies, people experiencing stress responses are likely to encounter mental health problems [39]. The pandemic has increased the risk of psychological disorders, especially in confirmed cases of COVID-19 [40]. A meta-analysis about the prevalence of mental health problems in patients with COVID-19 showed prevalence rates of depression at 15.97%, anxiety at 15.5%, PTSD at 21.94%, and insomnia at 23.87% [41]—all far higher than usual [42]. Another survey of early rehabilitation on patients with COVID-19 showed that 43.1% of them had flashbacks, 27.8% had voiding symptoms, 40.5% had increased alertness, 22.2% had anxiety, and 38.1% had depression [43]. It can be implied that the main mental health problems of patients with COVID-19 were depression, anxiety, and PTSD. Selective serotonin reuptake inhibitor antidepressants are the first-line drug treatment for depression, anxiety, and PTSD [44,45]. Nevertheless, in the conditions of the pandemic, medication for COVID-19–prompted trauma responses is not the best option because it takes effect slowly. Moreover, only an approximate 33% of the patients were clinically cured [46], and these demonstrated residual symptoms following acute treatment [47]. Further, a review indicated there is a great potential for drug-to-drug interactions between antiretroviral drugs and psychotropics, especially antidepressants and anxiolytics, which could hinder treatment efficacy or even produce life-threatening adverse drug reactions [48].

As such, nonpharmacological treatment is considered an effective and safe option without adverse effects. CBT is the first-line psychological treatment recommended by the guidelines of depression, anxiety, and PTSD (ie, Canadian Network for Mood and Anxiety Treatments and National Institute of Health and Care Excellence guideline [49,50]. Li et al [51] designed a randomized controlled trial to prove traditional CBT significantly decreased depression, anxiety, and stress symptoms in patients with COVID-19 [51]. However, administering CBT effectively using face-to-face techniques is a long-term follow-up [55,56]. However, some studies revealed that the efficacy of cCBT was no different from the control group after a long-term follow-up [57,58]. Mental status was influenced by various factors such as environment, social and family support, and psychological adjustment. Therefore, long-term follow-up needs to be further explored.

We subsequently explored subgroup analyses examining the influence of gender, age, and education level on treatment response. Compared to the TAU group, insomnia symptoms were not improved significantly in female patients and those with middle school education treated by cCBT. Previous studies indicated that females were a high-risk population for insomnia [59]. A meta-analysis revealed the prevalence of insomnia in females was higher than that in males [60]; also, females were the predicted risk factor of insomnia during the COVID-19 pandemic [61,62]. Our results supported previous studies. Zhang et al [63] investigated the relationship between insomnia and education levels in Chinese females, and they found there was a negative correlation between them. Another research study obtained the opposite result, which reported that higher education levels were associated with sleep disorders [62]. Notably, an investigation that focused on patients with COVID-19 who were treated in the Fangcang shelter hospital in Wuhan, China found that lower education levels were more likely to prompt depression, anxiety, and stress but had no impact on insomnia [64]. There are great differences in the results of previous research studies; the correlation between education levels and insomnia remains unclear, and our study provided a little evidence of that.

Advantages and Limitations

This study has several strengths. First, the cCBT program we independently developed is focused on patients with COVID-19 and is more suitable for the psychological adjustment of the patients than an ordinary cCBT program. Second, the use of a strict inclusion and exclusion standard ensured the homogeneity
of participants. We controlled patient inclusivity through scores on HAMD$_{17} \geq 7$ and <24 or HAMA$_{27} \geq 7$ and <21 to ensure that all patients had mild to moderate depressive and anxiety symptoms. The study involved five different hospitals from China to make the results representative. Finally, the patients were randomized to the cCBT + TAU group or the TAU group with a 1:1 ratio to balance confounding factors.

Inevitably, our trial has some limitations. First, participants in our trials were nonblinded, while the study looks at a multiplicity of outcomes, thereby increasing the risk for a type I error. We designed the trial initially to have patients and the evaluators blinded; however, to reduce the risk of infection, only a few doctors were permitted to enter the isolated ward. Such a situation impeded the use of blind methods in this study. Second, the sample sizes were relatively small, and the time before the follow-up was relatively short. In the future, we will continue to develop the cCBT program for a broader range of scenarios such as alleviating preoperative anxiety and depression in patients. Bigger sample sizes and a longer follow-up will be adopted to identify the long-term influence of cCBT, and the influencing factors of cCBT’s efficacy will be analyzed in more detail. Additionally, we did not account for more confounding factors such as drug side effects and related adversity, which may be also highly relevant to the symptoms of depression and anxiety.

Conclusions

In sum, this was a prospective, multicenter, two-arm, parallel-group, and randomized controlled trial to identify the efficacy of a short-term cCBT program for treating symptoms of depression, anxiety, and insomnia among patients with COVID-19. The results suggested that the cCBT was significantly effective in relieving symptoms of depression, anxiety, and insomnia in patients with COVID-19 post intervention or after a 1-month follow-up. However, the insomnia symptoms in females and those with middle school education were more difficult to improve. Further research is needed to expand the sample size and to investigate the long-term effects of cCBT for symptoms of depression, anxiety, and insomnia.
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Abstract

Background: The rapid outbreak of COVID-19 around the world has adversely affected the mental health of the public. The prevalence of anxiety among the public has increased dramatically during the COVID-19 pandemic. However, there are few studies evaluating the effects of positive psychological responses and information-seeking behaviors on anxiety experienced among social media users during the COVID-19 pandemic.

Objective: This study evaluated the prevalence of anxiety and its associated factors among WeChat users in mainland China during the early stages of the COVID-19 pandemic.

Methods: From February 10 to February 24, 2020, a nationwide, web-based cross-sectional survey study was carried out using convenience sampling. Participants’ levels of anxiety, positive psychological responses, and information-seeking behaviors were assessed. The survey was distributed among WeChat users via the WeChat smartphone platform. Chi-square tests and multivariable logistic regression analyses were performed to examine the factors associated with anxiety.

Results: This study found that the prevalence of anxiety (Generalized Anxiety Disorder 7-item [GAD-7] scale score ≥7) among WeChat users in China was 17.96% (446/2483) during the early stages of the COVID-19 pandemic. Results of multivariable logistic regression analysis showed that information-seeking behaviors such as cannot stop searching for information on COVID-19, being concerned about the COVID-19 pandemic, and spending more than 1 hour per day consuming information about the pandemic were found to be associated with increased levels of anxiety. Additionally, participants who chose social media and commercial media as the primary sources to obtain information about the COVID-19 pandemic were found more likely to report anxiety. Conversely, participants who were confident or rational about the COVID-19 pandemic were less likely to report anxiety.

Conclusions: This study found that positive psychological responses and information-seeking behaviors were closely associated with anxiety among WeChat users during the COVID-19 pandemic in China. It might be paramount to enhance mental well-being by helping people respond to the COVID-19 pandemic more rationally and positively in order to decrease symptoms of anxiety.

(J Med Internet Res 2021;23(5):e24412) doi:10.2196/24412
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Introduction

In January 2020, the World Health Organization classified COVID-19 as a public health emergency of international concern [1,2]. COVID-19 spread rapidly to 208 countries and regions and became a global pandemic, resulting in more than 30 million cases of infection and over 950,000 deaths worldwide, as of September 18, 2020 [3,4]. The sudden outbreak of COVID-19 adversely impacted the daily life and mental health of the public, which demanded urgent solutions [5-12].

The COVID-19 pandemic generated a psychological crisis among the public as the prevalence of mental disorders, including anxiety and depression, increased [13-18]. Various sources of information, including official media channels, social media, and the local government or community, could significantly affect the public’s psychological responses to emergency events and their mental well-being. Recent research has found that excessive information-seeking behaviors have been closely related with mental disorders, including anxiety and depression, during the COVID-19 pandemic [19,20]. Individuals with anxiety tend to focus on negative information and correspondingly experience negative psychological responses [21]. The frequency and daily duration of social media use was higher in areas with a higher number of COVID-19 cases. High levels of social media consumption were associated with increased mental distress, especially among individuals with high levels of fear [22]. The metacognitive model illustrates that certain behaviors such as controlling behaviors, reassurance seeking, and checking behaviors are positively associated with anxiety [23-25]. Thus, excessive media consumption could lead to harmful psychological responses, which could increase anxiety among these individuals during the COVID-19 pandemic.

Positive psychological responses to the COVID-19 pandemic among the public play a crucial part in reducing anxiety. Positive thoughts and attitudes could help individuals cope with stressors [26]. A recent study found that hope can contribute to anxiety prevention [27]. The theory of rational emotive behavior therapy indicates that rational beliefs can alleviate symptoms of anxiety and other mental distress [28,29]. Additionally, cognitive behavioral models of health anxiety indicate that negative emotions and misinterpretations of health-related stimuli could increase the chances of developing anxiety [30-33]. Therefore, promoting positive psychological responses and initiating emotion regulation and positive perceptions of health-related information, such as keeping a positive attitude and being rational, are necessary for the public to be able to better cope with stress [34].

Researchers have studied the pathogenic and epidemiological characteristics, epidemiological trends, as well as the prevention and treatment of COVID-19 [35-43]. However, studies focused on the relationship between information-seeking behaviors and anxiety during the COVID-19 pandemic are sparse. Therefore, this study focused on the evaluation of the prevalence of anxiety and its association with positive psychological responses and information-seeking behaviors among users of WeChat—the most popular social media platform in Mainland China—during the COVID-19 pandemic.

Methods

Study Participants and Procedure

In order to examine the prevalence of anxiety among WeChat users during the COVID-19 pandemic, a cross-sectional study design using convenience sampling was employed via a web-based WeChat platform developed by the Department of Environmental Health of China Medical University in China. Due to the urgency of the COVID-19 pandemic and the necessity of timely acquisition, the questionnaire was first uploaded to this web-based WeChat platform. Next, the survey was distributed via all the open WeChat groups of the research assistants, to render the survey easily available to their close contacts. The survey was distributed between February 10 and February 24, 2020, during which we achieved a sample size that was adequate in accordance with previous related studies [44-47]. The questionnaire comprised the validated Chinese version of the Generalized Anxiety Disorder 7-item (GAD-7) scale, questions on positive psychological responses, and questions on information-seeking behaviors practiced during the early stage of the COVID-19 pandemic. The questionnaire took about 20 minutes to complete.

The inclusion criteria for participation in this study were as follows: at least 18 years of age, ability to read and write Chinese, ability to complete the web-based questionnaire by themselves using a smartphone, ability to offer electronic signed informed consent, and voluntary participation. The exclusion criteria were as follows: undergoing any therapy for psychological illness, history of any drug dependence, and diagnoses of any diseases or impairments that would prevent them from completing the questionnaire independently. The questionnaire had been preset for submission only after all the questions were answered within the range of the selected choices. Only data from complete questionnaires were analyzed.

Ethics Statement

This study was carried out in conformance with the Declaration of Helsinki (1989). The study protocols were approved by the Ethics Committee of China Medical University.

Demographic Characteristics of WeChat Users

The survey collected participants’ demographic characteristics, including gender (male or female), age, marital status (married or other), occupation, education, and monthly income. Occupation was further classified into government worker, health care worker, professional staff (teacher, lawyer, journalist, etc), employee of enterprises, commercial personnel, soldier, student, and other. Education was further classified into junior college or below, bachelor’s degree, and master’s degree or above. Monthly income was categorized as follows: ≤¥5000 ($725.19), ¥5001-10,000 ($725.34-1450.39), and >¥10,000 (>US $1450.39).

Measurement of Anxiety

The validated Chinese version of the GAD-7, one of the most reliable tools to measure generalized anxiety disorder, was used.
to assess anxiety among the study participants during the early stages of the COVID-19 pandemic [48]. Psychological problems related to anxiety were evaluated with a 4-point Likert-type scale, with options including “not at all sure=0”, “several days=1”, “over the half of the days=2” and “nearly every day=3,” resulting in a total score ranging from 0 to 21. The cutoff score for anxiety was set at ≥7, based on the total GAD-7 score [49-51], with Cronbach α=.939 for GAD-7. The results of the factor analysis indicated that the seven items of the positive psychological responses tested were extracted as one component, which contributed to 73.518% of the variance (Kaiser-Meyer-Olkin [KMO]=0.935, P<.001). The indicators of reliability and validity were good.

**Measurement of Positive Psychological Responses**

Positive psychological responses included “being confident,” “being hopeful,” and “being rational” in the past 2 weeks. They were measured by “yes” or “no” questions (Cronbach α=.788). The results of the factor analysis indicated that the three items of the positive psychological responses tested were extracted as one component, which contributed to 70.932% of the variance (KMO=.638, P<.001). The indicators of reliability and validity were good.

**Measurement of Information-Seeking Behaviors**

Information-seeking behaviors were assessed using three self-developed questions; these behaviors were assessed in the following four categories: (1) cannot stop searching for information about the COVID-19 pandemic, (2) being concerned about the COVID-19 pandemic, (3) time spent consuming information about the COVID-19 pandemic (ie, <1 h, 1-2 h, or ≥3 h), and (4) sources of information about the COVID-19 pandemic (social media and commercial media, central and local official media, basic-level government media, and community media). Responses to the item “cannot stop searching for information about the COVID-19 pandemic” included “agree,” “not sure,” and “disagree.” Whether participants were concerned about the COVID-19 pandemic and their sources of information about the pandemic were assessed by “yes” or “no” questions.

**Statistical Analyses**

SPSS software (version 23.0; IBM Corp) was used to perform all statistical analyses. Chi-square tests were applied to assess bivariate associations with anxiety and the variables of interest. Anxiety was assessed using the binary variable (anxiety or no anxiety, as measured by the GAD-7 scale). Multivariable logistic regression analysis showed that the factors associated with anxiety were assessed while controlling for confounding variables. The variables included in the multivariable logistic regression analysis included age as a continuous variable and other variables as categorized variables. The responses were not included in the analysis when more than 95% of individuals had the same response to the categorical independent variables. Findings were considered statistically significant when a two-tailed P value was <.05.

**Results**

**Demographic Characteristics and Prevalence of Anxiety Among WeChat Users**

In this study, we observed that 446 of 2483 (17.96%) Chinese WeChat users who participated in our survey experienced anxiety. A total of 2501 adults participated in this survey and 2483 of them provided complete and logical answers, resulting in a valid response rate of 99.28%. The demographic characteristics of the participants and results from the bivariate analysis of anxiety are presented in Table 1. The mean age of participants was 34 (SD 12.82) years. Of the 2483 participants, 1550 (62.42%) were female, and 278 (17.94%) of them reported having experienced anxiety. About half of the participants (1239/2483, 49.90%) were married. Their occupations were classified into three groups according to their distribution and frequency: (1) government worker, health care worker, teacher, lawyer, or journalist (515/2483, 20.74%); (2) student (954/2483, 38.42%); and (3) other, including employee of enterprises, commercial personnel, or soldier (1014/2483, 40.84%). More than half of the participants had a bachelor’s degree (1394/2483, 56.14%), and many had a master’s degree or above (800/2483, 32.22%). The remaining 11.64% (289/2483) participants whose educational level was “some college or below” showed significantly higher prevalence of anxiety (61/289, 21.11%) than the other two groups. With regard to the distribution of monthly income, 40.03% (994/2483) of the participants earned ≤¥5000 (≤US $725.19), 35.60% (884/2483) earned ¥5001-10,000 (US $725.34-1450.39), and 24.37% (605/2483) earned >¥10,000 (>US $1450.39).
Table 1. Prevalence of anxiety and associated factors among study participants (N=2483).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
<th>Anxiety experienced, n (%)</th>
<th>No anxiety experienced, n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>933 (37.60)</td>
<td>167 (17.90)</td>
<td>766 (82.10)</td>
<td>0.004 (1)</td>
<td>.96</td>
</tr>
<tr>
<td>Female</td>
<td>1550 (62.40)</td>
<td>278 (18.00)</td>
<td>1272 (82.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤35</td>
<td>1474 (59.33)</td>
<td>278 (18.86)</td>
<td>1196 (81.14)</td>
<td>1.985 (1)</td>
<td>.17</td>
</tr>
<tr>
<td>&gt;35</td>
<td>1009 (40.67)</td>
<td>168 (16.65)</td>
<td>841 (83.35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>1239 (49.90)</td>
<td>220 (17.76)</td>
<td>1019 (82.24)</td>
<td>0.071 (1)</td>
<td>.79</td>
</tr>
<tr>
<td>Other</td>
<td>1244 (50.10)</td>
<td>226 (18.17)</td>
<td>1018 (81.83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government worker, health care worker,</td>
<td>515 (20.74)</td>
<td>85 (16.50)</td>
<td>430 (83.50)</td>
<td>4.042 (2)</td>
<td>.13</td>
</tr>
<tr>
<td>teacher, lawyer, journalist</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>954 (38.42)</td>
<td>160 (16.77)</td>
<td>794 (83.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1014 (40.84)</td>
<td>201 (19.82)</td>
<td>813 (80.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td>2.780 (2)</td>
<td>.25</td>
</tr>
<tr>
<td>College and below</td>
<td>289 (11.64)</td>
<td>61 (21.11)</td>
<td>228 (78.89)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1394 (56.14)</td>
<td>238 (17.07)</td>
<td>1156 (82.93)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>800 (32.22)</td>
<td>147 (18.38)</td>
<td>653 (81.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (¥)</td>
<td></td>
<td></td>
<td></td>
<td>1.569 (2)</td>
<td>.46</td>
</tr>
<tr>
<td>≤5000</td>
<td>994 (40.03)</td>
<td>190 (19.11)</td>
<td>804 (80.89)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5001-10,000</td>
<td>884 (35.60)</td>
<td>150 (16.97)</td>
<td>734 (83.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>605 (24.37)</td>
<td>106 (17.52)</td>
<td>499 (82.48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive psychological responses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being confident</td>
<td></td>
<td></td>
<td></td>
<td>80.584 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2339 (94.20)</td>
<td>380 (16.25)</td>
<td>1959 (83.75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>144 (5.80)</td>
<td>66 (45.83)</td>
<td>78 (54.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being hopeful</td>
<td></td>
<td></td>
<td></td>
<td>47.537 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2359 (95.01)</td>
<td>395 (16.74)</td>
<td>1964 (83.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>124 (4.99)</td>
<td>51 (41.13)</td>
<td>73 (58.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being rational</td>
<td></td>
<td></td>
<td></td>
<td>113.526 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2281 (91.87)</td>
<td>354 (15.52)</td>
<td>1927 (84.48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>202 (8.13)</td>
<td>92 (45.54)</td>
<td>110 (54.46)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information-seeking behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannot stop searching information about</td>
<td></td>
<td></td>
<td></td>
<td>37.118 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>the COVID-19 pandemic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1474 (59.36)</td>
<td>322 (21.85)</td>
<td>1152 (78.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1009 (40.64)</td>
<td>124 (12.29)</td>
<td>885 (87.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerned about the COVID-19 pandemic</td>
<td></td>
<td></td>
<td></td>
<td>37.195 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1223 (49.25)</td>
<td>278 (22.73)</td>
<td>945 (77.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1260 (50.75)</td>
<td>168 (13.33)</td>
<td>1092 (86.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time spent consuming information about</td>
<td></td>
<td></td>
<td></td>
<td>115.008 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>the COVID-19 pandemic (hours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Factors Associated With Anxiety

Table 2 shows the final results of the multivariable logistic regression analysis. Participants who were confident (odds ratio [OR] 0.434, 95% CI 0.243-0.775) or rational (OR 0.286, 95% CI 0.202-0.405) about the COVID-19 pandemic were found to be less likely to experience anxiety. In contrast, the information-seeking behaviors among the study participants, including cannot stop searching for information on COVID-19 (OR 1.593, 95% CI 1.236-2.052) and being concerned about the COVID-19 pandemic (OR 1.389, 95% CI 1.080-1.788) were found to be associated with anxiety. Moreover, participants spending more than 1 hour a day consuming information about the COVID-19 pandemic were observed to be more likely to report anxiety (1-2 h: OR 1.622, 95% CI 1.209-2.176; ≥3 h: OR 3.915, 95% CI 2.823-5.430). Additionally, participants who chose social media and commercial media as the primary source of information about the COVID-19 pandemic were observed to be more likely to report anxiety (OR 1.531, 95% CI 1.043-2.246).

Thus, the final model of multivariable logistic regression and forest plot (Figure 1) indicated that the following factors were associated with anxiety: cannot stop searching for information about the COVID-19 pandemic, being concerned about the COVID-19 pandemic, spending more than 1 hour a day consuming information about the COVID-19 pandemic, and use of social media and commercial media as the primary source of information about the COVID-19 pandemic. Conversely, being confident and being rational were independently found to be inversely associated with anxiety.

The prevalence of anxiety according to the participants' positive psychological responses are presented in Table 1. We observed that the prevalence rate of anxiety was lower for the participants who felt confident (2339/2483, 94.20%), hopeful (2358/2483, 95.01%), or rational (2281/2483, 91.87%) about the COVID-19 pandemic (P<.001).

Information-Seeking Behaviors

The distribution and prevalence of anxiety with different information-seeking behaviors during the COVID-19 pandemic is shown in Table 1. In this study, participants who could not stop searching for information about the COVID-19 pandemic (1474/2483, 59.34%) or those who were concerned about the pandemic (1223/2483, 49.24%) were found to have a significantly higher prevalence of anxiety (P<.001) than other participants. The prevalence of anxiety was also observed to be higher for participants who spent more than 1 hour a day on searching for information about the COVID-19 pandemic (P<.001).

Our study findings also showed that participants who sought information about COVID-19 via social media and commercial media (2159/2483, 86.95%) had a higher prevalence of anxiety (408/2159, 18.90%) than those who did not seek information through social and commercial media (P=.001).
Table 2. Multivariable logistic regression analysis for factors associated with anxiety.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>1.135</td>
<td>0.898-1.435</td>
</tr>
<tr>
<td>Age</td>
<td>0.981</td>
<td>0.967-0.995</td>
</tr>
<tr>
<td>Marital status (married vs other)</td>
<td>0.927</td>
<td>0.648-1.327</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government worker, health care worker, teacher, lawyer, journalist (vs student)</td>
<td>0.995</td>
<td>0.649-1.527</td>
</tr>
<tr>
<td>Other (vs student)</td>
<td>1.251</td>
<td>0.859-1.820</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College and below (vs master’s degree and above)</td>
<td>1.177</td>
<td>0.810-1.711</td>
</tr>
<tr>
<td>Bachelor’s degree (vs master’s degree and above)</td>
<td>0.913</td>
<td>0.710-1.174</td>
</tr>
<tr>
<td><strong>Monthly income (¥)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5000 (vs &gt;10,000)</td>
<td>1.253</td>
<td>0.925-1.699</td>
</tr>
<tr>
<td>5001-10,000 (vs &gt;10,000)</td>
<td>1.061</td>
<td>0.788-1.427</td>
</tr>
<tr>
<td><strong>Positive psychological responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being confident (yes vs no)</td>
<td>0.434</td>
<td>0.243-0.775</td>
</tr>
<tr>
<td>Being hopeful (yes vs no)</td>
<td>0.843</td>
<td>0.444-1.602</td>
</tr>
<tr>
<td>Being rational (yes vs no)</td>
<td>0.286</td>
<td>0.202-0.405</td>
</tr>
<tr>
<td><strong>Information-seeking behaviors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannot stop searching information on COVID-19 (yes vs no)</td>
<td>1.593</td>
<td>1.236-2.052</td>
</tr>
<tr>
<td>Concerned about the COVID-19 pandemic (yes vs no)</td>
<td>1.389</td>
<td>1.080-1.788</td>
</tr>
<tr>
<td><strong>Time spent consuming information of COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2 h (vs &lt;1 h)</td>
<td>1.622</td>
<td>1.209-2.176</td>
</tr>
<tr>
<td>≥3 h (vs &lt;1 h)</td>
<td>3.915</td>
<td>2.823-5.430</td>
</tr>
<tr>
<td><strong>Sources of information about the COVID-19 pandemic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media and commercial media (yes vs no)</td>
<td>1.531</td>
<td>1.043-2.246</td>
</tr>
<tr>
<td>Central official media (yes vs no)</td>
<td>0.836</td>
<td>0.611-1.143</td>
</tr>
<tr>
<td>Local official media, basic-level government, and community (yes vs no)</td>
<td>0.877</td>
<td>0.693-1.111</td>
</tr>
</tbody>
</table>

*1 ¥=US $0.15
Discussion

Principal Findings

We observed that 17.96% of WeChat users in China who participated in this study reported having experienced anxiety during the early stages of the COVID-19 pandemic. This exceeds the prevalence of anxiety reported among the people in China before the pandemic (3.2%-8.1%) 
[52,53]. However, comparing the prevalence of anxiety during the severe acute respiratory syndrome (SARS) outbreak in 2002 (24.4%-35.0%), the prevalence of anxiety during the COVID-19 pandemic was slightly lower [54,55]. There remains a dearth of research on the relationship between information-seeking behaviors and anxiety during public health emergencies [56-58]. It is of vital importance to provide advice on how to cope with anxiety, including how to enhance positive psychological resources and prevent excessive information-seeking behaviors in order to prevent or reduce anxiety during public health emergencies. Our findings provide evidence-based recommendations on the promotion of positive psychological responses, psychological interventions, and information management to reduce anxiety for WeChat users in China.

Our study findings showed that anxiety was closely associated with positive psychological responses. Among the positive psychological responses, being confident and being rational were observed to be associated with lower prevalence of anxiety, which suggests that being confident and rational might prompt individuals to cope better with adverse events and difficult challenges during public health emergencies. Being rational also has been found to influence anxiety in previous studies, wherein people who were more positive coped better with life stressors and had low levels of anxiety [59,60]. WeChat users in this study had been exposed to a variety of stressors such as the perception of severe health risks of COVID-19, negative emotions associated with home quarantine, financial hardships caused by delays in work, and uncertainty during the pandemic, which might have resulted in reduced positive psychological responses and higher prevalence of anxiety. The framework of intolerance of uncertainty states that intolerance of uncertainty and cognitive avoidance are positively correlated with psychological responses and anxiety [23,61,62].

People could cope with stressors better and improve their mental health by means of rational-emotive behavioral interventions and cognitive behavioral therapies to reduce anxiety and improve psychological abilities, including emotion regulation and stress management [28,29,63,64]. The emotion dysregulation model of anxiety suggests that the lack of emotion regulation has a positive correlation with anxiety [65,66]. Therefore, to intensify protective effects of positive psychological responses, psychological interventions for the
public might be an effective approach, and these should be provided as soon as possible during public health emergencies.

This study also found that excessive consumption of information about COVID-19 might be closely linked with anxiety. Consuming information about the pandemic for more than 1 hour a day was observed to be associated with anxiety. Our results are consistent with other studies showing that anxiety is associated with increased use of smart phones, leading to excessive exposure to COVID-19 news [19, 22, 67, 68]. The frequency and duration of searching for health information could exacerbate stress, anxiety, and perception of health risks [69-72]. WeChat users in this study might actively search or passively receive health information about the COVID-19 pandemic via multiple media sources. Searching for health information can be regarded as a source of anxiety and negative psychological responses. Spending too much time searching for health information could be linked to increased levels of anxiety, anger, or sadness. This might be due to increased fear of being infected by a severe disease and could adversely impact people’s self-esteem and reduce their tolerance of uncertainty [73-81]. Conversely, it is also possible that anxious people are more likely to overconsume information. Health professionals should provide timely suggestions for the public on how to access and absorb health information from trusted sources [77, 82, 83].

Moreover, sources of information about COVID-19 were found to be significantly associated with anxiety, especially information obtained via social media was observed to have a positive correlation with anxiety. Excessively searching for health information on social media during traumatic events (eg, public health emergencies, food safety incidents, terror attacks, and natural disasters) can result in sleep disorders, distress such as anxiety and depression, and posttraumatic stress disorder [84-89]. Social media provides open platforms for the public to exchange their ideas and perspectives in a timely and prompt manner. However, it might be difficult for the public to distinguish true information from false information. Through improved dissemination of health information, coping strategies and healthy behaviors in the context of the COVID-19 pandemic could be encouraged, in addition to focusing on the prevention of negative psychological responses and improvement on positive psychological responses [90].

Limitations
Several limitations should be acknowledged. First, the data were collected using a self-administered web-based questionnaire via smartphones, which may have resulted in information bias and misclassification bias. It is possible that participants did not provide accurate information in the study in order to either be included in the study or to move quickly through the survey. To minimize the bias as much as possible, a pilot study was conducted to acquire participants’ perception of the questionnaire. Therefore, the collected questionnaire had been filtered with data cleaning, checking for consistency and logicality of the answers, adjusting invalid and missing values. Due to the severity of the COVID-19 pandemic and the necessity of timely acquisition of data, the survey was distributed via WeChat rather than conducted using a face-to-face approach. Additionally, this survey among WeChat users used a convenience sampling method during the first 2 months of the COVID-19 pandemic. Therefore, generalizability of the results may be limited to the whole population of China. As the survey was shared within academic WeChat groups, it is possible the results reported in our study are from a population that has a higher education level than the general population, and this may have affected anxiety levels either positively or negatively, because the participants likely had a stronger understanding of the pandemic. Future studies should be carried out with random sampling. Finally, the results may be limited by residual confounding from unmeasured confounders such as regional economic disparity, allocation of health resources, and an individual’s social status. To minimize the potential errors induced by unmeasured confounders, the survey was conducted across 3 municipalities and 22 provinces via WeChat, one of the most popular social platforms in China.

Conclusions
The COVID-19 pandemic has adversely affected the mental health of the public and resulted in a high prevalence of anxiety among them, especially during the early stages of the pandemic. Certain behaviors such as cannot stop searching for information on COVID-19, being concerned about the COVID-19 pandemic, spending more than 1 hour a day consuming information about the COVID-19 pandemic, and using social media and commercial media as the primary source of information about the COVID-19 pandemic were found to be associated with anxiety. In contrast, positive psychological responses such as being confident and being rational were found to be negatively correlated with anxiety. Prompt measures and guidance from public health authorities on choosing reliable and trusted sources of information might decrease the negative effects of overconsumption of COVID-19–related information and improve the overall mental health of the public.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAD-7</td>
<td>Generalized Anxiety Disorder 7-item</td>
</tr>
<tr>
<td>KMO</td>
<td>Kaiser-Meyer-Olkin</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>SARS</td>
<td>severe acute respiratory syndrome</td>
</tr>
</tbody>
</table>
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SARS-CoV-2: The Second Wave in Europe

Abstract

Although the SARS-CoV-2 virus has already undergone several mutations, the impact of these mutations on its infectivity and virulence remains controversial. In this viewpoint, we present arguments suggesting that SARS-CoV-2 mutants responsible for the second wave have less virulence but much higher infectivity. This suggestion is based on the results of the forecasting and mechanistic models developed by our study group. In particular, in May 2020, the analysis of our mechanistic model predicted that the easing of lockdown measures will lead to a dramatic second wave of the COVID-19 outbreak. However, after the lockdown was lifted in many European countries, the resulting number of reported infected cases and especially the number of deaths remained low for approximately two months. This raised the false hope that a substantial second wave will be avoided and that the COVID-19 epidemic in these European countries was nearing an end. Unfortunately, since the first week of August 2020, the number of reported infected cases increased dramatically. Furthermore, this was accompanied by an increasingly large number of deaths. The rate of reported infected cases in the second wave was much higher than that in the first wave, whereas the rate of deaths was lower. This trend is consistent with higher infectivity and lower virulence. Even if the mutated form of SARS-CoV-2 is less virulent, the very high number of reported infected cases implies that a large number of people will perish.

KEYWORDS

mathematical modelling of epidemics; COVID-19; SARS CoV-2; pandemic; lockdown in Europe

Introduction

The novel coronavirus SARS-CoV-2 has already undergone several mutations. A study claimed that a specific mutation had created a more “aggressive” form of the virus [1]. However, it was later argued that, during epidemics in general, a virus spreads to new areas and creates new localized epidemics that grow exponentially [2]. This finding implies that a mutated virus spreading in these new uninfected areas will rapidly increase its mutation frequency; this will occur even if the mutation is neutral or detrimental to the virus itself. This study also showed that the observations reported by Tang et al [1] could be explained by the abovementioned process and that there was no evidence for the emergence of a more aggressive form of the virus [2]. Another study analyzed a set of mutations in the spike protein of SARS-CoV-2 and concluded that a specific mutation had enhanced the capacity of the virus to spread from China to Europe, North America, and Australia [3]. These authors concluded that this was the result of the fact that this mutation had made the virus more “transmissible,” allowing it to outcompete other virus strains that did not possess this mutation. However, this conclusion was challenged by several scientists. In particular, a more formal analysis of the effect of this mutation by another research team suggested that it actually has reduced transmissibility [4]. It has now been firmly established that the second wave was caused by a new mutated form of SARS-CoV-2, called D614G—the name refers to the substitution of the amino acid aspartic acid (D) by glycine (G) in a region of the viral genome that encodes the relevant spike protein. In particular, a study conducted in Houston, Texas, United States, found that D614G is the fully dominant form of the second wave of the COVID-19 pandemic, exhibiting a...
prevalence of 99.9% [5]. The study also found that people infected with the new SARS-CoV-2 strain had higher loads of the virus in their upper respiratory tracts, which suggests that the D614G strain may be more infectious; however, no definitive conclusion regarding its infectivity has been reached. The high prevalence of the new strain was also established in a study in the United Kingdom involving the analysis of 25,000 whole-genome SARS-CoV-2 sequences [6], but no conclusions were reached regarding its infectivity or virulence. Therefore, the crucial question of establishing whether the new strain D614G was indeed more infectious and/or less virulent remained open [7].

In the framework introduced by Holmdahl and Buckee [8], epidemiological models are broadly divided into two categories: forecasting and mechanistic. The former models fit a specific curve to the data and then attempt to predict the dynamics of the quantity under consideration. The main limitation of these models is that they remain valid only if the epidemiological situation remains unchanged. For example, they can be used during a lockdown period but will not make accurate predictions after the lockdown is lifted. In contrast to forecasting models, mechanistic models can make predictions even when the relevant circumstances change. Their main limitation is the difficulty of determining the parameters specifying such models.

Our group has developed both forecasting and mechanistic models. In this paper, we present the implications of our models to argue that the mutated virus D614G was more infectious but less virulent.

The Prediction of the Effect of Easing Lockdown Measures by Using a Mechanistic Type Model

The generic weakness of mechanistic models, namely the difficulty in determining the parameters of the given model, was partially bypassed in a previous study [9]. Indeed, this study showed that the death data uniquely determine the parameters specifying a given ordinary differential equation characterizing the number of deaths. Furthermore, a robust numerical algorithm was presented for obtaining these parameters. The abovementioned equation was obtained from the manipulation of a susceptible-exposed-infected-recovered (SEIR) type model. Using this methodology, predictions were made about the dynamics of the COVID-19 epidemics in Greece, Andalusia, and Portugal, following the easing of lockdown measures. One of the above parameters obtained from the death data during the lockdown period corresponds to the number of contacts of the asymptomatic individuals. By changing this parameter (doubling, tripling, etc), while keeping all other parameters unchanged, the effect of relaxing the lockdown measures could be quantified: if the contacts of the asymptomatic people double, nothing much happens; but if they triple, then the situation dramatically deteriorates. The numbers of reported infected cases during the second wave was within the range of our prediction made in May 2020; fortunately, the number of deaths reported was lower, suggesting less virulence.

Cumulative Number of Deaths and Cumulative Number of Reported Infected Cases

It is correctly noted in a previous study [10] that the forecasting models are “not well suited for long-term predictions.” However, we have introduced a forecasting model that can provide highly accurate long-term predictions both for the number of deaths caused by COVID-19 and the number of reported infected cases. Our success was based on replacing the usual logistic formula used in epidemiology by slightly more general formulas, namely, what we have called rational and birational formulas. Interestingly, these formulas are, in a sense, optimal, since elaborate “deep learning” algorithms could not improve the predictions obtained by using these formulas [11].

By training a formula to use data for the accumulative number of deaths in a given country until May 1, 2020, we were able to make predictions that were valid well beyond the end of the first wave, namely, for a period of more than 3.5 months. As shown in Figure 1, in Italy, there was no deviation between the curve depicting the number of deaths and the curve of our predictions, whereas in Germany, a small deviation began to occur in the second week of August 2020. In Spain, a larger deviation began to occur in the first week of August 2020 [12].

Our predictions for the number of reported infected cases were equally accurate [11].

These graphs show that following the easing of the first lockdown, the number of deaths did not increase in several European countries for approximately two months. Figure 1 presents three graphs depicting the total number of deaths caused by the COVID-19 epidemics in Italy, Spain, and Germany. These graphs compare the red curves indicating real data from the period of May 2 to November 2, 2020, with the green curves indicating the predictions made with an explicit mathematical formula introduced previously [11]. This formula contains 4 explicit constants that were determined by using data up to May 1, 2020. The green curves depicting this formula are indistinguishable from the red curves depicting the real data until mid-August 2020, despite the fact that the lockdown was lifted in the above countries by mid-June 2020.
Figure 1. Actual versus predicted cumulative number of reported deaths due to COVID-19 for Italy, Spain, and Germany. The constants of our mathematical model were determined using data up to May 1, 2020, which are depicted in light blue. The red curves correspond to the actual data up to November 2, 2020, which are the data during the period of our predictions. Our predictions are depicted in green.

Figure 2. Actual versus predicted cumulative numbers of reported infected individuals with COVID-19 in Italy, Spain, and Germany. The prediction fits were obtained using data up to April 29, 2020, for Italy; April 27, 2020, for Spain; and April 30, 2020, for Germany. The relevant constants were determined with the data shown in light blue. The red curves correspond to the actual data up to November 2, 2020, which are the data during the period of our predictions. Our predictions are depicted in green.

Figure 2 presents analogous curves for the number of reported infected cases. Comparing the red curves depicting the real data with the green curves depicting our predictions, it follows that until August-end for Italy, mid-July for Spain, and June-end for Germany, in 2020, the effect of the elimination of several restrictive measures had only a slight effect on the numbers of reported infected cases (compared with the numbers that would have occurred during the lockdown).
Estimates for the Number of Reported Infected Cases and Deaths in Israel

We have applied our formulas to the cumulative number of deaths and reported infected cases for the third wave of COVID-19 in Israel. For the number of deaths, the rational formula predicted a plateau on April 8, 2021, with 3234 deaths and a total of 6060 deaths overall. The plateau is defined as the point at which the rate of deaths for the given wave is 5% of the maximum rate. For the number of reported infected cases in Israel, the rational formula predicted a plateau on April 16, 2021, with 497,992 cases for the third wave and a total of 825,399 cases overall. In Israel, the rate of infections of the third wave reached a maximum on January 20, 2021.

Higher Infectivity and Less Virulence

The predictions reported previously [13] were based on the assumption that the characteristics of the virus remained unchanged. The initial period following the easing of lockdown measures, when the number of deaths in the abovementioned countries did not increase and the number of reported infected cases was small, provided hope that the virulence and infectivity of the mutated form of the virus was much lower. However, the subsequent increase in the number of confirmed cases and deaths suggests an alternative explanation: the results reported previously [13] showed that if the easing of the restrictive measures leads up to doubling of the contacts of asymptomatic persons, the situation still remains essentially the same as it was during the lockdown period. Moreover, apparently, immediately after the lockdown period, the population at large continued to observe social distancing and other protective measures. Unfortunately, following this period of high vigilance, the population, especially younger individuals, thought that the danger was over and began enjoying the summer without observing the necessary protective measures.

A possible explanation for the observation that the number of deaths in the second wave was lower than the number expected given the very high number of infected individuals includes a number of factors. First, better medical practices and treatment are available. Second, older individuals and those with comorbidities are careful and avoid social contact. Indeed, the SARS-CoV-2 infection in younger individuals rarely leads to death. By extending the algorithm developed [13] into two subpopulations consisting of younger (below 40 years) and older (above 40 years) individuals, a previous study [9] on the epidemic in Greece found that if the number of contacts between asymptomatic “younger” persons increases, the number of reported infected cases increases but the number of deaths does not. In contrast, an increase in the number of contacts involving “older” persons leads to a dramatic increase in the number of deaths. Third and most importantly, it is possible that the mutated virus D614G was less virulent.

By directly computing the rate of change in the number of deaths in the second wave by using real data, it becomes clear that this rate is lower than the rate in the first wave, thereby supporting the suggestion that the mutated virus is less virulent. However, analogous computations for the rate of the change of the number of reported infected shows that this rate is much higher for the second wave, suggesting a much higher infectivity.

Concluding, it is worth noting that the period immediately following the easing of lockdown measures provides a very useful lesson. By using the well-publicized measures of social distancing, environmental hygiene, hand washing, and appropriate use of masks, it is possible to control the COVID-19 epidemic without imposing a strict lockdown.
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Abstract

Background: Due to widespread SARS-CoV-2 infection, an emergency homeschooling plan was rigorously implemented throughout China.

Objective: This study aimed to investigate the experiences and attitudes of elementary school students and their parents (two generations from the same family) toward online learning in China during the pandemic.

Methods: A 16-item questionnaire was distributed at the 10-day and 40-day marks after the start of the first online course to 867 parent-child pairs and 141 parent-child pairs, respectively. The questionnaire was comprised of questions pertaining to course and homework completeness, effectiveness, reliability, and abundance as well as the students’ enthusiasm for taking part in online classes and their satisfaction with the courses.

Results: Our findings indicate that 90.7% (786/867) of students exhibited high or moderate enthusiasm for participating in online classes. However, most students performed poorly in online learning classes and after-school homework. With regard to satisfaction, parents’ and students’ average scores were 7.35 and 7.25, respectively (10-point scoring system). During the second stage of this study, parents’ positive evaluations for online learning declined, including those for the effectiveness and reliability of the courses. Furthermore, the proportion of students who completed the courses and homework on time decreased; this difference proved statistically significant ($P=.047$). The parents’ and students’ overall satisfaction with online learning also declined during the second stage (parents: 7.21; students: 7.23); however, the difference in overall satisfaction between the two stages was not statistically significant (parents: $P=.53$; students: $P=.60$). Several of the parents (315/867, 36.2%) indicated that assisting with and supervising the students’ online learning resulted in increased stress. Further, 36% of parents expressed dissatisfaction with or provided suggestions for online learning; most parents and students hoped to return to face-to-face classes (parents: 823/867, 94.9%; students: 811/867, 93.5%). Finally, our results presented the following six main issues that parents were the most concerned about: (1) disappointment regarding timely interaction in courses; (2) apprehensiveness about students’ understanding of the course; (3) the increased burden of annoying adult responsibilities; (4) concern about children’s eyesight; (5) the idea that teachers’ explanations were not detailed enough; and (6) concerns about the decline of students’ interest in and attention toward online courses.
Conclusions: Online learning can prevent the spread of infectious diseases while still allowing elementary school students to attain knowledge. However, in our study, children’s completion of the courses and homework were not satisfactory. Furthermore, their parents often experienced stress and had many concerns and complaints. Measures such as increasing the interactivity of the courses and prohibiting teachers from assigning tasks to parents could improve the effectiveness of these courses and the mental health of parents and students.

(J Med Internet Res 2021;23(5):e24496) doi:10.2196/24496
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Introduction

Due to widespread SARS-CoV-2 infection, the Chinese government postponed the opening of schools after the Spring Festival to prevent further infections [1]. Face-to-face socializing was also prohibited. China’s Ministry of Education estimated that more than 270 million students were confined to their homes, including 17.67 million elementary school students [2].

The Ministry of Education stipulated that even though schools were closed, teaching must continue during the lockdown period [3]. Accordingly, online teaching has been rigorously implemented in China [4]. Since mid-February 2020, schools and teachers of all levels have made considerable efforts toward creating and delivering online courses via internet-based methods or television broadcasts [5]. Consequently, this has resulted in the largest online learning campaign in human history.

Previous research has shown that online education has great potential for addressing the availability and efficiency of education [6,7]. However, by itself, online education is not more effective than a classroom-based approach, and its effectiveness depends on how well instructional designs are integrated into effective learning principles [8]. Differences in content quality, interactivity, and platform availability may affect learning satisfaction [9,10], but it is not clear which aspects are the most important for online education in primary schools in China. Previous studies on problems related to online learning have focused primarily on college students [11-14]. However, few studies have focused on elementary school students’ experiences and satisfaction with online learning. Another limitation that has been mentioned in previous studies is that researchers only assess online learning satisfaction from students’ perspectives. However, parents’ opinions also influence students’ satisfaction with learning and can inspire students to learn [10]. This is worrisome, as several factors (concentration, self-discipline, and related factors) can result in a host of problems during online education [15,16].

This study aimed to investigate the experiences and attitudes of Chinese elementary school students and their parents toward online learning during the COVID-19 pandemic. Furthermore, this study evaluated differences in parents’ satisfaction with online education between the 10-day and 40-day marks after the start of the first online course.

Methods

Ethical Approval

The study protocol was approved by the Research Ethics Committee of Chaohu Hospital of Anhui Medical University (approval number: 202001-kxym-07). The enrolled participants received detailed explanations about this study and signed electronic informed consent forms (parents’ consent for students’ participation). All participants’ personal information was kept confidential, including their names and internet protocol addresses.

Survey Questionnaire

The survey questionnaire was designed to assess the online learning experiences and attitudes of Chinese elementary school students and their parents (Multimedia Appendix 1) based on the concerns of parents of elementary school students and previous questionnaires [17]. Each questionnaire was completed by 1 student and 1 parent. In order to prevent selection bias from affecting the study outcomes, each parent was selected at random and chosen by their family. The questionnaire consisted of 16 items and focused primarily on obtaining basic information, including children’s grades and the equipment that was used during online classes. Thereafter, a broader selection of information was gathered, including participants’ levels of enthusiasm for online learning, the completion of online classes, the completion of assigned homework, the pressure on parents, and related factors. Items 1-12 were answered by parents and items 13-15 were answered by elementary school students. Item 16 was an open comment that was directed at parents; it was designed to obtain their opinions on online learning. To measure satisfaction, we used a 10-point scoring system (ranged from 1 to 10 with intervals of 1); 1 represented the lowest degree of satisfaction, and 10 represented the highest degree of satisfaction. The questionnaire was written in Chinese and was not translated into any other language. Primary education in China is compulsory for all children who reach a certain age (6-7 years). Primary school students are usually between the ages of 6 and 13 and are in grades 1-6. With regard to our questionnaire, primary school students only had to answer three simple questions, which they understood and correctly answered.

We pretested the questionnaire with 5 parent-child pairs of primary school students (not part of the research team) and 7 psychologists. They pretested the questionnaire to determine the feasibility and understanding of the questions and words and to provide feedback. The content validity of the final version of the questionnaire was 0.86. The Cronbach α of the
questionnaire was .73, which was within the appropriate, acceptable Cronbach α range (.70-.95) [18,19]. On the basis of the Kendall sample size calculation method [20], the minimum sample size had to be 10 times the number of items in the questionnaire plus 20% of the number of invalid questionnaires. Therefore, since the scale was composed of 16 items, the minimum sample size of this study had to be 192. Our study obtained 1008 valid questionnaires and therefore met the sample size requirements.

**Survey Protocol**

The questionnaire was produced and distributed by the authors. The relevant data were subsequently collected with the web-based survey tool Questionnaire Star (Ranxing Information Technology Company, Limited), a professional, web-based survey evaluation platform [21]. Questionnaire Star can be used to design questionnaires, collect data, create custom reports, and analyze results. We sent a questionnaire link to potential participants via WeChat (TenCent Holdings Limited), which is the most widely used social media platform in China.

Eligible participants included any Chinese elementary school students who participated in online education during the COVID-19 pandemic and their parents. The questionnaire survey was conducted during two separate phases in this study. A 16-item questionnaire was distributed at the 10-day and 40-day mark after the first online course. In the first phase, the questionnaire was sent to 867 parent-child pairs (867 elementary students and their parents). In the second phase, the questionnaire was sent to 141 parent-child pairs.

**Statistical Analysis**

Participants’ responses were proportionally expressed and recorded with a Likert scale that was divided into “good,” “average,” and “poor” responses or “yes” and “no” responses. Continuous variables (ie, satisfaction scores) were compared with the Student t test. Categorical variables were compared with either chi-square tests or Fisher exact tests. Data were analyzed using PASW (Predictive Analytics SoftWare) Statistics 20 (IBM Corporation). P values of <.05 were considered statistically significant.

**Data Availability**

All the data that support our findings are presented in the manuscript. The data sets used and analyzed during this study can be made available from the corresponding author upon reasonable request.

**Results**

**Factors Affecting Students’ and Parents’ Perceptions of Online Learning**

The total number of participants included 867 parent-child pairs (1 parent for each child)—867 elementary school children and 867 respective parents—during the first stage of this study. During the second stage (30 days after the first interview), only 141 parent-child pairs (1 parent for each child) were included in this study. The majority of students (304/867, 35.1%) were grade 4 students (Table 1).

With regard to the equipment used in online classes, lower-grade students were more likely to choose a television. However, grade 6 students’ following equipment choices exhibited relatively similar ratios: mobile phone (8/31, 25.8%), tablet (7/31, 22.6%), PC (8/31, 25.8%), and television (8/31, 25.8%; Table 1).

Table 1 shows the enthusiasm of primary school students in grades 1-6 who participated in online learning courses. The results revealed that most students (24/31, 74.2%) had enthusiasm for engaging in online learning courses. Surprisingly, 22.6% (7/31) of grade 6 students were not enthusiastic about taking online learning courses. This was statistically significant when compared to the enthusiasm of students in other grades (P=.006; Table 1).

With regard to completeness, two subitems were developed and pertained to online learning courses and the accompanying homework. Surprisingly, many of the students did not do well in the online classes or the after-class homework (Table 1). Notably, the degree to which online classes were completed was higher in both grade 1 (23/46, 50%) and grade 6 (13/31, 41.9%) than those in other grades; the difference proved statistically significant (P=.047; Table 1). Grade 6 students completed the largest amount of homework, while nearly half of the overall students performed well (15/31, 48.4%) (Table 1).

In this study, we designed the following three subcategories of evaluation through which the parents of elementary school students could evaluate the quality of online courses: effectiveness, reliability, and abundance. The results show that the majority of elementary school students’ parents indicated that the reliability (649/867, 74.9%), effectiveness (334/867, 38.5%), and abundance (564/867, 65.1%) of online courses were good. However, the parents’ views were inconsistent among the different grades. As such, more than 10% of grades 1 and 6 students rated the effectiveness of online classes as poor (5/46, 10.9%; 5/31, 16.1%). Furthermore, 16.1% (5/31) of the parents of grade 6 elementary students believed that the abundance of online courses was insufficient.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Grade 1 (n=46)</th>
<th>Grade 2 (n=207)</th>
<th>Grade 3 (n=304)</th>
<th>Grade 4 (n=150)</th>
<th>Grade 5 (n=31)</th>
<th>Grade 6 (n=31)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Equipment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>58.44 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>7 (15.2)</td>
<td>82 (39.6)</td>
<td>33 (25.6)</td>
<td>109 (35.9)</td>
<td>50 (33.3)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tablet</td>
<td>16 (34.8)</td>
<td>14 (6.8)</td>
<td>20 (15.5)</td>
<td>33 (10.9)</td>
<td>20 (13.3)</td>
<td>7 (22.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td>6 (13)</td>
<td>14 (6.8)</td>
<td>8 (6.2)</td>
<td>20 (6.6)</td>
<td>13 (8.7)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television</td>
<td>17 (37)</td>
<td>97 (46.9)</td>
<td>68 (52.7)</td>
<td>142 (46.7)</td>
<td>67 (44.7)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Enthusiasm, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.494 (5)</td>
<td>.006</td>
</tr>
<tr>
<td>High</td>
<td>27 (58.7)</td>
<td>153 (73.9)</td>
<td>103 (79.8)</td>
<td>247 (81.2)</td>
<td>123 (82)</td>
<td>20 (64.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>13 (28.3)</td>
<td>51 (24.7)</td>
<td>16 (12.4)</td>
<td>31 (10.2)</td>
<td>18 (12)</td>
<td>4 (12.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>6 (13)</td>
<td>23 (11.1)</td>
<td>10 (7.8)</td>
<td>26 (8.6)</td>
<td>9 (6)</td>
<td>7 (22.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Course completeness, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18.536 (5)</td>
<td>.047</td>
</tr>
<tr>
<td>Good</td>
<td>8 (17.4)</td>
<td>18 (8.7)</td>
<td>11 (8.5)</td>
<td>26 (8.6)</td>
<td>10 (6.7)</td>
<td>5 (16.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>15 (32.6)</td>
<td>39 (18.8)</td>
<td>23 (17.8)</td>
<td>47 (15.5)</td>
<td>28 (18.7)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>23 (50)</td>
<td>150 (72.5)</td>
<td>95 (73.6)</td>
<td>231 (76)</td>
<td>112 (74.7)</td>
<td>18 (58.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Homework completeness, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.113 (5)</td>
<td>.07</td>
</tr>
<tr>
<td>Good</td>
<td>5 (10.9)</td>
<td>17 (8.2)</td>
<td>14 (10.9)</td>
<td>21 (6.9)</td>
<td>9 (6)</td>
<td>7 (22.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>7 (15.2)</td>
<td>36 (17.4)</td>
<td>19 (14.7)</td>
<td>51 (16.8)</td>
<td>34 (22.7)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>34 (73.9)</td>
<td>154 (74.4)</td>
<td>96 (74.4)</td>
<td>232 (76.3)</td>
<td>107 (71.3)</td>
<td>16 (51.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Course effectiveness, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.381 (5)</td>
<td>.41</td>
</tr>
<tr>
<td>Good</td>
<td>19 (41.3)</td>
<td>79 (38.2)</td>
<td>53 (41.1)</td>
<td>116 (38.2)</td>
<td>59 (39.3)</td>
<td>8 (25.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>21 (45.7)</td>
<td>129 (62.7)</td>
<td>66 (51.1)</td>
<td>166 (54.6)</td>
<td>81 (54)</td>
<td>19 (61.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>6 (13)</td>
<td>8 (3.9)</td>
<td>10 (7.8)</td>
<td>22 (7.2)</td>
<td>10 (6.7)</td>
<td>4 (12.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Course reliability, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23.046 (5)</td>
<td>.01</td>
</tr>
<tr>
<td>Good</td>
<td>34 (73.9)</td>
<td>153 (73.9)</td>
<td>98 (76)</td>
<td>236 (77.6)</td>
<td>110 (73.3)</td>
<td>18 (58.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>8 (17.4)</td>
<td>53 (25.6)</td>
<td>26 (20.2)</td>
<td>58 (19.1)</td>
<td>35 (23.3)</td>
<td>9 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>4 (8.7)</td>
<td>1 (0.5)</td>
<td>5 (3.9)</td>
<td>10 (3.3)</td>
<td>5 (3.3)</td>
<td>4 (12.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Course abundance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25.599 (5)</td>
<td>.004</td>
</tr>
<tr>
<td>Good</td>
<td>25 (54.3)</td>
<td>136 (65.7)</td>
<td>91 (70.5)</td>
<td>207 (68.1)</td>
<td>94 (62.7)</td>
<td>11 (35.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>17 (37)</td>
<td>61 (29.5)</td>
<td>30 (23.3)</td>
<td>87 (28.6)</td>
<td>51 (34)</td>
<td>15 (48.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>4 (8.7)</td>
<td>10 (4.8)</td>
<td>8 (6.2)</td>
<td>10 (3.3)</td>
<td>5 (3.3)</td>
<td>5 (16.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Parents’ Perceived Pressure From and Satisfaction With Online Learning

This study assessed the pressures that parents had to deal with during their children’s online education. This study also measured parents’ satisfaction with online learning during the COVID-19 outbreak (Table 2).

As indicated in Table 2, the parents of lower-grade students were under higher levels of pressure than parents of higher-grade students. The parents of grade 1 students (high pressure: 21/46, 45.7%) were generally the most stressed about their children’s online lessons (Table 2).

With regard to satisfaction, most of the parents (675/867, 77.9%) were satisfied with the online learning courses; they scored above 6 points on the satisfaction scale (10-point scoring system; Table 2). In accordance with their parents, most of the students (641/867, 73.9%) were satisfied with their online learning courses; they also scored above 6 points on the satisfaction scale. Grade 6 students and their parents were the least satisfied with online learning, followed by grade 1 students and their parents. Interestingly, although the difference was not statistically significant (P=.053), grade 6 students reported higher satisfaction scores than their parents.

The results indicated that most of the parents (823/867, 94.9%) and students (811/867, 93.5%) hoped to return to face-to-face learning in their future studies (Table 2). Interestingly, 16.1% (5/31) of grade 6 students wanted to continue attending online classes in the future.
The Attitudes of Elementary School Students and Their Parents During the Follow-up

This study was divided into two stages. The first stage of the investigation commenced 10 days after the online course began, while the second stage started 40 days after the course began. There were no significant differences in the elementary students’ and parents’ equipment use ($P = .35$), enthusiasm ($P = .73$), stress ($P = .96$), or satisfaction (students: $P = .60$; parents: $P = .53$) between the two phases.

With regard to completeness, fewer students completed their courses (11/141, 7.8%) and after-class homework (11/141, 7.8%) during the second stage compared to those in the first stage (completed course: 238/867, 27.5%; completed homework: 228/867, 26.3%). This difference proved statistically significant (completed course: $P < .001$; completed homework: $P < .001$; Table 3). Furthermore, the parents indicated that the quality of the online courses in the second stage (effectiveness: 130/141, 92.2%; reliability: 133/141, 94.3%) was lower than that in the first stage (effectiveness: 807/867, 93.1%; reliability: 838/867, 96.7%). The difference in the number of participants who believed that courses were reliable proved statistically significant ($P < .001$; Table 3).

Parents’ and students’ satisfaction levels for the online courses decreased during the second stage (parents’ satisfaction: mean 7.21, SD 2.41; students’ satisfaction: mean 7.13, SD 2.45) when compared to those in the first stage’s survey (parents’ satisfaction: mean 7.35, SD 2.35; students’ satisfaction: mean 7.25, SD 2.43); however, the difference between the two stages was not statistically significant (parents’ satisfaction: $P = .53$; students’ satisfaction: $P = .60$; Table 3).

Table 2. Parents’ perceived pressure from and satisfaction with online learning during the first stage (10-day mark) of this study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Grade 1 (n=46)</th>
<th>Grade 2 (n=207)</th>
<th>Grade 3 (n=129)</th>
<th>Grade 4 (n=304)</th>
<th>Grade 5 (n=150)</th>
<th>Grade 6 (n=31)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents’ pressure, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23.902 (5)</td>
<td>.008</td>
</tr>
<tr>
<td>Low</td>
<td>9 (19.6)</td>
<td>87 (42)</td>
<td>56 (43.4)</td>
<td>124 (40.8)</td>
<td>82 (54.7)</td>
<td>12 (38.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>16 (34.8)</td>
<td>48 (23.2)</td>
<td>22 (17.1)</td>
<td>65 (21.4)</td>
<td>22 (14.7)</td>
<td>9 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>21 (45.7)</td>
<td>72 (34.8)</td>
<td>51 (39.5)</td>
<td>115 (37.8)</td>
<td>46 (30.7)</td>
<td>10 (32.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents’ future choice, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.851 (5)</td>
<td>.04</td>
</tr>
<tr>
<td>Online learning</td>
<td>4 (8.7)</td>
<td>9 (4.3)</td>
<td>3 (2.3)</td>
<td>11 (3.6)</td>
<td>14 (9.3)</td>
<td>3 (9.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>42 (91.3)</td>
<td>198 (95.7%)</td>
<td>126 (97.7)</td>
<td>293 (96.4)</td>
<td>136 (90.7)</td>
<td>28 (90.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents’ satisfaction score, mean (SD)</td>
<td>6.83 (2.46)</td>
<td>7.64 (2.02)</td>
<td>7.12 (2.73)</td>
<td>7.33 (2.46)</td>
<td>7.51 (2.07)</td>
<td>6.55 (2.58)</td>
<td>2.198 (5)</td>
<td>.053</td>
</tr>
<tr>
<td>Students’ preferred online learning, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.430 (5)</td>
<td>.63</td>
</tr>
<tr>
<td>Yes</td>
<td>25 (54.3)</td>
<td>92 (44.7)</td>
<td>67 (51.9)</td>
<td>153 (50.3)</td>
<td>78 (52)</td>
<td>17 (54.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21 (45.7)</td>
<td>114 (55.3)</td>
<td>62 (48.1)</td>
<td>151 (49.7)</td>
<td>72 (48)</td>
<td>14 (45.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students’ future choice, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16.517 (5)</td>
<td>.006</td>
</tr>
<tr>
<td>Online learning</td>
<td>3 (6.5)</td>
<td>10 (4.8)</td>
<td>8 (6.2)</td>
<td>12 (3.9)</td>
<td>18 (12)</td>
<td>5 (16.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>43 (93.5)</td>
<td>197 (95.2)</td>
<td>121 (93.8)</td>
<td>292 (96.1)</td>
<td>132 (88)</td>
<td>26 (83.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students’ satisfaction score, mean (SD)</td>
<td>6.78 (2.29)</td>
<td>7.47 (2.35)</td>
<td>7.16 (2.16)</td>
<td>7.23 (2.40)</td>
<td>7.30 (2.28)</td>
<td>6.61 (2.67)</td>
<td>1.170 (5)</td>
<td>.32</td>
</tr>
</tbody>
</table>

Table 3. The Attitudes of Elementary School Students and Their Parents during the Follow-up.
Table 3. The attitudes of elementary school students and their parents during the follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline (n=867)</th>
<th>Follow-up (n=141)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Equipment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile</td>
<td>289 (33.3)</td>
<td>41 (29.1)</td>
<td>3.272 (1)</td>
<td>.35</td>
</tr>
<tr>
<td>Tablet</td>
<td>110 (12.7)</td>
<td>16 (11.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td>69 (8)</td>
<td>8 (5.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television</td>
<td>399 (46)</td>
<td>76 (53.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Enthusiasm, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>High</td>
<td>673 (77.6)</td>
<td>112 (79.4)</td>
<td>0.643 (1)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>113 (13)</td>
<td>15 (10.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>81 (9.3)</td>
<td>14 (9.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Completion, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Course</td>
<td>78 (9)</td>
<td>1 (0.7)</td>
<td>26.130 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>334 (38.5)</td>
<td>51 (36.2)</td>
<td></td>
<td>.358</td>
</tr>
<tr>
<td>Average</td>
<td>473 (54.6)</td>
<td>79 (56)</td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Poor</td>
<td>60 (6.9)</td>
<td>11 (7.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Homework</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>73 (8.4)</td>
<td>2 (1.4)</td>
<td>23.277 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average</td>
<td>155 (17.9)</td>
<td>9 (6.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>639 (73.7)</td>
<td>130 (92.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Course quality, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td>.358</td>
</tr>
<tr>
<td>Good</td>
<td>473 (54.6)</td>
<td>79 (56)</td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Average</td>
<td>60 (6.9)</td>
<td>11 (7.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Good</td>
<td>649 (74.9)</td>
<td>89 (63.1)</td>
<td></td>
<td>8.715</td>
</tr>
<tr>
<td>Average</td>
<td>189 (21.8)</td>
<td>44 (31.2)</td>
<td></td>
<td>.358</td>
</tr>
<tr>
<td>Poor</td>
<td>29 (3.3)</td>
<td>8 (5.7)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td><strong>Abundance</strong></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Good</td>
<td>564 (65.1)</td>
<td>96 (68.1)</td>
<td></td>
<td>0.731</td>
</tr>
<tr>
<td>Average</td>
<td>261 (30.1)</td>
<td>40 (28.4)</td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Poor</td>
<td>42 (4.8)</td>
<td>5 (3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Parent factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pressure, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.083</td>
</tr>
<tr>
<td>Low</td>
<td>370 (42.7)</td>
<td>62 (44.)</td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Average</td>
<td>182 (21)</td>
<td>29 (20.6)</td>
<td></td>
<td>.083</td>
</tr>
<tr>
<td>High</td>
<td>315 (36.3)</td>
<td>50 (35.5)</td>
<td></td>
<td>.358</td>
</tr>
<tr>
<td><strong>Future choice, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>1.339</td>
</tr>
<tr>
<td>Online learning</td>
<td>44 (5.1)</td>
<td>4 (2.8)</td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>School</td>
<td>823 (94.9)</td>
<td>137 (97.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Satisfaction score, mean (SD)</strong></td>
<td>7.35 (2.35)</td>
<td>7.21 (2.41)</td>
<td></td>
<td>0.632</td>
</tr>
<tr>
<td><strong>Student factors</strong></td>
<td></td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Preferred online learning, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>0.955</td>
</tr>
</tbody>
</table>

Note: The table continues with similar entries for other variables, including equipment, enthusiasm, completion, course quality, reliability, and abundance, with corresponding chi-square values and P values.
Parents' Open Comments Concerning Elementary School Students’ Online Education

In the open comments, participants (parents) indicated that online classes effectively used their time and network so that classes were not suspended during the COVID-19 pandemic. In terms of deficiency, parents mentioned the following six main issues: (1) disappointment regarding timely interaction in online courses; (2) worry about students not understanding the course; (3) the increased burden of annoying adult responsibilities; (4) concern regarding children’s eyesight; (5) concern that teachers’ explanations were not detailed enough; and (6) concern about the decline of students’ interest and attention toward online courses. We summarize the details in Textbox 1.

Textbox 1. Summary of parents’ open comments. In total, 73% (736/1008) of parents answered the open questions.

| Top question | In total, 18.7% (188/1008) of parents thought that the interactions during the classes were inadequate. |
| Second highest ranked question | In total, 15.2% (153/1008) of parents were concerned that children could not understand the content of online educational videos. |
| Third highest ranked question | In total, 13.6% (137/1008) of parents complained that teachers’ demands, including monitoring children’s online studies, checking homework, and regularly providing feedback on students’ learning, greatly increased their workload, stress, and annoyance. |
| Fourth highest ranked question | In total, 12.4% (125/1008) of parents were worried that prolonged exposure to electronic screens would lead to reduced eyesight in their children. |
| Fifth highest ranked question | In total, 12.1% (122/1008) of parents thought that the online class durations were too short and that the teachers’ explanations were not detailed enough. Only 2 parents felt that the online class durations were too long. |
| Sixth highest ranked question | In total, 3.7% (37/1008) of parents claimed that online teaching lacks a learning and competitive atmosphere and that student’s initiative and enthusiasm were not high. |

Discussion

Principal Findings

The COVID-19 pandemic has radically changed many aspects of our lives. Furthermore, social distancing and restrictive movement policies have markedly derailed traditional educational practices [22-24]. Consequently, there is a pressing need to innovate and implement alternative education and assessment strategies [25,26]. However, the COVID-19 pandemic has provided an opportunity for the greater implementation of digital learning in elementary education that requires students to stay at home [27]. The convenience and flexibility provided by online classes seem to contribute to these classes’ proliferation and popularity [28]. Although previous studies have asserted that learners gain slightly less knowledge in online environments [29-31], our survey results (in the study’s first phase) showed that 93.1%
(807/867) of parents believed that the online courses were effective and were able to convey knowledge. Conversely, a study from Ghana found that only 40 (18.7%) of their respondents agreed that they were able to learn effectively at home, while 174 (81.3%) respondents disagreed with that statement [32]. These differences may be related to the different preparation times, study content, and equipment in online courses among different countries. There is an abundance of content for online learning courses in China, as the educational content of online courses was prepared early after the onset of the pandemic. Furthermore, the courses were designed so that students could use a variety of devices to participate, including students from families that do not have internet connections; they can still access the courses through their televisions. These measures have considerably increased the effectiveness of online learning in China. However, it is worth noting that during the second survey stage, the proportion of respondents who thought that online courses were effective decreased. This may have been due to long online lessons, which make it difficult for children to concentrate, thereby reducing their productivity. The number of participants in the second stage only consisted of about one-quarter (141/867, 16.3%) of the participants in the first stage. The reason for this may have been that parents’ enthusiasm for the web-based survey declined during the second stage.

Satisfaction is a vital factor for determining the quality of online learning [33-35], as it reflects students’ pleasure and fulfillment with the different aspects of learning services [36]. This study indicated that most parents (675/867, 77.9%) were satisfied with the online learning courses; they scored above 6 points on the satisfaction scale. In accordance with their parents, most students (641/867, 73.9%) were satisfied with the online learning courses; they also scored above 6 points on the satisfaction scale. Parents’ and students’ satisfaction with the online courses decreased during the second stage; however, this did not prove to be statistically significant (parents’ satisfaction: \( P=+.53 \); students’ satisfaction: \( P=+.60 \)).

Grade 6 students and their parents were found to be the least satisfied with online learning, followed by grade 1 students and their parents. These participants felt that the courses were ineffective and unreliable and that the content was not abundant. Therefore, for primary school students and parents, curriculum quality was closely related to satisfaction. It is important to consider that grade 6 learners are under pressure due to the junior high school entrance examinations. This is notable because online classes only teach basic knowledge and do not allow for the conduction of extracurricular classes to improve exam scores. Grade 1 students experience cognitive pressure because of their recent transition to primary school from their carefree kindergartens. Therefore, they are more likely to develop adjustment disorders, which result in poor evaluations of a curriculum’s quality.

Other studies on satisfaction have indicated that there are certain factors that affect students’ satisfaction with online learning environments, such as their interactions and self-regulation [37,38]. Parahoo et al [39] indicated that the interactions among students, teachers, and classmates are an important dimension of students’ satisfaction with online learning. Kuo and colleagues [40] found that learner-instructor and learner-content interactions are significant positive predictors of students’ satisfaction. Another study’s findings support the idea that learner-instructor interactions contribute to students’ satisfaction [41]. In our survey’s open comment section, the most frequently reported issue was the lack of interaction during online learning. This may account for the drop in satisfaction during the second survey phase. Sun and Chen [42] noted that students’ main difficulties during online learning were staying motivated, adhering to schedules, and studying regularly. Unlike the first stage of our study, only 7.8% (11/141) of students completed their courses and finished their homework on time after a 1-day online learning class. Due to the psychological characteristics of children, few elementary students are able to consistently complete their online lessons and maintain self-discipline [43].

An advantage of our study is that we were able to assess the causes of parental anxiety related to online lessons. The factor that most frequently hindered students’ learning was a lack of interaction, as identified by parents’ open comments. Online courses are taped in advance, so there was a lack of timely, two-way interactions between students and teachers. Our results indicated that students generally received information passively and lacked active communication during their online classes. Furthermore, students often did not understand certain questions. Consequently, students may lose interest in online classes over time. Another potential problem is that long online courses may result in students becoming addicted to their computers and televisions. Furthermore, prolonged exposure to computers, mobile phones, or televisions can cause vision loss in elementary school students [44].

Our results indicated that a lack of interactivity may be the most important factor affecting Chinese primary school students’ satisfaction with online courses. The online lessons in this study were recorded in advance, and the videos were played to primary school students later, which resulted in the one-way flow of teaching information. This is worrisome because clear explanations and communication for clarifying questions are especially important for distance learners. In contrast, online education in high-income countries has exhibited some improvement and enhancement. They emphasized more on interactivity and student participation and considered this factor when planning online courses. For example, Hrastinski [45] provided the following theory in his research:

*If we want to enhance online learning, it needs to enhance online learners’ participation and interactive experience.*

Suppan and colleagues [9] used a highly interactive online learning module that was tailored to customers’ timely feedback and prevented content skipping. Their results showed that their module could enhance medical students’ asynchronous distance learning in terms of knowledge acquisition. Synchronous e-learning based on interactive live webcasting has also been verified to be effective and feasible [46]. These results are consistent with our conclusions.

The low homework completion rates and high pressure on parents found in our study suggest that online learning tasks may be beyond the capacity of students and parents and may
cause parent-child conflicts and emotional problems. Our data are consistent with those of another web-based survey in China, in which parents' Self-rating Anxiety Scale results showed that the degree of anxiety was higher than normal. Additionally, 17.6% of students were suspected of experiencing emotional problems during online homeschooling [47]. Another survey showed that 73.9% of primary and secondary school students' parents felt that their burden increased, and compared to these parents, the burden on parents of primary school students in grades 1-3 increased by a higher degree (79.3%) [48].

In this study, 13.6% (137/1008) of parents complained about having to supervise their children, check their homework, and frequently deliver feedback to the teachers. This considerably increased parents' workload, stress, and annoyance. Moreover, several parents were unable to help their children, as they were uneducated. According to a previous study, there has been an alarming increase in child abuse and domestic violence rates in Brazil during the pandemic. This may be related to families' financial constraints, increased parental burdens resulting from school closures, parental stress, and the difficulty of dealing with children's irritability during isolation [49]. In our survey's open comment section, a parent wrote that when he was supervising his child, the child was undisciplined in class and perfunctory in completing his homework. The parent became particularly irritable and violent and stated that he even beat the child. The reason for such conflicts may be that parents endlessly nag their children when they are supervising their children's studies and correcting homework. This often results in children feeling that their space for independence is greatly compressed, which gives rise to conflicts between parents and students [50].

In academic circles, it is generally believed that there are utilitarian education and teaching concepts in China. Teachers who believe that “practice makes perfect” require students to perform many exercises during and after class. Since online courses in primary schools are prerecorded and lack teacher-student interaction, teachers transfer their responsibility of correcting homework to parents, which increases conflict rates and stress. Our results thus offer a new strategy for solving parent-child conflicts and emotional problems during online homeschooling.

**Limitations**

There are several limitations to this study that need to be discussed. First, the sample size was not very large. In future studies, a larger sample size should be used to validate this paper's results. Second, this study did not compare elementary school students’ tests scores from before and after online learning. Test scores can provide a more intuitive perspective on the effects of online learning. However, due to the regulations of the Ministry of Education, we were unable to obtain the scores of the elementary school students. Third, our scale does not provide demographic data, such as age, gender, or participants’ household incomes. As such, it was impossible to compare the differences among participants’ demographic data. This is problematic because elementary school students of different ages, genders, or income levels may have different experiences and attitudes toward online learning. Lastly, we did not investigate teachers’ attitudes toward online learning. These issues need to be explored in future research.

**Conclusion**

To the best of our knowledge, this study is the first to evaluate experiences and attitudes toward online learning among participants of two generations in the same family during the COVID-19 pandemic. Online learning can prevent the spread of infectious diseases and allow elementary school students to gain knowledge. Most enrolled elementary school students (673/867, 77.6% at baseline; 112/141, 79.4% at follow-up) were very enthusiastic about participating in online classes, and students and their parents were satisfied with these classes. Students were able to adequately complete all of their lessons and after-school homework assignments during the initial phase of online learning. However, as time progressed, the percentage of students who completed their lessons and homework on time decreased. At this later stage, students’ and parents’ satisfaction with online lessons decreased. However, some online learning tasks may be beyond the capabilities of elementary school students and parents and may cause emotional and behavioral problems. This study provides evidence for policy changes that aim to reduce the amount of pressure on parents and improve mental health levels, including those that prohibit teachers from assigning the task of checking homework to parents and increase the amount of interaction between teachers and students in online classes.

**Acknowledgments**

We thank all the participants and corresponding authors. This study was funded by grants from the National Natural Science Foundation of China (grant 81801341) and the Anhui Provincial Key R&D Programme (grant 202004j07020030).

**Authors’ Contributions**

KZ conceived and designed this study. XZ and KZ provided administrative support. SC, CZ, SW, XZ, LZ, LW, QY, CH, and FC collected and assembled the data. CS and KZ analyzed and interpreted the data. All authors wrote the manuscript and approved of the final manuscript.

**Conflicts of Interest**

None declared.
Multimedia Appendix 1
Survey on the online education status of primary school students and the satisfaction of parents and students.

References


29. Platt CA, Raile ANW, Yu N. Virtually the same? Student perceptions of the equivalence of online classes to face-to-face classes. J Online Learn Teach 2014 Dec;489-503.


Abbreviations

PASW: Predictive Analytics SoftWare
Abstract

Background: To combat the global COVID-19 pandemic, contact tracing apps have been discussed as digital health solutions to track infection chains and provide appropriate information. However, observational studies point to low acceptance in most countries, and few studies have yet examined theory-based predictors of app use in the general population to guide health communication efforts.

Objective: This study utilizes established health behavior change and technology acceptance models to predict adoption intentions and frequency of current app use.

Methods: We conducted a cross-sectional online survey between May and July 2020 in a German convenience sample (N=349; mean age 35.62 years; n=226, 65.3% female). To inspect the incremental validity of model constructs as well as additional variables (privacy concerns, personalization), hierarchical regression models were applied, controlling for covariates.

Results: The theory of planned behavior and the unified theory of acceptance and use of technology predicted adoption intentions ($R^2=56\%-63\%$) and frequency of current app use ($R^2=33\%-37\%$). A combined model only marginally increased the predictive value by about 5%, but lower privacy concerns and higher threat appraisals (ie, anticipatory anxiety) significantly predicted app use when included as additional variables. Moreover, the impact of perceived usefulness was positive for adoption intentions but negative for frequency of current app use.

Conclusions: This study identified several theory-based predictors of contact tracing app use. However, few constructs, such as social norms, have a consistent positive effect across models and outcomes. Further research is required to replicate these observations, and to examine the interconnectedness of these constructs and their impact throughout the pandemic. Nevertheless, the findings suggest that promulgating affirmative social norms and positive emotional effects of app use, as well as addressing health concerns, might be promising strategies to foster adoption intentions and app use in the general population.

(J Med Internet Res 2021;23(5):e25447) doi:10.2196/25447
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Introduction

Background

With the global spread of the COVID-19 pandemic, there have been numerous efforts to develop digital and mobile health (mHealth) solutions to combat the spread of infections [1,2], support quarantine and social isolation, and improve monitoring and communication surrounding the virus [3]. To this end, COVID-19 contact tracing apps were proposed as a way to (1) monitor and track infection chains, (2) provide immediate support and information in case of an infection or contact with an infected person, (3) and support persons in quarantine by monitoring health and tailoring information and preventive actions [1,3,4]. Overall, contact tracing via mobile apps aims to increase perceived safety and security of the population, and to contain infections, some apps also include additional educational information and news updates on governmental regulations [5].

However, these developments encounter several ethical and practical challenges (eg, [1,6,7]). From a technical point of view, for instance, flawless performance of an app is essential to avoid false positives and for it to be perceived as accurate, reliable, and trustworthy (ie, efficacious) [8]. Research shows that perceived performance efficacy of a digital technology predicts behavioral compliance when confronted with false-alarm–prone systems [9]; therefore, the rate of false-positive alarms should be as low as possible for tracing apps. Furthermore, the app has to be accessible across different areas and regions (eg, rural and urban areas) to guarantee successful preventive tracing [7]. In addition, ethical questions concerning the digital divide resurface in this context [6,7,10]. Since the digital divide characterizes differences in access and reach of digital technologies (ie, primary divide) as well as capabilities and habit of use (ie, secondary divide), it challenges tracing apps as public health measures [10]. Elderly people, for example, report less use of smartphones, and they feel less competent in smartphone use [11,12]. This is particularly challenging regarding contact tracing apps, as older people represent a risk group for COVID-19 infections with a higher chance of more severe trajectories [13]. Additionally, using tracing apps also implies an agreement to share health-related data (ie, infection status) via mobile apps with governmental institutions or other citizens, raising concerns surrounding data privacy and a potential breach as well as misuse of health information beyond COVID-19 purposes (cf “surveillance creep” [3,6,7]). Since the implementation of the European Union General Data Protection Regulation in 2018, privacy concerns have repeatedly been discussed as a key variable in influencing attitudes and adoption intentions [14], particularly in the context of mHealth apps.

Hence, lively debates among journalists, scientific experts, and policymakers about the importance of weighing privacy, individual data security, and societal public health needs in digitally tracing COVID-19 infections have led to a variety of diverse developments in mHealth (eg, see [5,15]). A review conducted in May 2020 [15] described 17 tracing apps in 15 different countries with varying degrees of data processing and protection—in September 2020, the Council of Europe already listed 52 contact tracing apps worldwide [16]. Yet only 3 of these 17 reviewed apps (COVIDSafe in Australia, The e-Rouska in the Czech Republic, and VirusRadar in Hungary) were protected by respective data protection laws and provided consistent information on data storage and use policies.

In general, tracing apps tend to follow either a centralized or decentralized data processing approach or a hybrid of both, where either governmental or service institutions receive, monitor, and administer app data via a central server structure (eg, in France), or communication relies on peer-to-peer technology such as Bluetooth (eg, in Germany), to exchange randomly generated codes between app users within a certain radius (eg, a proximity of a few meters) to trace contacts. Either way, once a person’s infection is validated by a health agency, a warning can be sent to stored contacts (centralized approach) or recipients of codes (decentralized approach) to inform them of a potential infection. So far, advantages and disadvantages regarding systems architecture, perceived responsibility, security, and privacy have already been discussed, ranging from personal first-hand experience [17] to systematic reviews (eg, [18]). While further differences between these approaches are beyond the scope of this paper and are discussed in detail elsewhere (eg, systems architecture [19,20]), it is important to note that these processes may further affect adoption intentions and continued app use in the population, as they are assumed to be connected to personal attitudes, such as perceived control, and privacy concerns. In fact, Trang et al [21] found that a strong privacy design, as implemented in a decentralized approach, predicted app acceptance and adoption intentions among critics of the tracking app as well as undecided participants who represented a majority of the sample. Similarly, a cross-cultural study also reported privacy and security concerns as important barriers to tracing app use [22].

Use of Contact Tracing Apps in the General Population

Mindful of these technical and ethical challenges of tracing apps, a general question therefore is whether the public uses these apps as intended. Simulation studies report that at least 56% of a population needs to use an app for it to have a public health impact [4]. However, use rates appear to be much lower in the general population so far (eg, [19,20]), with the differences being discussed in terms of data processing approaches, societal technology acceptance, and institutional or legal commitment. The Corona Warn-App (which uses a decentralized approach) was launched as the official German coronavirus contact tracing app on June 16, 2020. Until May 7, 2021, the app was downloaded 27.5 million times, which accounts for about 33.1% of the general population [23,24]. Given this large discrepancy between needed and currently reported app use, behavioral health research can help to identify predictors of app use and derive recommendations for preventive practice to increase app use and address perceived barriers in the general population. To this extent, this study draws from the literature on health behavior change as well as (mobile) technology acceptance to explore tracing app use in the general population. While we are aware of several studies that inspect barriers or motives pertaining to tracing app use (eg, [21,22]), few empirical studies are theory based in that they utilize established health behavior or technology acceptance models.
to investigate app use. So far, we have identified 3 studies based on the health belief model (HBM) [25], the protection motivation theory (PMT) [26], and the unified theory of acceptance and use of technology (UTAUT) [27]. While these studies investigated behavior change theories, they lack an assessment of social influence or social norms, even though these aspects are key factors of successful behavioral prevention during pandemics [28,29]. We believe that it is important to acknowledge the impact of social influence on contact tracing app use—as explicated in several health behavior change models.

Health Behavior Change

Ample research provides evidence of psychological processes connected to behavior change toward adaptive health behaviors in pandemics, such as keeping physical distance or practicing personal hygiene [28,30], which have been reiterated during the COVID-19 pandemic (eg, [30-32]). These processes are detailed in health behavior models like the HBM [33], Bandura’s social cognitive theory [34], the PMT [35], and the theory of planned behavior (TPB) [36], which define several constructs associated with behavior change. According to the HBM, for instance, risk perception (eg, susceptibility to and fear of an illness) and perceived benefits (eg, reduced risk of infection) and barriers (eg, high costs, privacy concerns) influence behavior change tendencies. Social cognitive theory further adds the impact of efficacy expectancies [37] that comprise beliefs about the outcome of a behavior (ie, response efficacy, for instance, the belief that wearing masks significantly reduces infection risk) as well as one’s ability to perform within a specific setting (ie, self-efficacy). The PMT combines these approaches by describing threat appraisals (risk perception) as well as coping appraisals (perceived benefits and barriers, response efficacy, and self-efficacy) as predictors of protection motivation and protective behavior. However, applied research points to the intention-behavior gap [38], describing a lack of implementation despite positive intentions, for instance, due to individual forgetfulness or a lack of opportunity to perform. Therefore, the TPB [36] further differentiates efficacy beliefs within the construct of perceived behavioral control (Figure 1).

Figure 1. Conceptual model of the theory of planned behavior (adapted from Ajzen [39]).

This construct comprises self-efficacy but also perceived controllability, which refers to the extent to which a person believes to be responsible for their behavioral performance within a specific setting [39]. For example, a person might report high self-efficacy regarding hand hygiene but low controllability due to a lack of soap or disinfectant available to them. Thus, the TPB assumes a direct link between perceived behavioral control and behavior as well as intentions. Other predictors of behavioral intention are attitudes and subjective norms. Attitudes are evaluative judgments of the target behavior, which might include risk perceptions and perceived benefits and barriers, and therefore connect with previously described health behavior models. Subjective norms address descriptive social influence (ie, how many people perform a target behavior) and injunctive social influence (ie, how many people suggest performing a target behavior) on individual intentions. Previous research has cemented the TPB as a popular and versatile framework for predicting health behaviors (eg, [40]) as well as use of mobile apps [41,42]. Current research on the COVID-19 pandemic underlines the predictive validity of the TPB for protective behaviors, with a particularly strong impact of subjective norms and efficacy beliefs [30,43,44]. Similarly, current research on the use of contact tracing apps also finds strong positive associations for response efficacy and moderate positive associations for self-efficacy [25-27]. Subjective norms were only measured in one study [27] and did not show significant associations with app use. However, the measure combined social norms, governmentally provided implementation support, and social support for app use as a composite measure of social influence, resulting in insufficient factorial and content validity.

Unified Theory of Acceptance and Use of Technology

While the TPB has received tremendous attention in health research, its popularity in mHealth research is rivaled by UTAUT [45]. The UTAUT itself is based on the technology acceptance model [46] and the theory of reasoned action [47], a precursor of the TPB, and it also describes psychosocial variables associated with the adoption of (new) technology [48-50]. These variables are performance expectancy, effort expectancy, social influence, and facilitating conditions in the first iteration (UTAUT1), with the addition of hedonic motivation, price value, habit, and experience in the second iteration (UTAUT2) [45,51] (Figure 2).
In contrast to the TPB, however, these descriptions are rather broad, and the model does not set strong theoretical or methodological boundaries for these variables, which has led to many publications but almost as many different iterations of the model, challenging the comparability of findings [50]. Nevertheless, the main implications of the UTAUT are that an adoption of a new technology is more likely if a person expects it to be useful, easy to access and use, recommended and supported by others, and if persons perceive themselves to be able to use it as intended. Moreover, if a person expects positive emotional reactions (eg, joy) and is familiar with similar technology use (ie, habit), this further increases the likelihood. Conversely, disadvantageous facilitating conditions, for example, information privacy concerns or low self-efficacy, can inhibit adoption intentions [25,52].

Conceptually, similarities to health behavior theories are apparent, as expectancies, social influences, and facilitating conditions (eg, self-efficacy, perceived barriers) play an important role in both approaches. Hence, multiple studies have used the UTAUT approach to predict adoption of mHealth apps in general [49], and more specifically, for instance, regarding mobile health care services among the elderly [53], or the use of COVID-19 contact tracing apps [27]. In their study on the acceptance of mHealth services, Sun et al [53] directly compared the predictive value of the TPB, the technology acceptance model (as a reduced version of the UTAUT), the PMT, and an integrated model, and found that an integrated model yields the best results, including positive effects (eg, social influence) and negative effects (eg, threat appraisals) at the same time. Across studies, performance expectancy has the strongest associations with adoption intentions, followed by effort expectancies and social influence [30,43,44].

Moreover, in their comprehensive meta-analytic review of the UTAUT, Dwivedi et al [48] essentially confirm these observations, but they also point out that most UTAUT studies do not include user attitudes (ie, affective and cognitive evaluations of technology use). Instead, attitudinal assessments are often limited to expectancies. In terms of health behavior theories, this operationalization would exclude aspects of risk perception or threat appraisals (HBM, PMT), and attitudes (TPB), although attitudes were the strongest predictors of behavioral intentions in meta-analytic structural equation models of the UTAUT [48].

Furthermore, the role of social influence (ie, social norms) is not consistently defined in either the health behavior or the technology acceptance approach [54]. In fact, social norms can be categorized as descriptive and injunctive or prescriptive, and further defined as personal or societal, in that they refer to one’s personal surroundings (eg, family or friends) or more general societal categories (eg, persons of the same age, the same country). In short, the reference frame defines the commitment and group orientation, which has been used by nudging interventions based on social identity models to foster technology use [55] or the uptake of vaccinations [56]. Using the general public as a reference can thus shape public behaviors (eg, wearing a mask in public), but does not necessarily affect personal behaviors more strongly (eg, private protective behaviors) [57]. In contrast, personal reference points can increase private behaviors more strongly. In the context of app use, it is therefore important to examine the differential impact of social norms.

Research Aims

In sum, this study aimed to compare the predictive value of the TPB, the UTAUT, an integrated model, and an extended model (cf [53]) regarding adoption intentions, and current use of COVID-19 infection tracing apps. By exploring both theories separately as well as concurrently, this study provides a blueprint for future research on contact tracing apps and other digital health technologies that combines health-related and technology-related perspectives.

First, we aimed to affirm previous mHealth studies on either the TPB or the UTAUT in the context of COVID-19 contact tracing apps and compared their tenability an integrative model. Second, while both models have been successfully used to predict health technology use, there are evident shortcomings to both approaches that can be overcome by combining them.
Therefore, in this study, we included barriers like privacy concerns, which are more common in technology-focused research (eg, [27,50]), into health behavior models, while also acknowledging the importance of threat appraisals, popularized in health behavior models [53].

Third, we aimed to expand upon research on either model by considering the distinct impact of injunctive and descriptive social norms, which have often been neglected in previous research, for instance, regarding contact tracing app use (eg, [25,26]). Thus, we provide an integrative framework to test attitudinal predictors of intention and behavior concerning contact tracing app use in the general population (Figure 3).

Figure 3. Research framework combining health behavior theories (health belief model [HBM], protection motivation theory [PMT], theory of planned behavior [TPB]) and technology acceptance (unified theory of technology acceptance and use 1 and 2 [UTAUT1 and UTAUT2]) to predict adoption intentions (and frequency) of current COVID-19 contact tracing app use. Relevant variables that are not represented in TPB or UTAUT are italicized.

Methods

Recruitment

Via a cross-sectional online survey, we explored app use and associated attitudes in a convenience sample of the German population. Participants were recruited via social media (Facebook groups, coronavirus-related websites, YouTube), press outlets (local news report, Press and Media Relations Office of the University of Greifswald), and personal communications. The survey was pretested via cognitive debriefings and pilot surveys in a small sample (n=20) for clarity, readability, accessibility, and functioning. During the pretest, we observed a duration of 10-60 minutes for survey completion (depending on literacy, familiarity with surveys, etc), which we established as a guideline for data collection. The survey was subsequently implemented using SoSci Survey (SoSci Survey GmbH) [58], over a period of 3 months (May to July 2020). This recruitment period was chosen to capture a similar time frame of about 4 weeks before and after the official launch of the German Corona Warn-App. Amidst the data collection period, the Corona Warn-App was launched by the German Ministry of Health (on June 16), so we coded participation before or after this launch to control for exposure effects.

The Corona Warn-App uses a decentralized approach to infection tracking. Via Bluetooth, it measures the distance between the smartphones of app users and exchanges temporary encrypted random codes across devices. These codes are cryptographically derived several times per hour based on a random device key. If app users test positive for the coronavirus, they can choose to pass on their keys for matching with other app users who have received the random code from this device in the given time frame. If there is a match, an algorithm determines individual risk (eg, based on estimated physical distance, timing, and duration of the meeting), and subsequently informs app users about their risk status (low or increased risk).

The app is available in the App Store and the Google Play Store, and it works with multiple operating systems, starting with iOS 13.5 and Android 6.

As an incentive, 50 vouchers (€15; US $18.24; exchange rate on May 11, 2021) were randomly distributed among participants. Moreover, after study completion, participants were provided additional information on COVID-19 and tracing apps, including several hyperlinks to freely available tracing apps. The study procedure was approved by the local Ethics Committee (blinded
Measurement Instruments

Sociodemographic Data
We measured individual age, gender (1=female, 2=male), number of persons in one’s household, current level of education (0=lower secondary education or less; 1=upper secondary education, ie, “Abitur” or higher educational achievement), current personal income (USD values based on the exchange rate on May 11, 2021; 1=€0-€500 [US $0-608.23], 2=€501-€1000 [US $609.44-€1216.45], 3=€1001-€1500 [US $1217.67-€1824.68], 4=€1501-€2000 [US $1825.90-€2342.91], 5=€2001-€2500 [US $2343.13-€3041.14], 6=€2501 or more [US$ 3042.35 or more]; dummy coded for the analysis with the first category as a reference category), region (0=rural, ie, up to 10,000 inhabitants; 1=urban, ie, up to 100,000 inhabitants; 2=metropolitan, ie, more than 100,000 inhabitants; dummy coded with rural as a reference category), and migration background (1=father/mother/participant born in Germany, 2=father/mother/participant born elsewhere).

Health Behavior Change
Core variables of health behavior change were assessed based on the TPB, the PMT, and the HBM (Figure 1) in line with previous studies and recommendations on scale development (eg, [53,59,60]). Mean scores were used for all scales, with higher values representing more positive attitudes.

To capture subjective norms, descriptive personal norms (eg, most people who are important to me want to use such an app) were assessed via 3 items (Cronbach \(\alpha=0.89\)) and injunctive personal norms (eg, my family expects me to use such an app) via 4 items (\(\alpha=0.84\)) on a 5-point scale from 1 (strongly disagree) to 5 (strongly agree). In addition, descriptive social norms (\(\alpha=0.75\)) (eg, how many people in your age group would like to use such an app?) and injunctive social norms (\(\alpha=0.97\)) (eg, how many people in your age group should use such an app?) were assessed with 2 items each on a scale from 0% to 100%, recoded into 10 categories (0-10, 11-20, etc) for further analysis. Perceived behavioral control was reflected by its subcomponents self-efficacy (eg, I am confident that I could use such an app) via 4 items (\(\alpha=0.81\)), and perceived controllability (eg, the decision to use such an app is up to me) via 2 items (\(\alpha=0.69\)) on a 5-point scale from 1 (strongly disagree) to 5 (strongly agree). Attitudes toward app use were assessed with 4 items (eg, good-bad, helpful–not helpful) on a 7-point semantic differential, recoded to represent positive attitudes toward app use (\(\alpha=0.89\)).

We tested the factor structure of the TPB model via a principal component analysis with varimax rotation (Multimedia Appendix 2). The resulting model (Kaiser-Meyer-Olkin [KMO]=0.80) explained about 70% of cumulative variance and achieved sufficient differentiation with item loadings above .64 on each factor. The factors largely mirrored the constructs attitudes, subjective norms, and perceived behavioral control; however, items measuring injunctive and descriptive personal norms represented one factor and were thus combined into a scale of personal norms (\(\alpha=0.90\)). Moreover, the items measuring injunctive social norms (TPB_ISN1, TPB_ISN2; see Multimedia Appendix 1) were strongly associated with the factor labelled attitudes but were kept as a separate scale for theoretical reasons.

UTAUT
To capture additional constructs described in UTAUT I, we measured performance expectancies (ie, perceived usefulness) via 6 items (eg, a personalized COVID-19 tracing app improves tracing of infection chains; \(\alpha=0.93\)) as well as the perceived costs of or barriers to app use (eg, using the app can cause problems with other apps; \(\alpha=0.81\)) on a 5-point Likert scale.

We also assessed perceived ease of use (eg, learning to use the app would be easy for me) with 4 items (\(\alpha=0.91\)) on a 5-point scale from 1 (strongly disagree) to 5 (strongly agree). To further capture the constructs specified in UTAUT2, we assessed hedonic motivation (how would you feel if you used a COVID-19 tracing app) via 3 semantic differentials (happy-sad, concerned–not concerned, satisfied-dissatisfied; \(\alpha=0.77\)), price value by eliciting the perceived material benefits of not using the app with 5 items (eg, it saves time or money; \(\alpha=0.88\)), inverted to represent positive price value, and habit (eg, using an app is something that I do often) with 6 items (\(\alpha=0.91\)) on a scale from 1 (strongly disagree) to 5 (strongly agree). All scales for the UTAUT assessment were adapted from a previous study in a German sample [61] and were in line with prior UTAUT research (eg, [48,53]). To capture experience, we also asked participants how many hours per day they spent using smartphone apps (analyzed as integers).

Like the TPB model, we examined the structure of the UTAUT model with a principal component analysis with varimax rotation (Multimedia Appendix 3). The resulting model (KMO=0.90) explained about 66% of the cumulative variance and achieved sufficient differentiation with item loadings above .58 on each factor. The factors mirrored the constructs perceived barriers, perceived ease of use, price value, and habit. However, items measuring hedonic motivation were associated with perceived usefulness but were kept as a separate scale for theoretical reasons.

As potential barriers to app use, we also included data privacy concerns (eg, a good privacy policy for mobile app users should have a clear and conspicuous disclosure) measured by the App Information Privacy Scale [62], which consists of 17 items (\(\alpha=0.91\)) rated on a 7-point Likert scale, and personalization of the app (eg, the app provides information that is exactly tailored to my needs) via 3 items (\(\alpha=0.90\)), rated on a 5-point Likert scale, to complement the analysis model.

COVID-19–Related Information
We included COVID-19–related information on risk perception, namely perceived personal susceptibility to a COVID-19 infection, as well as susceptibility of one’s social surroundings and one’s age group (\(\alpha=0.88\)), on a scale from 0% to 100%. Values were recoded into 10 categories (0-10, 11-20, etc) for further analysis, similar to social norms. We also measured anticipatory anxiety regarding an infection (oneself, close friends/family; \(\alpha=0.83\)) on a 5-point scale from 1 (not at all worried) to 5 (very worried), and anticipated emotion as a proxy for emotional severity in case of an infection (eg, sadness, anxiety) via 5 items (\(\alpha=0.81\)) on a 5-point Likert scale. We
assessed subjective knowledge about COVID-19 tracing apps (on a scale of 0 to 100, recoded from 1 to 10), and direct or indirect experience (ie, a close friend or family) with COVID-19, including physical (eg, respiratory illness), material (eg, unemployment), and psychological (eg, depression) consequences (0=no, 1=yes).

Finally, we assessed individual intentions to use a COVID-19 tracing app within the next 3 months via 3 items on a scale of 1 (highly unlikely) to 7 (highly likely) (eg, I plan to use a tracing app within the next 3 months; \( \alpha=0.99 \)). Due to the high correlation between items, they were collapsed into a single indicator with the maximum value across all three representing individual intentions. We also measured the frequency of current tracing app use from 1 (never) to 6 (multiple times per day). To compare app users to nonusers, frequency was dichotomized into 0 (nonusers) and 1 (users) for descriptive analysis. Because the survey was implemented before the official launch of the German Corona Warn-App, response options comprised a variety of available tracing apps (eg, ito App, CoroNotes, Datenspende App) and an open-ended category (other). For analysis purposes, however, all data were collapsed to reflect (the frequency of) tracing app use via single-item measures to estimate use patterns of any kind of tracing app. To make sure that participants responded within a similar frame of reference, we provided a short explanation regarding contact tracing apps before proceeding to ask app-specific questions. This explanation described the functionality of contact tracing apps as (1) monitoring and tracking infection chains, (2) delivering immediate support and information in case of an infection or contact with an infected person, (3) and possibly providing support for persons in quarantine by monitoring health and tailoring information and preventive actions (Multimedia Appendix 4). This definition is in line with current conceptualizations of contact tracing apps [1,3,4]. However, since our study preceded the official launch of the Corona Warn-App, it was impossible to precisely describe this app and its functionalities as a point of reference. We also controlled for exposure to the app via the official launch (0=completed the survey before the official launch, 1=completed the survey after the official launch of the tracing app in Germany on June 16).

Statistical Analysis

First, we provided a descriptive analysis of the sample (including missing data) and compared current app users to nonusers via \( t \) tests and chi-square tests. Second, we examined bivariate associations of study variables. For bivariate correlations, we report Pearson and point biserial correlation coefficients, with boundaries of \( r \geq 0.1 \) (weak), \( r \geq 0.3 \) (moderate), and \( r \geq 0.5 \) (strong) as effect sizes. Third, we perform 4 block-wise hierarchical regression models of adoption intentions and frequency of current tracing app use. These models comprise the TPB (model 1), the UTAUT2 (model 2), an integrated model (model 3), and an extended model (model 4) including the additional variables threat appraisals, privacy concerns, and personalization as predictor variables. Because the latter variables are not part of the core set of constructs in either TPB or UTAUT2, we aimed to test their utility beyond the integrated framework using the “additional variables” approach (eg, [48,50]). In each regression model, the first block of predictor variables consisted of covariates, the second block of model components, and the third block of additional variables (if any). By examining the changes in explained variance for each block as well as the regression coefficient of each variable, we can consecutively examine the impact of sociodemographic data, the TPB, the UTAUT2, and additional variables on adoption intentions, and app use. We reported standardized regression coefficients (beta) and \( R^2 \) as effect sizes for each model. All analyses assumed an alpha level of .05 and were conducted with SPSS Statistics 27 (IBM Corp).

Results

Descriptive Statistics

In total, 593 persons participated in the survey; however, after excluding participants who completed the entire survey in less than 10 minutes or showed monotone response patterns for >80% of the questions, 349 participants remained (age: mean 35.62, SD 14.66 years; range 18-82 years). On average, participants completed the survey in 22.65 (SD 7.93) minutes. Descriptive statistics are presented in Table 1.

Overall, missing values were low (564/31,759, 1.8%), which, the Little test [63] revealed to be missing completely at random (\( \chi^2_{2450}=2538.4, P=0.10 \)). Only 3 variables had more than 5% missing values, namely income (23/349, 6.6%), region (21/349, 6.0%), and an item measuring risk perception (21/349, 6.0%). Therefore, we used complete cases for descriptive statistics and applied pairwise deletion for inferential statistics, as previous studies have shown a low probability of bias in this case [64,65]. In our sample, 19% (67/349) reported current use of a COVID-19 contact tracing app, with an average frequency of several times per week (mean 4.07, SD 1.51). A comparison of current app users and nonusers (\( t \) tests, chi-square tests) indicates that app use was much higher after the launch and thus exposure to the official Corona Warn-App, and seemingly equally distributed across regions. App users reported significantly more positive attitudes and fewer concerns than nonusers but also had a lower relative frequency of COVID-19 experiences. Perceived controllability of app use did not differ between participants.
Table 1. Descriptive statistics comparing current users and nonusers of a COVID-19 contact tracing app.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=349)</th>
<th>Current app users (n=67)</th>
<th>Nonusers (n=282)</th>
<th>Statistics a Value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>35.62 (14.66)</td>
<td>36.62 (14.73)</td>
<td>35.38 (14.66)</td>
<td>t333=0.61</td>
<td>.54</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>226 (65.30)</td>
<td>40 (60.60)</td>
<td>186 (67.10)</td>
<td>χ² 1=1.0</td>
<td>.31</td>
</tr>
<tr>
<td>Persons per household, mean (SD)</td>
<td>2.53 (1.58)</td>
<td>2.55 (1.40)</td>
<td>2.54 (1.63)</td>
<td>t333=0.11</td>
<td>.92</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Lower secondary</td>
<td>55 (16.50)</td>
<td>15 (23.40)</td>
<td>40 (14.90)</td>
<td>χ² 2=2.8</td>
<td>.10</td>
</tr>
<tr>
<td>Upper secondary</td>
<td>278 (83.50)</td>
<td>49 (76.60)</td>
<td>229 (85.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>€0-€500</td>
<td>66 (20.20)</td>
<td>12 (18.8)</td>
<td>54 (20.6)</td>
<td>χ² 5=6.3</td>
<td>.28</td>
</tr>
<tr>
<td>€501-€1000</td>
<td>70 (21.50)</td>
<td>8 (12.5)</td>
<td>62 (23.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>€1001-€1500</td>
<td>36 (11.00)</td>
<td>9 (14.1)</td>
<td>27 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>€1501-€2000</td>
<td>25 (7.70)</td>
<td>8 (12.5)</td>
<td>17 (6.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>€2001-€2500</td>
<td>46 (14.10)</td>
<td>10 (15.6)</td>
<td>36 (13.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>€2501 or more</td>
<td>83 (25.50)</td>
<td>17 (26.6)</td>
<td>66 (25.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>χ² 2=8.6</td>
<td>.01</td>
</tr>
<tr>
<td>Rural</td>
<td>66 (20.20)</td>
<td>21 (32.8)</td>
<td>45 (17.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>143 (43.60)</td>
<td>21 (32.8)</td>
<td>122 (46.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>119 (36.30)</td>
<td>22 (34.4)</td>
<td>97 (36.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Migration background b, n (%)</td>
<td>76 (21.78)</td>
<td>16 (23.9)</td>
<td>60 (21.5)</td>
<td>χ² 1=0.2</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Theory of planned behavior, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes (range 1-7)</td>
<td>4.19 (1.65)</td>
<td>4.97 (1.34)</td>
<td>4.01 (1.67)</td>
<td>t120=5.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subjective norms, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal norms (range 1-5)</td>
<td>2.35 (0.87)</td>
<td>2.85 (0.84)</td>
<td>2.23 (0.83)</td>
<td>t99=5.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Injunctive social norms (range 1-10)</td>
<td>5.62 (3.52)</td>
<td>7.69 (2.64)</td>
<td>5.12 (3.53)</td>
<td>t130=6.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Descriptive social norms (range 1-10)</td>
<td>4.62 (1.92)</td>
<td>5.19 (1.89)</td>
<td>4.48 (1.90)</td>
<td>t101=2.76</td>
<td>.007</td>
</tr>
<tr>
<td>Perceived behavioral control, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy (range 1-5)</td>
<td>4.19 (0.85)</td>
<td>4.48 (0.72)</td>
<td>4.12 (0.87)</td>
<td>t342=3.12</td>
<td>.002</td>
</tr>
<tr>
<td>Perceived controllability (range 1-5)</td>
<td>4.31 (0.87)</td>
<td>4.25 (0.95)</td>
<td>4.33 (0.85)</td>
<td>t342=0.63</td>
<td>.53</td>
</tr>
<tr>
<td>Unified theory of acceptance and use of technology, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use (range 1-5)</td>
<td>4.04 (0.91)</td>
<td>4.37 (0.77)</td>
<td>3.95 (0.92)</td>
<td>t341=3.45</td>
<td>.001</td>
</tr>
<tr>
<td>Perceived usefulness (range 1-5)</td>
<td>3.10 (1.08)</td>
<td>3.54 (0.93)</td>
<td>2.99 (1.09)</td>
<td>t113=4.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived barriers (range 1-5)</td>
<td>2.53 (0.79)</td>
<td>2.26 (0.75)</td>
<td>2.60 (0.78)</td>
<td>t338=3.15</td>
<td>.002</td>
</tr>
<tr>
<td>Hedonic motivation (range 1-5)</td>
<td>3.80 (1.31)</td>
<td>4.63 (1.18)</td>
<td>3.60 (1.26)</td>
<td>t337=6.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Price value (range 1-5)</td>
<td>2.97 (1.08)</td>
<td>3.44 (1.15)</td>
<td>2.86 (1.03)</td>
<td>t337=3.95</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Habit (range 1-5)</td>
<td>3.46 (1.08)</td>
<td>3.82 (0.95)</td>
<td>3.40 (1.07)</td>
<td>t344=2.97</td>
<td>.003</td>
</tr>
<tr>
<td>Experience (ie, hours of app use per day)</td>
<td>2.63 (1.78)</td>
<td>2.82 (1.34)</td>
<td>2.61 (1.86)</td>
<td>t122=1.02</td>
<td>.31</td>
</tr>
<tr>
<td>Additional variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Total (N=349)</td>
<td>Current app users (n=67)</td>
<td>Nonusers (n=282)</td>
<td>Statistics(^a)</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>---------------</td>
<td>--------------------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>Threat appraisals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived susceptibility (range 1-10), mean (SD)</td>
<td>4.14 (2.18)</td>
<td>4.31 (2.14)</td>
<td>4.10 (2.19)</td>
<td>(t_{336}=6.08)</td>
<td>.50</td>
</tr>
<tr>
<td>Anticipatory anxiety (range 1-5), mean (SD)</td>
<td>2.95 (1.03)</td>
<td>3.41 (0.94)</td>
<td>2.85 (1.02)</td>
<td>(t_{337}=4.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anticipated emotion (range 1-5), mean (SD)</td>
<td>2.52 (0.88)</td>
<td>2.66 (0.91)</td>
<td>2.48 (0.88)</td>
<td>(t_{337}=1.43)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Other variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data privacy concerns (range 1-7), mean (SD)</td>
<td>5.71 (0.85)</td>
<td>5.34 (1.08)</td>
<td>5.79 (0.76)</td>
<td>(t_{344}=4.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Personalization (range 1-5), mean (SD)</td>
<td>2.88 (1.15)</td>
<td>3.36 (1.14)</td>
<td>2.76 (1.12)</td>
<td>(t_{344}=3.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subjective knowledge about COVID-19 tracing apps (range 1-10), mean (SD)</td>
<td>3.69 (2.36)</td>
<td>5.05 (2.41)</td>
<td>3.37 (2.24)</td>
<td>(t_{324}=5.27)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 experience, n (%)</td>
<td>161 (47.60)</td>
<td>23 (35.4)</td>
<td>138 (50.50)</td>
<td>(\chi^2=4.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Exposure (ie, surveyed after the Corona Warn-App launch), n (%)</td>
<td>135 (38.68)</td>
<td>54 (80.6)</td>
<td>81 (29.0)</td>
<td>(\chi^2=60.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adoption intentions (range 1-7), mean (SD)</td>
<td>3.66 (2.37)</td>
<td>5.78 (1.94)</td>
<td>3.15 (2.17)</td>
<td>(t_{110}=9.71)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Two-tailed \(t\) test or chi-square test results.

\(^b\)Either the participant, their mother, or their father was not born in Germany.

**Bivariate Correlations**

Sociodemographic data were not associated with adoption intentions, but frequency of current tracing app use was negatively correlated with education (\(r=-0.13, P=.02\)) and urban region (\(r=-0.16, P=.005\)), indicating that fewer educated participants living in metropolitan or rural areas reported more frequent tracing app use (Multimedia Appendix 5).

Regarding TPB and UTAUT constructs, Table 2 shows that adoption intentions were moderately to strongly associated with most TPB constructs (\(r=0.38, P<.001\) to \(r=0.69, P<.001\)), except for controllability (\(r=0.03, P=.63\)), as well as UTAUT constructs (\(r=0.29, P<.001\) to \(r=0.64, P<.001\)) except for experience (\(r=0.10, P=.09\)). Perceived costs (\(r=-0.35, P<.001\)) were negatively linked to intentions. Overall, frequency of current app use showed similar but weaker associations. Exposure to the app was not associated with any attitudinal variable but was associated with intentions (\(r=0.11, P=.04\)) and frequency of app use (\(r=0.39, P<.001\)).

Additionally, TPB and UTAUT constructs correlated considerably with attitudes and injunctive social norms (\(r=0.68, P<.001\)), attitudes and perceived usefulness (\(r=0.80, P<.001\)), attitudes and hedonic motivation (\(r=0.71, P<.001\)), with hedonic motivation and perceived usefulness (\(r=0.69, P<.001\)) being particularly high, underlining their conceptual similarities (cf. principal component analyses in Multimedia Appendices 2 and 3). Adoption intentions and use frequency were moderately correlated (\(r=0.46, P<.001\)).

Among additional variables (Multimedia Appendix 5), adoption intentions were mostly strongly associated with personalization (\(r=0.57, P<.001\)), followed by anticipatory anxiety (\(r=0.41, P<.001\)), data privacy concerns (\(r=-0.30, P<.001\)), and anticipated emotion (\(r=0.24, P<.001\)). Frequency of current tracing app use had similar associations and was also positively correlated with knowledge about tracing apps (\(r=0.28, P<.001\)).
Table 2. Bivariate correlations between core constructs of health behavior models, technology acceptance, adoption intentions, and frequency of use of COVID-19 contact tracing apps.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Attitudes</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Personal norms</td>
<td>0.51a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Injunctive norms</td>
<td>0.68a</td>
<td>0.60a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Descriptive norms</td>
<td>0.43a</td>
<td>0.52a</td>
<td>0.48a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Self-efficacy</td>
<td>0.37a</td>
<td>0.35a</td>
<td>0.33a</td>
<td>0.31a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Perceived controllability</td>
<td>0.08</td>
<td>0.06</td>
<td>-0.04</td>
<td>0.05</td>
<td>0.22a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Perceived usefulness</td>
<td>0.80a</td>
<td>0.48a</td>
<td>0.66a</td>
<td>0.41a</td>
<td>0.36a</td>
<td>-0.02</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Perceived barriers</td>
<td>-0.35a</td>
<td>-0.23a</td>
<td>-0.26a</td>
<td>-0.22a</td>
<td>-0.35a</td>
<td>-0.04</td>
<td>-0.28a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Perceived ease of use</td>
<td>0.29a</td>
<td>0.30a</td>
<td>0.29a</td>
<td>0.27b</td>
<td>0.64a</td>
<td>0.07a</td>
<td>0.25a</td>
<td>-0.26a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Hedonic motivation</td>
<td>0.71a</td>
<td>0.48a</td>
<td>0.60a</td>
<td>0.39a</td>
<td>0.31a</td>
<td>0.03a</td>
<td>0.69a</td>
<td>-0.33a</td>
<td>0.26a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Price value</td>
<td>0.41a</td>
<td>0.26a</td>
<td>0.34a</td>
<td>0.26a</td>
<td>0.25a</td>
<td>-0.07a</td>
<td>0.36a</td>
<td>-0.52a</td>
<td>0.19a</td>
<td>0.36a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Habit</td>
<td>0.35a</td>
<td>0.19a</td>
<td>0.27a</td>
<td>0.23a</td>
<td>0.40a</td>
<td>0.04a</td>
<td>0.32a</td>
<td>-0.23a</td>
<td>0.37a</td>
<td>0.32a</td>
<td>0.25a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Experience</td>
<td>0.06a</td>
<td>0.02a</td>
<td>0.06a</td>
<td>0.14c</td>
<td>0.12c</td>
<td>0.02a</td>
<td>0.07a</td>
<td>-0.05a</td>
<td>0.20b</td>
<td>0.10a</td>
<td>0.11a</td>
<td>0.42a</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Adoption intentions</td>
<td>0.66a</td>
<td>0.63a</td>
<td>0.69a</td>
<td>0.48a</td>
<td>0.38a</td>
<td>0.03a</td>
<td>0.63a</td>
<td>-0.35a</td>
<td>0.31a</td>
<td>0.64a</td>
<td>0.42a</td>
<td>0.29a</td>
<td>0.10a</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. App use frequency</td>
<td>0.21b</td>
<td>0.32a</td>
<td>0.27a</td>
<td>0.15b</td>
<td>0.15b</td>
<td>0.04a</td>
<td>0.12c</td>
<td>-0.17b</td>
<td>0.20a</td>
<td>0.28a</td>
<td>0.15b</td>
<td>0.14b</td>
<td>0.06a</td>
<td>0.46a</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>16. Exposure</td>
<td>0.02a</td>
<td>0.05a</td>
<td>0.05a</td>
<td>0.03a</td>
<td>0.01a</td>
<td>0.07a</td>
<td>0.00a</td>
<td>-0.04a</td>
<td>0.02a</td>
<td>-0.03a</td>
<td>0.07a</td>
<td>-0.04a</td>
<td>-0.06a</td>
<td>0.11c</td>
<td>0.39a</td>
<td>1</td>
</tr>
</tbody>
</table>

aP<.001.
bP<.01.
cP<.05.

Hierarchical Regression Models

Results of regression models testing the TPB (model 1), the UTAUT (model 2), the integrated model (model 3), and the extended model (model 4) are presented in Table 3. In each analysis, we included several covariates in the first block (ie, age, gender, and education; number of persons per household, income, and region; as well as subjective knowledge regarding COVID-19 tracing apps, COVID-19 experience, and exposure). The selection of covariates was based on previous research on technology use, and preventive behaviors during the COVID-19 pandemic. The second block contained TPB (model 1) or UTAUT constructs (model 2) or both (model 3). The third block contained additional variables (model 4). Due to high correlations between some variables, we calculated the variance inflation factor (VIF) to test for multicollinearity [66]. Accordingly, a VIF of more than 4 is often considered an indicator of multicollinearity. The VIF was below 3.00 in model 1 and model 2, but in model 3 and 4, the VIF ranged from 1.11 (COVID-19 experience) to 4.04 (attitudes). Due to its high VIF, high bivariate correlations with other constructs, and its conceptual similarities to perceived usefulness, we excluded the variable measuring attitudes from models 3 and 4.

The TPB (model 1) explained 63% of adoption intentions, with injunctive social norms (β=.22, P<.001), attitudes (β=.28, P<.001), and personal norms having the strongest association (β=.22, P<.001); self-efficacy having a smaller effect (β=.08, P=.04); and perceived controllability being not significant (β=.02, P=.56). Regarding current app use (R²=0.33), personal norms (β=.20, P=.004) were connected to more frequent use, but exposure to the warning app had the strongest association (β=.31, P<.001). Additionally, persons from more densely populated areas reported less frequent app use.

The UTAUT (model 2) explained 56% of adoption intentions and 37% of frequent app use. Perceived usefulness (β=.32, P<.001) and hedonic motivation (β=.35, P<.001) were among the strongest predictor variables of intentions and frequency of use; however, the influence of perceived usefulness was inverted (β=.14, P=.049) for frequency of use. Perceived ease of use, perceived barriers, and experience were not significant. Price value was positively associated with intentions (β=.13, P=.02) but not frequency, while habit was associated with frequency (β=.15, P=.02) but not intentions.

The integrated model (model 3) explained 67% of intentions with injunctive social norms (β=.31, P<.001), hedonic motivation (β=.22, P<.001), personal norms (β=.21, P<.001), and price value (β=.11, P=.02) remaining significant. Regarding frequency, the model explained 40% of the variance with personal norms (β=.18, P=.007), hedonic motivation (β=.34, P<.001), habit (β=.14, P=.03), and perceived usefulness (β=.23, P=.004).
Finally, the extended model with the additional constructs privacy concerns, personalization, and threat appraisals (model 4) performed marginally better regarding intentions ($R^2=0.68$) and frequency of app use ($R^2=0.42$). Anticipatory anxiety was also significantly associated with intention ($\beta=.09, P=.04$) and frequency ($\beta=.15, P=.03$). In addition, privacy concerns were associated with less frequent app use ($\beta=-.09, P=.046$).

To summarize, the analysis showed that the TPB as well as the UTAUT proved useful in determining intentions, and frequency of use of a COVID-19 contact tracing app, although model configurations varied greatly between both outcomes (Figure 4). While most of the constructs of the TPB were significantly associated with intentions (except for controllability), neither perceived barriers, ease of use, nor experience reached significance within the UTAUT framework. Overall, perceived usefulness, subjective norms, hedonic motivation, and anticipatory anxiety were consistently associated with tracing app use across models.
Table 3. Standardized regression weights and explained variance of hierarchical regression models predicting adoption intentions and frequency of current contact tracing app use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>TPB^a (model 1)</th>
<th>UTAUT^b (model 2)</th>
<th>Integrated model (model 3)</th>
<th>Extended model (model 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intention</td>
<td>Frequency</td>
<td>Intention</td>
<td>Frequency</td>
</tr>
<tr>
<td>Block 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.02</td>
<td>.03</td>
<td>.12</td>
<td>.14</td>
</tr>
<tr>
<td>Gender (ref: female)</td>
<td>−.02</td>
<td>−.01</td>
<td>.05</td>
<td>.00</td>
</tr>
<tr>
<td>Migration background</td>
<td>.03</td>
<td>.04</td>
<td>.01</td>
<td>.04</td>
</tr>
<tr>
<td>Education (ref: ≤ secondary)</td>
<td>−.02</td>
<td>−.10</td>
<td>−.02</td>
<td>−.08</td>
</tr>
<tr>
<td>Persons per household</td>
<td>−.01</td>
<td>−.02</td>
<td>.01</td>
<td>−.02</td>
</tr>
<tr>
<td><strong>Income (ref: €0-€500)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>€501-€1000</td>
<td>.02</td>
<td>.02</td>
<td>.00</td>
<td>−.01</td>
</tr>
<tr>
<td>€1001-€1500</td>
<td>.03</td>
<td>.03</td>
<td>−.01</td>
<td>.02</td>
</tr>
<tr>
<td>€1501-€2000</td>
<td>−.05</td>
<td>−.03</td>
<td>−.09</td>
<td>−.07</td>
</tr>
<tr>
<td>€2001-€2500</td>
<td>.05</td>
<td>−.01</td>
<td>−.03</td>
<td>−.05</td>
</tr>
<tr>
<td>€2501 or more</td>
<td>.06</td>
<td>.05</td>
<td>−.04</td>
<td>−.02</td>
</tr>
<tr>
<td><strong>Region (ref: rural)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>−.06</td>
<td>−.18^d</td>
<td>−.04</td>
<td>−.17^d</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>−.01</td>
<td>−.16^d</td>
<td>−.01</td>
<td>−.14^d</td>
</tr>
<tr>
<td>Subjective knowledge^f</td>
<td>.06</td>
<td>.17^g</td>
<td>.09^d</td>
<td>.21^g</td>
</tr>
<tr>
<td>COVID-19 experience</td>
<td>.01</td>
<td>−.05</td>
<td>−.02</td>
<td>−.08</td>
</tr>
<tr>
<td>Exposure^b</td>
<td>.05</td>
<td>.31^g</td>
<td>.08</td>
<td>.34^g</td>
</tr>
<tr>
<td><strong>Block 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TPB</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>.28^g</td>
<td>.05^i</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Personal norms</td>
<td>.22^g</td>
<td>.20^e</td>
<td>.21^g</td>
<td>.18^e</td>
</tr>
<tr>
<td>Injunctive social norms</td>
<td>.35^g</td>
<td>.13</td>
<td>—</td>
<td>.31^g</td>
</tr>
<tr>
<td>Descriptive social norms</td>
<td>.05</td>
<td>−.07</td>
<td>—</td>
<td>.03</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.08^d</td>
<td>.07</td>
<td>—</td>
<td>.03</td>
</tr>
<tr>
<td>Controllability</td>
<td>−.02</td>
<td>−.01</td>
<td>—</td>
<td>.02</td>
</tr>
<tr>
<td><strong>UTAUT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>—</td>
<td>—</td>
<td>.32^g</td>
<td>−.14^d</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>—</td>
<td>—</td>
<td>−.04</td>
<td>−.02</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>—</td>
<td>—</td>
<td>.08</td>
<td>.08</td>
</tr>
<tr>
<td>Habit</td>
<td>—</td>
<td>—</td>
<td>.07</td>
<td>.15^d</td>
</tr>
<tr>
<td>Price value</td>
<td>—</td>
<td>—</td>
<td>.13^d</td>
<td>−.05</td>
</tr>
<tr>
<td>Hedonic motivation</td>
<td>—</td>
<td>—</td>
<td>.35^g</td>
<td>.39^g</td>
</tr>
<tr>
<td>Experience</td>
<td>—</td>
<td>—</td>
<td>.00</td>
<td>−.01</td>
</tr>
</tbody>
</table>
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Table 1. Significant predictor variables of adoption intentions and (frequency) of current COVID-19 contact tracing app use in a German community sample. Predictors are categorized according to the theory of planned behavior (TPB), the unified theory of technology acceptance and use (UTAUT), and additional variables from other health behavior models (ie, anticipatory anxiety) or previously extended UTAUT models (ie, data privacy concerns).

<table>
<thead>
<tr>
<th>Variable</th>
<th>TPB (model 1)</th>
<th>UTAUT (model 2)</th>
<th>Integrated model (model 3)</th>
<th>Extended model (model 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intention</td>
<td>Frequency</td>
<td>Intention</td>
<td>Frequency</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Anticipatory anxiety</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Anticipated emotion</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Data privacy concerns</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Personalization</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Correlations (R²)

<table>
<thead>
<tr>
<th>Block</th>
<th>TPB Intention</th>
<th>UTAUT Intention</th>
<th>Block 1</th>
<th>UTAUT Intention</th>
<th>Block 2</th>
<th>UTAUT Intention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 1</td>
<td>.04</td>
<td>.23</td>
<td>.04</td>
<td>.23</td>
<td>.63</td>
<td>.33</td>
</tr>
<tr>
<td>Block 2</td>
<td>.63</td>
<td>.33</td>
<td>.56</td>
<td>.37</td>
<td>.67</td>
<td>.40</td>
</tr>
<tr>
<td>Block 3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study aimed to investigate the utility of health behavior theories and technology acceptance models for explaining adoption intentions and current use of a contact tracing app during the COVID-19 pandemic in the German population. The TPB as well as the UTAUT explained between 56% (UTAUT) and 63% (TPB) of adoption intentions as well as 33% (TPB) and 37% (UTAUT) of current app use. Extended models including threat appraisal, privacy concerns, and personalization features of the app explained an additional 5% for both outcomes. Overall, exposure to the app (ie, study participation following an official app launch with governmental support) was strongly associated with frequent app use and was also associated with greater acceptance and more positive attitudes (Table 1). In accordance with previous research, both models have greater predictive value concerning intentions than behavior [40], which might be connected to the intention-behavior gap [38] and related factors, such as a lack of familiarity with the app, and the unprecedented and ever-changing nature of the pandemic.

Comparison With Prior Work

A closer look at the regression models also reveals that while the main components of the TPB were significantly associated with intentions—except for controllability—this was not the
case for the UTAUT model. In fact, only perceived usefulness and hedonic motivation were highly significant and consistent, while perceived barriers, experience, and ease of use were not significant. Habit and price value played a significant role for some but not all associations. Nevertheless, the large amount of explained variance points to the model’s utility in explaining adoption intentions. In general, our findings support previous research on COVID-19 contact tracing apps, as we also observed strong positive associations between response efficacy (ie, perceived usefulness in UTAUT terms) and adoption intentions, but only moderate positive associations for self-efficacy [25-27]. Presumably, high ratings of perceived usefulness or positive attitudes toward the app (ie, the app being perceived as helpful; Multimedia Appendix 1) are also associated with trust in flawless performance, a low rate of false positives, and thus a sense of security. While we did not assess these constructs directly, we assume this association based on previous research on human-computer interaction [8] as well as warning systems [9]. However, future research in this context could examine the associations between trust, perceived security, and positive attitudes (eg, perceived usefulness) more closely, for instance, by using factorial surveys that vary attributes of tracing apps (eg, rate of false alarms, sensitivity) and subsequently measure attitudes [21,67].

Interestingly, the association of perceived usefulness and frequent app use was inverted, meaning that higher perceived useful was associated with lower use frequency. Given that tracing apps are designed to inform about potential COVID-19 infections and thus serious health risks, high efficacy beliefs (or perceived usefulness) would mean that more frequent app use might increase the chance of receiving health warnings which could be perceived as a negative and undesirable event. Thus, using the app less frequent could be seen as avoiding a potential threat by reducing the information flow. This risk avoidance behavior is a common phenomenon in risk research, for example, within the risk perception attitude framework [68] that connects information avoidance to high risk perceptions as well as lower self-efficacy and control beliefs. On the other hand, if perceived usefulness is low, potential health warnings issued by the app might be taken less seriously due to a higher possibility of false positives. Since only a very frequent app use guarantees preventive efficacy of the tracing app [1,3,4], these findings are concerning. We believe that future mixed methods research can elucidate the role of perceived usefulness as a potential barrier to frequent app use as well as its interaction with other predictors, such as self-efficacy and risk perception.

Furthermore, we also observed consistent significant associations between anticipatory anxiety and (frequent) app use, although the effect was small. Conceptually, these appraisals can reflect health concerns [35,60], which are associated with vigilance toward symptoms or health problems. Since a tracing app provides an additional source of information regarding a potential illness, it can help to alleviate concerns and support vigilance [1]. Similarly, frequent app use could also increase one’s sense of security and positive feelings, which is mirrored by a positive association with hedonic motivation (eg, feeling satisfied, rather happy than sad, and less concerned after using the app). A similar trade-off between mHealth use, user concerns, and perceived security has already been established (eg, [1,69]). This hypothesized association between hedonic motivation, sense of security, and technology use should therefore be tested in longitudinal studies on tracing app use.

While our study underlines the importance of attitudes and perceived usefulness, we also found a very strong connection between social norms, namely personal norms (ie, referring to one’s immediate surroundings), intentions, and behavior, which is contrary to prior research on tracing app use [27]. However, as previously mentioned, Kukuk [27] compiled a measure of social influence [45] that blended subjective norms, social support, and instrumental governmental support, which might be confounded by other factors such as trust in the government. Evidently, Kukuk’s measure was insufficient in capturing social norms as it showed very low factorial and content validity. Additionally, in this study, injunctive social norms (ie, referring to perceived societal expectations) were also strongly connected to adoption intentions across all models. The strong impact of social norms on behavioral prevention has already been documented for previous pandemics [28,29]. With infection prevention measures (eg, social distancing) affecting the heart of social interaction, it seems reasonable to also assume a strong impact of social norms. If one’s close social network is believed to support the app, one is more likely to also engage with it, leading to a social group that protects its members by using the app because of the accelerated communication in case of an infection [5]. Thus, the (frequent) use of a tracing app can be seen as an act of social responsibility. This has implications for health communication. Promoting app use as an expression of social responsibility and putting less emphasis on the perceived usefulness might be helpful in increasing public acceptance avoid potential side effects (cf the role of perceived usefulness in this study). In this sense, the approach would be quite similar to successful nudging interventions used to foster technology use [55] or vaccine uptake [56] that are based on social norms.

Moreover, two additional components of the UTAUT were significantly associated with intentions (price value) and frequency of app use (habit). In this study, price value was not solely defined by monetary restrictions [51] because the German contact tracing apps are available free of charge. Hence, we also included other limited resources (eg, time) as a potential restriction or cost. In general, the positive association with adoption intentions was in line with previous research [50,51]; however, since our operationalization of price value also included time, it is possible that the effect disappeared for frequency of use because of a foreseeable increase in time investment. Therefore, we hypothesize a trade-off between perceived costs (ie, time investment) and benefits that might differentially affect intentions and behavior. This would also explain the observed association of habit with frequency of use but not general adoption intentions. Habit describes prior experience with a technology but also the belief that using said technology is automatic [51]. Automatic behaviors are associated with less effort because it is no longer necessary to experience with a technology but also the belief that using said technology is automatic [51]. Automatic behaviors are associated with less effort because it is no longer necessary to
described for effort expectancies and performance expectancies regarding technologies [50] and health behavior models (eg, [25,60]) in that a positive balance of perceived benefits over efforts predicts intentions and behaviors. However, while effort expectancies often focus on singular behaviors instead of resources, it might be beneficial to weigh perceived resource investment and behavioral efforts when predicting intentions in future studies.

Finally, we also addressed some ethical challenges that might arise in this context, namely the age-related digital divide [10,12] and privacy concerns (eg, [1,6,7]). In contrast to previous studies, we did not find any direct link between age and intentions or behavior, but older age was positively associated with privacy concerns and negatively with personalization (Multimedia Appendix 5). The negative association with personalization might reflect a lack of competence in app use in older participants, as personalizing apps requires certain skills [11,12]. Likewise, increased privacy concerns might also be associated with increased insecurity and a lack of knowledge about procedures of privacy protection implemented in the app. To concede, this study was an online study and therefore potentially excluded people who are less interested or competent in using digital technologies. However, the possibility of an indirect negative effect of age on tracing app use via privacy concerns and lower perceived benefits (ie, personalization) is alarming and has implications for health communication research. Interventional studies are needed to test whether tailored health communication surrounding benefits and privacy concerns can alleviate concerns and lead to higher acceptance and adoption of tracing apps in older participants.

Privacy concerns were negatively associated with app use, which underscores the importance of a transparent, sound, and secure data management plan when developing and promoting mHealth apps [14]. Although the effect was rather small, it is possible that participants do indeed fear misuse of health information beyond COVID-19 purposes, providing further empirical support for current publications on the promises and pitfalls of digital health solutions during the pandemic (eg, [3,6,7]). Nevertheless, further research is necessary to explore privacy concerns and their role in determining nonuse of contact tracing apps and other digital health solutions during the COVID-19 pandemic.

Limitations

The study has several limitations. First, the sample is a German convenience sample that is not representative of the population. The survey was conducted as a self-administered online survey; the reliance on self-reports might have affected our results; hence, future studies should include objective measures (eg, smartphone data on app use). In addition, although we checked the responses for monotone response patterns, we did not incorporate attention checks into the online survey. Second, regarding the cultural context of our study, we acknowledge that the technical, legal, and cultural conditions of contact tracing apps and their implementation vary greatly across countries worldwide. Since we started our survey before the official launch of the Corona Warn-App in Germany, our results are not tailored to this app but rather tracing apps in general, which might explain why we found generally lower associations for current use than for use intentions. Hence, the findings should be replicated in larger, international samples and ideally cross-cultural studies. Third, the study is cross-sectional in nature, and it was therefore not possible to longitudinally link attitudes, intentions, and behaviors as intended in the theoretical models. While strong positive exposure effects were observed, this could also point to selection bias, where proponents of the app were more strongly motivated to participate in the survey than opponents. Fourth, the measures should be tested regarding their psychometric properties. Although the instruments were based on recommendations for behavior change research, and adapted from previous research projects, their implementation in this novel context proved challenging in some areas and requires further investigation. Fourth, other constructs like trust in the government, the app provider, or health communication about COVID-19 should be included to test their impact on attitudes and the path toward adoption of the app. For example, research on the UTAUT model (eg, [48,50]) has coined the “additional variables” approach, where factors are added to the traditional UTAUT model to inspect their incremental validity. Despite these limitations, the study was based on established theories of health behavior change and technology acceptance and implemented in an ecologically valid setting. Further, it provides some insight into urgent processes of health communication and infection prevention that can support the fight against the global COVID-19 pandemic by increasing the use of contact tracing apps in the general population.

Conclusions

This study examined the utility of health behavior change and theory acceptance models in exploring intentions and use of a contact tracing app to complement preventive measures during the COVID-19 pandemic. In general, both models provide useful information for identifying core beliefs that affect intention and behavior. Among them, subjective norms, hedonic motivation, perceived usefulness, and anticipatory anxiety were particularly important across all tested models. Thus, it seems that promulgating positive social norms and addressing health concerns in health communication might be particularly beneficial to increase tracing app use in the population. The role of perceived usefulness and tracing app use needs further investigation due to its inverse associations with intentions and behavior. Moreover, privacy concerns also emerged as a barrier to app use in this context, underlining the need for more transparency and education regarding data security in the general population. Overall, the official launch of the Corona Warn-App [23] with governmental support seemed to boost awareness and app use in the population; therefore, a concerted effort is recommended when introducing a contact tracing app as an official complementary measure of infection prevention. However, data were collected between May and July 2020 amidst the first wave of the COVID-19 pandemic, so future research needs to illustrate how living under pandemic circumstances affects acceptance and use of (preventive) technology in the long term.
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Abstract

Background: COVID-19 is one of the greatest threats to human beings in terms of health care, economy, and society in recent history. Up to this moment, there have been no signs of remission, and there is no proven effective cure. Vaccination is the primary biomedical preventive measure against the novel coronavirus. However, public bias or sentiments, as reflected on social media, may have a significant impact on the progression toward achieving herd immunity.

Objective: This study aimed to use machine learning methods to extract topics and sentiments relating to COVID-19 vaccination on Twitter.

Methods: We collected 31,100 English tweets containing COVID-19 vaccine–related keywords between January and October 2020 from Australian Twitter users. Specifically, we analyzed tweets by visualizing high-frequency word clouds and correlations between word tokens. We built a latent Dirichlet allocation (LDA) topic model to identify commonly discussed topics in a large sample of tweets. We also performed sentiment analysis to understand the overall sentiments and emotions related to COVID-19 vaccination in Australia.

Results: Our analysis identified 3 LDA topics: (1) attitudes toward COVID-19 and its vaccination, (2) advocating infection control measures against COVID-19, and (3) misconceptions and complaints about COVID-19 control. Nearly two-thirds of the sentiments of all tweets expressed a positive public opinion about the COVID-19 vaccine; around one-third were negative. Among the 8 basic emotions, trust and anticipation were the two prominent positive emotions observed in the tweets, while fear was the top negative emotion.

Conclusions: Our findings indicate that some Twitter users in Australia supported infection control measures against COVID-19 and refuted misinformation. However, those who underestimated the risks and severity of COVID-19 may have rationalized their position on COVID-19 vaccination with conspiracy theories. We also noticed that the level of positive sentiment among the public may not be sufficient to increase vaccination coverage to a level high enough to achieve vaccination-induced herd immunity. Governments should explore public opinion and sentiments toward COVID-19 and COVID-19 vaccination, and implement an effective vaccination promotion scheme in addition to supporting the development and clinical administration of COVID-19 vaccines.

(J Med Internet Res 2021;23(5):e26953) doi:10.2196/26953
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Introduction

The COVID-19 Pandemic

COVID-19 is an infectious disease caused by the novel coronavirus SARS-CoV-2, which was first identified in Wuhan, China, in December 2019 [1]. As of early January 2021, the cumulative number of confirmed cases was 83,862,300, while the number of deaths was 1,837,253, affecting 222 countries or regions globally [2]. In Australia, the total number of confirmed cases was 28,483, and the number of deaths was 909 in early January 2021 [3]. Both the incidence and prevalence have been rising globally, although these rates differ across countries [4]. In 2020, the pandemic had significant negative impacts on individuals, governments, and the global economy [5,6].

Patients with COVID-19 could experience either no symptoms, common signs and symptoms of infection, or respiratory distress, or die from the disease. The proportion of asymptomatic patients was estimated at 16%, with the proportion in children being nearly double that of adults [7,8]. However, over 80% of those who were asymptomatic had either unilateral or bilateral pulmonary involvement in computerized tomography scans [8]. Among those who were symptomatic, fever, cough, and fatigue were the most common symptoms [9,10]. Five percent of patients with COVID-19 developed acute respiratory distress syndrome [11]. Among them, the death rate ranged between 13% and 69% across countries [12].

The virus could be transmitted through close contact, or even droplets, between individuals, where the mucous membranes of healthy individuals are exposed to secretions produced by the carriers [13]. The reproductive number \( R_0 \) of COVID-19 was approximately 3 but varies from 2 to 7 across countries [14,15]. This means one carrier could infect 3 individuals on average. Under public infection control measures, social distancing does not seem applicable to family households where the risk of transmission is high. A meta-analysis of 24 studies found that the intrafamily transmission rate of SARS-CoV-2 was higher than the transmission rate of severe acute respiratory syndrome coronavirus (SARS-CoV) or Middle East respiratory syndrome coronavirus (MERS-CoV) in households [16], which may contain vulnerable groups such as the elderly, those who are immunocompromised, or have chronic diseases.

Background on Vaccination

Briefly, the purpose of vaccination is to allow the immune system to memorize the features of the targeted pathogen and be able to initiate an immune response that is fast and strong enough to defeat the live pathogen in the future. Over 115 vaccines for COVID-19 are undergoing investigation and trials, and most of them target the spike protein of SARS-CoV-2 [17]. The development of a vaccine usually takes years. The relatively fast development of the COVID-19 vaccine could be ascribed to previous work on vaccines for SARS-CoV, which is 80% similar to SARS-CoV-2, as well as the immense and urgent need for vaccination [18].

Vaccination that is evidence-based and officially approved by health authorities is generally safe. The adverse effects, as well as their incidence rates, vary across types of vaccines. Previous studies have reported the incidence rates of severe adverse reactions in general populations after receiving vaccines. For example, the incident rate of febrile seizures after receiving the measles, mumps, and rubella (MMR) and varicella vaccine was 8.5 per 10,000 doses [19]. The rates attributable to influenza vaccines or 13-valent pneumococcal conjugate vaccines (PCV13) were 13 to 45 per 100,000 doses [20]. On the other hand, the incident rate of thrombocytopenic purpura after MMR injection was 1 per 20,000 doses [19]. Moreover, the incidence rates of some rare diseases such as intussusception after rotavirus vaccine injection ranged from 1 to 5 per 100,000 doses [20]. There was insufficient evidence to conclude that vaccination was the direct cause of the severe adverse effects compared with the vast majority of those who benefited from vaccinations.

Vaccination is a collective strategy that needs a high proportion of the population to be vaccinated in order to generate a protective effect. The proportion is calculated as \( (R_0-1)/R_0 \) [21]. If one patient could infect 3 individuals, then the proportion of the population that needs to be vaccinated would be two-thirds. This two-thirds should comprise individuals who have normally functioning immune systems. Those who are immunocompromised are contraindicated to certain types of vaccines such as live vaccines because of poor responses or severe adverse reactions [22,23]. Severe allergic reaction to a vaccine is a contraindication, although the risk is as small as 1 per 1,000,000 doses [19]. Hence, the higher the proportion of those who have normal immune systems receiving vaccinations, the better for achieving herd immunity to protect oneself and others.

Exploring Public Opinion on the COVID-19 Vaccine

In the last two decades, a prominent antivaccination movement has risen, resulting in a decline in MMR vaccination coverage and a rise in measles outbreaks in the United States, the United Kingdom, and certain major European countries [24]. A case study, which proposed an association between the MMR vaccine and autism [25], although disproven by several studies in subsequent years [26-31], fueled the antivaccine movement, and then was retracted [32]. Nevertheless, the adverse factors promoting antivaccination might be ignoring high-level evidence such as the results of randomized controlled trials of vaccines [33-35] as well as a selective adoption of unverified information by the public.

Social media has become a frequently used platform to disseminate both authorized information and misinformation. Authorized sources such as the World Health Organization [36], the US Centers for Disease Control and Prevention [37], the US Food and Drug Administration [38], and the UK Department of Health and Social Care [39] are available online. However, previous studies showed that around 30% to 60% of the information related to vaccination on social media were antivaccine content [24]. In websites that provided vaccine-related information, over 50% contained inaccurate information [40]. Although antivaxxers proposed different rationales to oppose vaccination [41], the fact is that only vaccination has a history of successfully eradicating viral diseases such as smallpox [42].
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As several COVID-19 vaccine trials are progressing or have nearly completed phase 3 in the second half of 2020, it is expected that vaccines will be made available to the public by 2021 [43,44]. In Australia, Dodd et al [45] conducted an online survey of 4362 adults in mid-April 2020 about 1 month after lockdown measures had been imposed. They found that 86% of the sample claimed that they would get the COVID-19 vaccine when available. At that time, 65% to 75% of the respondents were confident in the federal and state governments’ responses. On August 19, the Australian prime minister [46] announced that the government had made an agreement with AstraZeneca: if its COVID-19 vaccine is proven to be safe and effective, Australia could manufacture it and make it free for the public. Later, the University of Oxford and AstraZeneca [47] and Johnson & Johnson [48] paused their vaccine trials in mid-September and mid-October 2020, respectively, to investigate adverse reactions among participants during the trials, which were resumed after investigations.

Significant health care–related events, such as news about vaccine efficacy [49], disease outbreak [50], or legislative decree of mandatory vaccinations [51], were found to trigger public discussions on social media. However, negative news about the vaccine, as well as antivaccine sentiment, could be hurdles to achieving vaccination-induced herd immunity. For example, information associated with the adverse effects of vaccinations were commonly manipulated by antivaxxers to fuel their movements [52]. They had even started using conspiracy theories against developing COVID-19 vaccines even before development had begun [53-55]. Therefore, online public opinion and sentiments around COVID-19 vaccination need to be explored and reviewed to promote public vaccination schemes based on factors affecting vaccination acceptance.

This study aimed to explore major topics and sentiments of tweets about COVID-19 vaccination among Twitter users in Australia. Findings from this study could help governments and health agencies plan, modify, and implement a timely promotion of vaccination to achieve vaccination-induced herd immunity.

## Methods

### Data Collection

Twitter, one of the world’s major social media platforms, with 187 million daily active users as of the third quarter of 2020 [56], was chosen as the data source. Twitter is a common source of text for sentiment analysis [57,58] and analysis of sentiments toward vaccinations [59,60]. We used the R library package rtweet [61] to access the Twitter premium API (application programming interface) service and collect COVID-19 vaccine–related tweets posted between January 22 and October 20, 2020. Retweets, non-English tweets, and tweets with a geolocation outside Australia were excluded. The search terms “vacc OR vax OR vaccine OR vaccination” and “corona OR covid” were used to search target tweets. Boolean operators “AND” and “OR” guaranteed that tweets that contained words belonging to the root of “vaccine” as well as the root of either “coronavirus” or “COVID” could be searched. As a result, 31,100 tweets were collected and used in this study. The number of tweets collected from January 22 to October 20, 2020, are shown in Multimedia Appendix 1.

### Data Preprocessing

The R library packages of qdapRegex [62] and tm [63,64] were used for the preprocessing of text. The procedures included (1) removal of non-English words or common words that do not provide insights into a specific topic (eg, stop words); (2) case folding, which changes words into lower case for stemming; and (3) stemming of inflected words into roots, followed by stem completion to return complete words (tokens) for the results visualizations. The custom stop words removed were “amp” (ampersands) and the inflected words derived from “vaccine,” “coronavirus,” and “COVID.” In addition to that, all stop words with reference to those in the package tm, Python libraries spaCy [65] and gensim [66], as well as stop words suggested by Sedgewick and Wayne [67] and the SAO/NASA (Smithsonian Astrophysical Observatory/National Aeronautics and Space Administration) Astrophysics Data System [68], were also removed in the corpus. Stop words in Python libraries and in other aforementioned sources were extracted and assigned to an R object for the ease of process in R. In addition, the dictionary used for stem completion was a corpus saved before the stemming procedure.

### Associations Between Word Tokens

The word tokens were sorted by their counts in the corpus and plotted against their counts as shown in Multimedia Appendix 2. It was observed that the inflection point of the concave-up, decreasing curve was located at approximately 250 counts. Thus, word tokens having counts greater than 250 were included in pairwise correlation tests. The R library package widyr [69] was used to compute the correlations between word tokens. Then, the word pairs with Pearson correlation coefficients larger than 0.1 were plotted in a network graph. Coefficients smaller than 0.1 were considered negligible [70,71]. On the other hand, word pairs were also sorted by their counts and plotted against the counts as shown in Multimedia Appendix 3. Word pairs having counts larger than 150 were plotted in another network graph. The cutoff of 150 was adopted so that major clusters of word pairs with higher counts could be identified in the network without overly suppressing other pairs with significantly lower counts.

### Latent Dirichlet Allocation Tuning and Model Building

Latent Dirichlet allocation (LDA) [72] is an unsupervised machine learning method that allows observations such as words or documents in a corpus to be explained by latent groups such as topics. LDA has been used in topic modeling of public opinions on certain vaccinations for human papillomavirus (HPV) [73] and influenza virus [74]. However, LDA topic modeling on COVID-19 vaccination was yet to be done. The corpus preprocessed was converted into a document-term matrix, and then terms that were sparse by less than 99.9% were retained for LDA modeling. The R library package ldatuning [75] was used to estimate the optimal number of topics in the LDA model. Four different metrics were computed in a range of topics (2-50) to identify the optimal number (Multimedia Appendix 4). The lower the metrics of
“Arun2010” [76] and “CaoJuan2009” [77], and the higher the metrics of “Griffiths2004” [78] and “Deveaud2014” [79], indicated a better number of topics to fit the LDA model. In this study, the metric of “Deveaud2014” reached its highest level and the metric of “CaoJuan2009” reached one of the lowest levels at 3 topics that were adopted as the number of topics for LDA modeling. Another R library package topicoextracts [80] was used to estimate the two posterior Dirichlet distributions—theta distribution over the 3 topics within each tweet and beta distribution over all words within each topic. Only the top 100 words with the highest beta values were visualized using a word cloud for each topic. A larger font size and a higher level of opacity were used to indicate words with higher beta values. In each topic, the top 20 tweets, except those from news sources, with the highest theta values, which were also larger than those of the other two topics for each tweet, were reported.

Sentiment Analysis

The R library package syuzhet [81], which applies Stanford’s CoreNLP [82] on text against an emotion dictionary, was used to score each tweet based on the 2 sentiments and 8 emotions defined in the Canadian National Research Council’s Word-Emotion Association Lexicon [83,84]. There were 10 categories for scoring a tweet. The 2 sentiments were negative and positive, while the 8 emotions were anger, fear, anticipation, trust, surprise, sadness, joy, and disgust. The polarity of a tweet could be positive or negative, whereas emotion recognition aimed to identify the emotions that a tweet carried. If a tweet was associated with a particular emotion or sentiment, it would score points that reflect the degree of valence with respect to that category. Otherwise, it would have no score for that category.

Results

Overview

We first analyzed the preprocessed tweets by visualizing the word tokens with a count of >250 in the corpus as shown in the word cloud in Multimedia Appendix 5. The larger the word font size in the cloud, the higher the number of counts in the corpus. The top 10 high-frequency words were “trials,” “australia,” “virus,” “news,” “developers,” “flu,” “people,” “years,” “world,” and “testing.” Following that, other frequently used words included: “research,” “working,” “timeline,” “immune,” “australian,” “effects,” “russian,” “health,” “human,” and “government.” Based on the descriptive statistics of word counts, news about the pandemic, seasonal flu, and vaccine trials were major discussion topics among Australians. Other topics such as the effects of infection control strategies and immunity, the situation overseas, and the government’s responses were also relatively prominent.

Figure 1 shows the network of word pairs with counts above 150 in the corpus. The word tokens linked with edges, where thicker and more opaque lines indicate a higher number of counts. From the graph, a group of words that were frequently used together were “trials,” “human,” “clinical,” “news,” and “australia.” Moreover, the word “trials” was linked to a number of word tokens such as “phase,” “australia,” “testing,” “volunteers,” and “university”; the latter was linked to “oxford” and “queensland.” Another cluster of words that were commonly used together included “flu,” “years,” “virus,” and “people.” Bigrams such as “herd” and “immune” had some associations with “flu” and “virus.” There were a few word pairs, such as “antivax” and “vaxxers,” which were not connected to the main network and had a relatively small number of counts at the periphery of the graph.

We further examined the correlations between word tokens. The network of correlations (r>0.10) between word tokens with a count above 250 in the corpus is visualized in Figure 2, where the edges with a larger width and higher opacity indicate stronger correlations between word tokens. A major network of words consisted of keywords associated with the development and clinical trial of vaccines such as “trials,” “clinical,” “human,” “phase,” “volunteers,” “participant,” “astrazeneca,” “university,” “queensland,” and “oxford.” Another noteworthy major word network was composed of keywords that were related to the Australian government’s partnership with vaccine manufacturers in providing doses for the public: “deal,” “federal,” “government,” “scotty,” “morrison,” “millions,” and “doses.” On the other hand, “flu” was the center of another cluster associated with “influenza,” “deaths,” “rates,” “vax,” and “shot.” Some word pairs like “common” and “cold,” “herd” and “immune,” and “antivax” and “vaxxers” had distal associations with the main network. The pair “antivax” and “vaxxers” had some associations with “conspiracies” and “vax” linking with “flu” and “understand,” which in turn correlated with “science” and “shared.” Furthermore, “social” and “distancing” had a strong correlation, but this bigram, along with a few words that had some associations with them, did not link with the larger network of word tokens. Other similarly independent bigrams included “fast track” and “big pharma.”

We built a 3-topic LDA model and visualized the top 100 probability (beta) distributions of words for each topic in word clouds (Multimedia Appendix 6). The beta values are reported in Multimedia Appendix 7, and the top 20 probability (theta) distributions of topics in the tweet samples are shown in Multimedia Appendices 8-10. Three topic themes were synthesized from the word clouds and tweets extracted.
Topic 1: Attitudes Toward COVID-19 and COVID-19 Vaccination

The latent topic 1 centered on the public’s attitudes or actions toward COVID-19 vaccination, which were associated with personal values, theories, information received, or personal experiences. Vaccine supporters accepted COVID-19 vaccination because they considered that measures should be taken to cope with the rising number of infections, deaths, health care burden, and costs due to COVID-19. They scorned those who pretended to be experts or posted misinformation such as claiming that deaths from COVID-19 were attributable to other diseases. In addition, they also supported public vaccinations by taking actions such as seeking funding sources and media to promote vaccine trials. Those who worried about the COVID-19 vaccine were skeptical about conspiracy theories such as the “mark of the beast” and microchips in vaccines. The sudden pause of vaccine trials also triggered worries among users about the safety of vaccination. Some Twitter users claimed that they would not get vaccinated because of previous experience with vaccination-related adverse effects. Nonetheless, stock prices increased when positive news about vaccine development were released. Other Twitter users disregarded COVID-19, expressing that COVID-19 had a much lower death rate than the flu, thus making it insignificant for vaccination, which they deemed would only benefit pharmaceutical firms.
or be politicized. Moreover, implementing lockdowns before mass vaccination was not considered efficient in the long run. Users also thought that COVID-19 should not deserve more attention than other global problems such as climate change, aged care, or other diseases.

**Topic 2: Advocating for Infection Control Measures Against COVID-19**

The latent topic 2 indicated that some Twitter users were positive about the development of COVID-19 vaccines and antivirals and recognized the need for these products. Meanwhile, they also advocated following infection control measures and disproved misinformation or conspiracy theories. Some Twitter users rebutted tweets that may have been posted by antivaxxers or conspiracy theorists. For example, these users refuted skepticism over the safety of the rapidly produced vaccines, false claims about the association between the flu vaccine and COVID-19 infections and deaths, and inaccurate beliefs about vaccination coverage for achieving herd immunity differing across diseases. Some of their tweets emphasized the rising number of deaths related to COVID-19 within a rather short period compared with other pandemics in the past. They argued that although there were deaths caused by the flu, there were drugs, vaccines, and promotion campaigns targeting the flu. In comparison, deaths from COVID-19 were souring, and even worse than the flu, without mass vaccinations or antivirals. However, COVID-19 deaths could have been preventable. With previous experiences in developing vaccines for other coronaviruses such as MERS-CoV, users believed that the COVID-19 vaccine could be successfully developed to protect vulnerable groups like patients. They believed that everyone was susceptible to COVID-19 after contracting the coronavirus without vaccination. In the future, antivirals could also be developed. Beyond vaccines and drugs, they thought physical measures such as wearing masks and social distancing should be followed, particularly at a time when mass vaccination and antivirals are not yet available.

**Topic 3: Misconceptions and Complaints About COVID-19 Control**

The latent topic 3 generally showed the baseless claims and conspiracy theories that antivaxxers held against the COVID-19 vaccine as well as complaints and helplessness about testing and lockdown measures, which would likely end with vaccination-induced herd immunity. Some Twitter users made claims that were unfounded or based on conspiracy theories against the COVID-19 vaccine. For example, one concluded that Australia suggested using a vaccine that had never been tested or certified to fight the virus. Some others believed that hydroxychloroquine was an effective treatment; hence, banning its use was viewed as a politicized action. Users also thought that those rejecting hydroxychloroquine should take vaccines from Bill Gates, who was falsely accused of planning to implant microchips into human bodies via vaccinations. However, other Twitter users pointed out the limitations of vaccinations such as their inability to prevent viral transmissions or treat COVID-19 and its complications. Even if vaccines are available, a high number of doses globally and tests for the virus or even antibodies are required if COVID-19 is not eradicated. Some complained that the tests led to an increase in known positive cases and in turn a prolonged lockdown, making the situation helpless without the availability of a vaccine. On the other hand, provaxxers celebrated the success in vaccine development. They criticized antivaxxers for not believing in science and accepting vaccination, as well as for disregarding the serious consequences of COVID-19 and for suggesting natural herd immunity, which would be catastrophic. For example, allowing the rampant spread of the coronavirus would lead to health care system breakdown and loss of life.

Figure 3 shows the change in sentiment scores of all tweets between January and October 2020. In each tweet, there could be both positive and negative sentiment with valences in opposite directions. Figure 3 shows that the scores increased gradually between January and March 2020. The higher the sentiment score, regardless of direction, the likelier the tweet will have stronger sentiments. However, most tweets expressed positive sentiment (score=62,498, 67%) rather than a negative one (score=27,622, 30%), while 940 (3%) tweets were neutral.

Figure 4 shows the emotion scores with respect to anticipation, joy, surprise, and trust in all tweets. The scores also rose in the first quarter of 2020. Approximately 45% of the scores were associated with these 4 emotions. Specifically, the emotion components were trust (score=22,436, 17%) and anticipation (score=19,278, 14%). Some tweets scored for surprise (score=7865, 6%) and joy (score=10,296, 8%).

Figure 5 shows the scores of negative emotions such as anger, disgust, fear, and sadness for all tweets. The scores increased in the first 3 months of 2020; approximately one-third of the scores were associated with these negative emotions. Among them, fear was the most significant one (score=18,449, 14%). Other emotions included sadness (score=11,082, 8%), anger (score=9091, 7%), and disgust (score=6337, 5%). On the other hand, nearly 22% (n=6994) of the tweets were emotionally neutral.
Figure 3. Distributions of sentiment valences between January and October 2020.

Figure 4. Distributions of emotion valences for (A) anticipation, (B) trust, (C) joy, and (D) surprise between January and October 2020.
Discussion

Principal Findings

We found that the public opinion about COVID-19 vaccines fell under 3 latent topics among Australian Twitter users from January 22 to October 20, 2020. Topic 1 was about different attitudes and actions toward COVID-19 and its vaccination. Provaxxers recognized the consequences of the COVID-19 pandemic and supported vaccine trials. Those who were skeptical about vaccines were affected by misinformation and adverse effects, which are statistically rare. Some Twitter users gave low priority to COVID-19 and hence vaccination against it and other unrelated problems. Topic 2 showed that some Twitter users advocated for infection control measures, had confidence in COVID-19 vaccine trials, and rebutted tweets that were derived from conspiracy theories or misinformation. They argued that infections and deaths from COVID-19 had overtaken previous pandemics, and other measures such as wearing masks and social distancing should be followed when mass vaccination is yet to come. Topic 3 centered on baseless claims, conspiracy theories, complaints, and misconceptions about various measures against COVID-19, including vaccines, drugs, virus testing, lockdown, and herd immunity. The major pitfall of these tweets was that their content could not be supported with any valid scientific evidence; further, the complaints were not directly associated with any solutions. Another significant finding was that nearly two-thirds of the sentiments in the tweets related to COVID-19 vaccines were positive. Of those tweets analyzed, 17% of the emotions were linked with trust and 14% were associated with anticipation. However, 14% contained fear and 8% expressed sadness. Overall, less than one-third of the tweets’ sentiments were classified as negative, and one-third of the tweets were associated with the 4 negative emotions (ie, fear, sadness, anger, and disgust).

Comparison With Prior Work

In the past decade, machine learning has been applied to explore topics and sentiments of content from Twitter users about vaccinations. Some studies have examined tweets related to vaccinations in general, while others have analyzed vaccination-related tweets focusing on a particular virus or disease, such as the influenza virus, which causes respiratory illness, or HPV, which is mainly sexually transmitted. Those studies identified both positive and negative sentiments toward vaccinations, as well as neutral sentiment. Nevertheless, the outcomes of sentiment categories and the topics identified from Twitter users varied across studies focusing on different countries, years, viruses, and thus diseases.

For example, Jamison et al [85] generated 100 topics using LDA in which nearly half were annotated as provaccination, and less than 30% were coded as antivaccination from English, vaccine-relevant tweets between 2014 and 2017. However, Raghupathi et al [60] found that both positive and negative sentiments accounted for 40% of English tweets in the first half of 2019. On the other hand, the composition of sentiments in non-English tweets could be different from those of English tweets. In Italy, Tavoschi et al [51] used support vector machine to classify tweets’ term frequency-inverse document frequency between 2016 and 2017, and found that 60% were neutral, 23% were against vaccination, and only 17% were provaccination. It was also found that the number of provaccine tweets became greater than the number of antivaccine tweets when news about compulsory vaccination and the soaring rate of positive cases or deaths were broadcast [86].

The topics identified were not entirely similar across studies. For instance, Jamison et al [85] summarized 5 provaccine themes and 5 antivaccine themes from 100 topics; and Raghupathi et al [60] identified 3 focus areas (eg, the search for better vaccines, the disease outbreak, and debates between provaxxers and antivaxxers regarding measles). Chan et al [74],

Figure 5. Distributions of emotion valences for (A) fear, (B) sadness, (C) anger, and (D) disgust between January and October 2020.
who studied influenza vaccination in the United States, used LDA to create 10 topics in which some shared similar attributes with the themes of Jamison et al [85], such as vaccine science, safety concerns, and conspiracy theories. Some, but not all, of the similar themes, focus areas, and topics could also be seen in the analyses of tweets about vaccination regardless of virus types such as those in the studies surrounding HPV vaccinations [73, 87-90].

**Added Value of This Study**

This study is the first topic modeling and sentiment analysis of tweets in Australia about COVID-19 vaccinations. As COVID-19 has turned into a pandemic, it is necessary to explore and summarize public opinion and sentiments pertaining to discussions on the COVID-19 vaccine, so as to prepare for the promotion of vaccination, which needs to be strengthened. This study used a traditional natural language processing technique—LDA—to identify 3 latent topics in the tweets associated with COVID-19 vaccinations: (1) attitudes toward COVID-19 and its vaccination, (2) advocating infection control measures against COVID-19, and (3) misconceptions and complaints about COVID-19 control. Furthermore, this study discovered that positive sentiment in COVID-19 vaccine discussions was higher than negative sentiment, and trust and anticipation comprised relatively large proportions of the emotions observed, as well as fear. This study visualized results using word clouds, counts of word pairs, and correlations between words, which offer supplementary angles in interpreting the results. For example, high-frequency words and word pairs that commonly appeared together were intuitively presented.

The Australian population has been the focus of research on tweets related to vaccination in previous studies. Taking the HPV vaccine as an example, nearly one-fifth of Australian Twitter users expressed health concerns about the vaccine [88], and around one-third of the exposure to information on Twitter was associated with misinformation or adverse effects of the vaccine [89]. Our study provides new insights into topics of discussion in Australia and sentiments toward vaccination against COVID-19, which is now a global pandemic and has caused over 900 deaths in Australia [3] and over 1.8 million deaths worldwide [4] as of early January 2021. By assessing public opinion and the sentiments associated with COVID-19 vaccination, governments and health agencies can plan, tailor, and implement a timely promotion of vaccination to achieve herd immunity as soon as possible.

**Implications**

In the results of the previous studies, we did not see a prevalent objection or opposition, in terms of topics identified or sentiments, toward vaccination regardless of virus types. A number of topics’ focus areas or themes shared a certain level of similarity across studies concerning different viruses. For instance, topics of safety, scientific evidence, and conspiracy theories were commonly found across studies. Topics like scandals associated with vaccines, misinformation, and disease outbreaks were identified in some other studies. These results indicated public concern about the benefits and risks of vaccination at the individual and social levels, and the type of virus or disease when deciding whether to receive a vaccine or not.

In our study, besides fabricated information such as microchips in vaccines and the flu vaccine causing COVID-19 deaths, some Twitter users thought that COVID-19 was not serious enough compared to other existing global crises, and that the pandemic was being politicized or commercialized. These conspiracy theories, along with other antivaccine propagandas such as encouraging natural herd immunity, indicated that the risks of deaths, complications, or sequela arising from COVID-19 to others, or to oneself, were acceptable to some members of the public.

Although the Australian opinion showed more positive sentiment related to COVID-19 vaccinations, the positive sentiment was not a leading majority compared to the negative one. This means more work needs to be done to promote vaccination so as to achieve herd immunity to protect vulnerable and minority groups. Rigorous science that is easily understandable needs to replace biased, fabricated, or outdated information in the public. Governments should build and strengthen the public’s confidence in COVID-19 vaccination, if it is not mandatory, that is, required by law, beyond arranging vaccine delivery logistically and vaccine administration clinically.

**Limitations**

Our results represent Twitter users in the Australian public, which is a different approach from national survey statistics. However, the public opinions collected on Twitter may represent views from younger populations. Previous studies showed that around 85% to 90% of Twitter users were aged less than 25-40 years, which varied across locations such as the Netherlands [91], the United Kingdom [92] and other places [93]. Older adults’ opinions require further investigations with modifications to the study design whereas younger adults’ opinions on the vaccine deserve continuous attention. Goldstein et al [94] reported that those aged less than 35 years had high cumulative rates of COVID-19 infections in the community where transmissions in secondary schools or high schools were robust. A report published by the US Centers for Disease Control and Prevention [95] showed that the percent positivity of SARS-CoV-2 RT-PCR (reverse transcription–polymerase chain reaction) tests increased early among young people, followed by a rise in positivity in middle-aged and older adults. Consequently, around 20% of adolescents manifested symptoms compared with nearly 70% of the elderly [96], who are subject to a higher probability of further developments leading to death. Hence, there is an urgent need to explore younger population’s opinion and acceptability of vaccination, which could have significant impact on disease control in the first place.

In addition to the study period and the country of concern, analysis methods might lead to variation in topics and sentiments toward vaccinations. For supervised learning such as support vector machine, a training set is required, which needs to be manually labeled; this might carry some subjectivity in categorizing tweets into predefined topics for training. However, the advantage is that the set could be used to validate the model performance and then test a large data set. Considering unsupervised learning such as LDA, Dirichlet multinomial
mixture (DMM), and k-means of term frequency–inverse document frequency, the primary limitation is the subjectivity in defining the topics created [60,74]. In addition, a sound reason or calculation is needed to support the preset number of topics, which would affect the results.

Some previous studies generated a rather high number of topics (30-100) using an LDA or DMM model, and then manually grouped the topics into themes [73,85,89]. However, there was risk of bias since the content of each topic was not reported in detail, and the contents of the themes could be mixed, which is difficult to interpret. Furthermore, the manual grouping also contained the risk of subjectivity. In the current study, we adopted LDA, which was similar to the one used by Chan et al [74]. We identified 3 latent topics in which the importance of words was visualized; the frequency of word pairs and correlations between words provided additional results corresponding to the topic content.

Regarding sentiment analysis, the number of emotion categories were limited to 8 [83,97], but emotion is an abstract and broad concept that may involve as many as 27 categories [98]. Furthermore, words with spelling mistakes could not be identified and analyzed in the algorithm. With respect to each term for the development of an emotion lexicon by Mohammad and Turney [83], only 5 individuals in the public were recruited to annotate a term against each of the 8 emotions. The emotions of a term were annotated without considering possible contexts. Moreover, the interrater reliability statistics were not reported though the agreement percentages were apparently high.

Future Directions
Our study adopted an unsupervised machine learning method—LDA—for topic analysis. Future studies could investigate supervised learning to train classifiers to categorize tweets into different topics and sentiments based on a recognized theoretical framework. Such a framework could be proposed after an extensive literature review and qualitative synthesis; manual annotations should be as transparent, objective, and reliable as possible. Results from supervised learning following the same theoretical framework could be compared across the analyses of different data sets, for example, the results from different countries as shown by Shapiro et al [88]. Public opinions across countries require further study. For instance, recent online surveys of US adults found that only half claimed that they were “very likely” to get the COVID-19 vaccine [99], and one-third would not accept recommendations for vaccination [100]. In the United Kingdom, around one-third of the adult sample showed hesitancy or resistance against COVID-19 vaccination [101,102]. In the future, a spatiotemporal analysis of tweets about COVID-19 vaccination could be attempted. Similar studies have been conducted on Twitter data to study emergency department visits for influenza-like illness in New York City [103], COVID-19–related stress symptoms in the United States [104], and communicating the risk of MERS infections in South Korea [105]. Furthermore, individual reactions toward the COVID-19 vaccine in tweets could be monitored over time and tested for correlations between frequencies of identified topics or emotions, important real events, and health indicators such as vaccination coverage, infection rate, and death rate. In addition to studying the spread of misinformation and conspiracy theories on social media, future research should explore personal values that might hinder collective health care strategies and positive outcomes.

Conclusions
Our findings indicate that the Australian public possessed varying attitudes toward COVID-19 and its vaccination. Moreover, some had misconceptions and complaints about COVID-19 and infection control measures, while others advocated for pharmaceutical and nonpharmacological measures against COVID-19. Nonetheless, in our sentiment analysis, the level of positive sentiment in public opinion may not be strong enough to further a high vaccination coverage to achieve vaccination-induced herd immunity, which is essential to protect oneself and others. For those without contraindications, getting vaccinated is not merely a personal choice but is also a way of protecting the community. Governments should explore public opinion and sentiments toward COVID-19 vaccination and get the public psychologically prepared for vaccination with evidence-based, authorized, and understandable information, in addition to supporting the biomedical development, storage, delivery, and clinical administration of vaccines.
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Abstract

Background: The COVID-19 pandemic has broader geographic spread and potentially longer lasting effects than those of previous disasters. Necessary preventive precautions for the transmission of COVID-19 has resulted in delays for in-person health care services, especially at the outset of the pandemic.

Objective: Among a US sample, we examined the rates of delays (defined as cancellations and postponements) in health care at the outset of the pandemic and characterized the reasons for such delays.

Methods: As part of an internet-based survey that was distributed on social media in April 2020, we asked a US–based convenience sample of 2570 participants about delays in their health care resulting from the COVID-19 pandemic. Participant demographics and self-reported worries about general health and the COVID-19 pandemic were explored as potent determinants of health care delays. In addition to all delays, we focused on the following three main types of delays, which were the primary outcomes in this study: dental, preventive, and diagnostic care delays. For each outcome, we used bivariate statistical tests (\(t\) tests and chi-square tests) and multiple logistic regression models to determine which factors were associated with health care delays.

Results: The top reported barrier to receiving health care was the fear of SARS-CoV-2 infection (126/374, 33.6%). Almost half (1227/2570, 47.7%) of the participants reported experiencing health care delays. Among those who experienced health care delays and further clarified the type of delay they experienced (921/1227, 75.1%), the top three reported types of care that were affected by delays included dental (351/921, 38.1%), preventive (269/921, 29.2%), and diagnostic (151/921, 16.4%) care. The logistic regression models showed that age (\(P<.001\)), gender identity (\(P<.001\)), education (\(P=.007\)), and self-reported worry about general health (\(P<.001\)) were significantly associated with experiencing health care delays. Self-reported worry about general health was negatively related to experiencing delays in dental care. However, this predictor was positively associated with delays in diagnostic testing based on the logistic regression model. Additionally, age was positively associated with delays in diagnostic testing. No factors remained significant in the multiple logistic regression for delays in preventive care, and although there was trend between race and delays (people of color experienced fewer delays than White participants), it was not significant (\(P=.06\)).

Conclusions: The lessons learned from the initial surge of COVID-19 cases can inform systemic mitigation strategies for potential future disruptions. This study addresses the demand side of health care delays by exploring the determinants of such delays. More research on health care delays during the pandemic is needed, including research on their short- and long-term...
impacts on patient-level outcomes such as mortality, morbidity, mental health, people’s quality of life, and the experience of pain.

(J Med Internet Res 2021;23(5):e25446) doi:10.2196/25446
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Introduction

Times of disaster have often been characterized by a lack of access to health care, treatment delays or interruptions, and medication shortages [1-4]. The COVID-19 pandemic has broader geographic spread and potentially longer lasting effects than those of previous disasters. Further, the care of patients with COVID-19 has overburdened health care systems, and seeking health care may put patients at risk of exposure to SARS-CoV-2. Implementing necessary infection prevention precautions for the transmission of SARS-CoV-2 (the virus that causes COVID-19) and allocating resources (eg, personal protective equipment, beds, and personnel) in anticipation of or in response to a surge of COVID-19 cases has resulted in delays in and cancellations of in-person health care services, especially at the outset of the pandemic. These delays may affect a large proportion of patients. For example, in a recent study about health care delays at the outset of the pandemic among breast cancer survivors (April 2 to April 27, 2020; N=609), 44% of participants reported breast cancer treatment delays [5]. The consequences can be significant for individuals with conditions that require timely intervention, such as cancer, other chronic health conditions, and mental health concerns. The deleterious effects of postponing preventive, diagnostic, and dental health care may include the delayed or missed diagnosis of life-threatening illnesses such as cancer, the exacerbation of illnesses, and even death. Given the potential implications for the morbidity and mortality of delaying or not accessing health care, it is important to document delays and interruptions in health care access during the COVID-19 pandemic to inform appropriate intervention efforts.

Of great interest and concern are delays in preventive and diagnostic care, particularly delays in such care for older adults. Before the pandemic, approximately 50% of all adults received the recommended preventive care in the United States [6-8]. Thus, people with pre-existing and emerging conditions may not be receiving needed health care management—a problem that was not introduced but rather amplified by the pandemic. Further, as preventive and diagnostic care are the first line of defense for diagnosing life-threatening illness, delays and interruptions may result in higher mortality and morbidity. This is of particular concern for older adults, given that age is the main risk factor for cardiovascular disease, cancer, and neurodegenerative conditions [9], and such conditions may be exacerbated by stress and isolation during the pandemic. Emerging studies on delayed and interrupted care have focused on specialties such as head and neck malignancies [10], urologic surgeries [11], and heart failure [12]. Ding and colleagues [13] documented the potentially fatal consequences of care delays for COVID-19-negative patients requiring in-person medical care for timely diagnosis. They described five pediatric patient cases with poor clinical outcomes resulting from delays in cancer diagnosis. These poor outcomes unfortunately occurred despite the fact that several patients interacted with primary care providers through telehealth visits prior to presenting at the hospital. Due to the effects of the COVID-19 pandemic on people’s access to health care, the oncology community anticipates an uptick in the number of cancer diagnoses and diagnoses at higher cancer stages and an increase in cancer mortality rates overall [14]—a devastating and sobering concern. Research with a focus on older adults is needed to characterize the near- and long-term impacts of delayed and interrupted care on health and inform effective and person-centered solutions to protect severely ill but treatable patients.

To address a gap in our understanding of the effects of the pandemic on health care access, we examined the rates of delays in health care among a US convenience sample at the outset of the pandemic, with a specific focus on preventive care. Our study reflects Americans’ experiences with the demand for health care. We also characterized the reasons for such delays. As we navigate the pandemic and the potential resurgences of infections, our findings can inform systems-level strategies for future public health emergencies to mitigate delays, improve effective communications for addressing uncertainty, and promote mental health interventions.

Methods

Study Design

In April 5, 2020, we launched an internet-based survey study examining the impact of the COVID-19 pandemic on mental health and well-being. Participants were invited to take part in a study that focused on “how the pandemic is affecting you” through social media (ie, Twitter and Facebook), listservs, social networks, websites (eg, Buzzfeed), and the research match website at Columbia University. Information about this study was included in the beginning of the survey; participants indicated consent by proceeding to the survey. The survey comprised multiple validated instruments as well as items that were developed to help us understand experiences that were specific to the COVID-19 pandemic. The mean completion time for the full survey was approximately 35 minutes. As this study was not funded, participants were not offered compensation. At the culmination of the survey, participants were provided with a list of resources (eg, crisis hotlines) in case they experienced distress. Participants were also asked to provide their email addresses if they consented to being recontacted for future follow-ups. Participants who provided their email addresses were surveyed again between April 26 and May 5,
2020. All study procedures were reviewed and approved by the Columbia University Institutional Review Board.

**Measures**

Participants were asked about any interruptions they experienced to their health care in the following item, which was developed specifically for this study: “Have you experienced any delays or interruptions in your healthcare (e.g. cancelled or delayed appointments, tests, procedures) during the coronavirus outbreak?” Response options for this item were dichotomous (“yes” or “no”), and participants who responded affirmatively were asked to elaborate with an open-ended, text-based answer. Responses ranged from no delayed care to multiple types of delayed care. Some participants included more detailed responses.

**Data Coding and Analysis**

To characterize and code the types of delays, we used Microsoft Excel. Three researchers (ELP, DR, and HG) coded participants’ responses to the open-ended item about the types of health care delays and interruptions they experienced [15,16]. The coding process was as follows. First, one researcher (DR) reviewed a set of 25 randomly selected responses and developed a draft codebook, which primarily focused on the types of care affected. Second, the three researchers collaboratively reviewed the codebook draft and planned the logistics of the coding process. Each researcher coded the same 50 responses, identified coding uncertainties, and noted potential codebook edits. To establish interrater reliability, the three researchers discussed coding discrepancies until they were resolved with 100% agreement among all three researchers. The codebook was edited to clarify codes, add additional codes, and remove codes. Third, each researcher coded a third of the remaining responses. Any uncertainties were resolved by communication and discussion with the other two researchers. Finally, upon completion, researchers debriefed to further refine the codebook (e.g., adding a dermatology code based on its frequency of appearance in the data set). All codes (n=2776) were integrated into a single spreadsheet.

**Statistical Analysis**

Basic descriptive statistics were used to describe the research sample. We conducted two sets of inferential procedures to determine which factors were associated with self-reported health care delays, with a focus on three outcome variables. First, we examined the determinants of experiencing any health care delays due to the pandemic (dichotomous variable; “yes” or “no”). Among those who experienced delays, we were particularly interested in the following three types of delays: dental, preventive, and diagnostic care delays. For each dependent variable, bivariate analyses were conducted to describe the associations of the outcomes with demographic characteristics or self-reported levels of worry about their general health and COVID-19. Independent samples t tests were used for continuous independent variables, whereas chi-square tests were used for categorical variables. All independent variables were then entered into a multiple logistic regression model; R (The R Foundation) [17] was used for the statistical inference procedures.

**Results**

The analytic sample for this study included 2570 participants (accounting for missing data in the delays question) from across all US states who completed the survey between April 5, 2020, and May 5, 2020. Participants’ ages ranged from 18 to 84 years (mean 37.3 years, SD 12.6 years). The majority of participants were non-Hispanic White (2464/2570, 95.9%), were cisgender (ie, gender identity is consistent with the sex assigned at birth) women (2456/2570, 95.6%), were heterosexual (1680/2570, 65.4%), and had at least a Bachelor’s degree (1259/2570, 50%). Table 1 shows a summary of demographics.
Table 1. Sample characteristics (N=2570).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Numeric variables, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>37.31 (12.63)</td>
</tr>
<tr>
<td>Distance to hospital (miles)</td>
<td>2.30 (0.95)</td>
</tr>
<tr>
<td>Health-related worry (scale of 0-100)</td>
<td>52.27 (26.71)</td>
</tr>
<tr>
<td>COVID-19–related worry (scale of 0-100)</td>
<td>74.93 (20.54)</td>
</tr>
<tr>
<td><strong>Categorical variables, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Cisgender women</td>
<td>2456 (95.6)</td>
</tr>
<tr>
<td>Cisgender men</td>
<td>324 (12.6)</td>
</tr>
<tr>
<td>Transgender or nonbinary individuals</td>
<td>118 (5.6)</td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1680 (65.4)</td>
</tr>
<tr>
<td>Sexual minority</td>
<td>1202 (46.8)</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2464 (95.9)</td>
</tr>
<tr>
<td>Black</td>
<td>48 (1.9)</td>
</tr>
<tr>
<td>Latina, Latino, Latinx, or Hispanic</td>
<td>174 (6.8)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>199 (7.7)</td>
</tr>
<tr>
<td>Biracial</td>
<td>7 (&lt;1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>57 (2.2)</td>
</tr>
<tr>
<td>Less than a Bachelor's degree</td>
<td>419 (16.3)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>783 (30.5)</td>
</tr>
<tr>
<td>Enrolled in graduate school</td>
<td>287 (11.2)</td>
</tr>
<tr>
<td>Graduate or professional school</td>
<td>894 (34.8)</td>
</tr>
<tr>
<td>Doctorate degree (eg, MD, PhD, DrPH)</td>
<td>449 (17.5)</td>
</tr>
</tbody>
</table>

Almost half (1227/2570, 47.8%) of all participants reported experiencing delays or interruptions in their health care. Of these, 8.3% (102/1227) reported switching their care to telemedicine, and 12.6% (154/1227) reported experiencing health care access issues (eg, barriers associated with insurance coverage). Most participants (921/1227, 75.1%) who experienced delays specified the types of affected care. Some individuals solely responded with phrases such as “doctor’s appointment,” which resulted in no associated code due to the lack of the specificity of the response. Among those that specified the type of care, the three most commonly reported types of care affected included dental (351/921, 38.1%), preventive (269/921, 29.2%), and diagnostics (151/921, 16.4%) care (Figure 1). Emergency care was the least commonly reported type of care affected (12/921, 1.3%) among this sample, followed by vaccinations (14/921, 1.5%) and cancer care (14/921, 1.5%). Further, 10.2% (94/921) of the participants who responded to this item reported disruptions to the health care of others (eg, child, spouse, and parent; not included in Figure 1).
In Table 2, we present the reported barriers to receiving health care services, which were based on follow-up questions that were sent to individuals who indicated an interest in participating in follow-up questionnaires. The top 3 barriers to care—each reported by about one-third of participants—included a fear of SARS-CoV-2 infection (126/374, 33.7%), provider discouragement (122/374, 32.6%), and the feeling that their health care concerns were not as important as others’ concerns (118/374, 31.6%).

<table>
<thead>
<tr>
<th>Responses</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>651 (63.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>374 (36.5)</td>
</tr>
<tr>
<td>I was afraid of getting infected</td>
<td>126 (33.7)</td>
</tr>
<tr>
<td>My health care provider discouraged me coming in</td>
<td>122 (32.6)</td>
</tr>
<tr>
<td>I felt like my concern/need wasn’t as important as other people’s</td>
<td>118 (31.6)</td>
</tr>
<tr>
<td>My health care provider is unavailable</td>
<td>108 (28.9)</td>
</tr>
<tr>
<td>I felt like my symptoms weren't severe enough</td>
<td>89 (23.8)</td>
</tr>
<tr>
<td>I have no health insurance</td>
<td>15 (4)</td>
</tr>
<tr>
<td>I cannot afford my copay or deductible</td>
<td>14 (3.7)</td>
</tr>
<tr>
<td>Other</td>
<td>60 (16)</td>
</tr>
</tbody>
</table>

Individuals, higher levels of education, higher levels of self-reported worries about general health, and higher levels of self-reported worries about COVID-19 were all associated with experiencing health care delays. We then entered all independent variables, regardless of their significance at the bivariate level, into a multiple logistic regression model. The results from the logistic regression models indicated that age ($P<.001$), gender...
We also examined delays in specific types of health care—dental, preventive, and diagnostics care. Both the bivariate tests (Table 4) and the multiple logistic regression model (Table 5) showed that the only significant independent variable that was associated with dental delays was self-reported worries about general health. Increased levels of worry were associated with fewer delays in dental care ($P=.002$). Our bivariate analyses identified two factors that were associated with experiencing delays in diagnostics (Table 4)—age and self-reported worry about general health. In the multiple logistic regression model, both factors remained significant at the .05 level of confidence. Age had a larger effect on experiencing delays in diagnostics. Every 10-year increase in age increased the odds of experiencing delays in diagnostics by a multiple of 1.36. The bivariate tests of association for delays in preventive care showed that age ($P=.03$) and race and ethnicity ($P=.02$) were significant. Neither of these factors remained significant in the multiple logistic regression model, and although there was trend between race and delays (people of color experienced fewer delays than White participants), it was not significant ($P=.06$).
Table 4. Bivariate analyses of the reasons for experiencing health care delays resulting from the COVID-19 pandemic among those who reported experiencing any health care delays (N=921).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Delays in dental care</th>
<th>Delays in diagnostics</th>
<th>Delays in preventive care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.3 (13.3)</td>
<td>39.3 (13.3)</td>
<td>.50</td>
</tr>
<tr>
<td>Gender, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender women</td>
<td>86.6</td>
<td>87</td>
<td>.94</td>
</tr>
<tr>
<td>Cisgender men</td>
<td>8.8</td>
<td>8.3</td>
<td>.99</td>
</tr>
<tr>
<td>Transgender or nonbinary individuals</td>
<td>4.6</td>
<td>4.7</td>
<td>.99</td>
</tr>
<tr>
<td>Race, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>88.9</td>
<td>89.1</td>
<td>.22</td>
</tr>
<tr>
<td>People of color</td>
<td>11.1</td>
<td>10.9</td>
<td>.89</td>
</tr>
<tr>
<td>Sexual identity, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>61.1</td>
<td>56.9</td>
<td>.99</td>
</tr>
<tr>
<td>Sexual minority</td>
<td>38.9</td>
<td>43.1</td>
<td>.89</td>
</tr>
<tr>
<td>Education, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than a Bachelor’s degree</td>
<td>13.7</td>
<td>14.7</td>
<td>.89</td>
</tr>
<tr>
<td>Bachelor’s degree or some graduate school</td>
<td>35.9</td>
<td>34.9</td>
<td>.60</td>
</tr>
<tr>
<td>Graduate or doctorate degree</td>
<td>50.4</td>
<td>50.4</td>
<td>.60</td>
</tr>
<tr>
<td>Distance miles to nearest hospital (miles), mean (SD)</td>
<td>2.3 (0.9)</td>
<td>2.4 (1.0)</td>
<td>.25</td>
</tr>
<tr>
<td>Worry about general health (scale of 0-100), mean (SD)</td>
<td>50.5 (27.2)</td>
<td>56.1 (26.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Worry about COVID (scale of 0-100), mean (SD)</td>
<td>75.8 (20.6)</td>
<td>77.1 (20.3)</td>
<td>.38</td>
</tr>
</tbody>
</table>
Table 5. Multiple logistic regression of reasons for experiencing health care delays resulting from the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Dependent variables</th>
<th>Any delays</th>
<th>Delays in dental care</th>
<th>Delays in diagnostics</th>
<th>Delays in preventive care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P value</td>
<td>95% CI</td>
<td>P value</td>
<td>95% CI</td>
</tr>
<tr>
<td>Age (years; 10-year increments)</td>
<td></td>
<td>&lt;.001</td>
<td>1.12-1.28</td>
<td>.25</td>
<td>0.95-1.19</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender men</td>
<td></td>
<td>&lt;.001</td>
<td>0.46-0.78</td>
<td>.93</td>
<td>0.60-1.59</td>
</tr>
<tr>
<td>Transgender or nonbinary individuals</td>
<td></td>
<td>.36</td>
<td>0.80-1.81</td>
<td>.75</td>
<td>0.56-2.16</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>People of color</td>
<td></td>
<td>.07</td>
<td>0.64-1.02</td>
<td>.70</td>
<td>0.70-1.68</td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual minority</td>
<td></td>
<td>.01</td>
<td>1.04-1.46</td>
<td>.28</td>
<td>0.63-1.14</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or some graduate school</td>
<td></td>
<td>.43</td>
<td>0.87-1.40</td>
<td>.63</td>
<td>0.72-1.71</td>
</tr>
<tr>
<td>Graduate or doctorate degree</td>
<td></td>
<td>.02</td>
<td>1.03-1.64</td>
<td>.85</td>
<td>0.69-1.57</td>
</tr>
<tr>
<td>Distance (miles) to nearest hospital</td>
<td></td>
<td>.34</td>
<td>0.96-1.13</td>
<td>.31</td>
<td>0.81-1.07</td>
</tr>
<tr>
<td>Worry about general health (10-point increments)</td>
<td></td>
<td>.01</td>
<td>1.01-1.08</td>
<td>.002</td>
<td>0.86-0.97</td>
</tr>
<tr>
<td>Worry about COVID (10-point increments)</td>
<td></td>
<td>.88</td>
<td>0.96-1.05</td>
<td>.35</td>
<td>0.96-1.12</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>&lt;.001</td>
<td>0.17-0.44</td>
<td>.41</td>
<td>0.31-1.62</td>
</tr>
</tbody>
</table>

aThe reference group for all categorical variables are as follows: cisgender woman (gender), White (race), heterosexual (sexual identity), and less than Bachelor’s degree (education).

bThere were 2570 observations for any delays, 907 observations for delays in dental care, 907 observations for delays in diagnostics, and 907 observations for delays in preventive care.

Discussion

Principal Findings

In June 2020, Dr Lasic, an interventional cardiologist at Jamaica Hospital Medical Center and Lenox Hill Hospital in New York, made the following prediction: “I think the toll on non-COVID patients will be much greater than COVID deaths” [18]. To our knowledge, ours is the only study that aimed at understanding the toll on patients without COVID-19 by describing rates of multiple types of health care delays as well as characterizing people who were the most affected by these delays during the beginning of the pandemic. In June 2020, under dynamic circumstances, researchers found that 32% and 12% of adults deliberately delayed or avoided routine care and emergency care, respectively [19]. Our findings suggest that a not insignificant proportion of the US populace may be experiencing delayed or interrupted care as a result of the pandemic, which may lead to decrements in health over the long term. Across all types of delays, older people, people with higher levels of education, and people who were more worried about their health were more likely to report delays or interruptions in their care. Men and people of color were less likely to report delays or interruptions.

Our findings highlight that dental care appears to be the most impacted (reported by over one-third of participants; 351/921, 38.1%). This is unsurprising, given that many dental offices closed at the outset of the pandemic due to concerns of patient and provider safety. However, studies have shown a relationship between dental health and heart disease, between dental health and diabetes, and between dental health and prenatal outcomes [20-22]. This is suggestive of the potential, downstream, deleterious health implications of delayed or interrupted dental care. Dentists are often also on the frontlines of identifying child abuse [23] and intimate partner violence [24], of which both have reportedly increased in incidence during the pandemic [25-27]. Further, a recent study conducted in Qatar has suggested that routine oral care is associated with a reduction in the risk of COVID-19 complications (eg, hospitalization and ventilation) [28]. Several months into the pandemic (July 2020), the American Dental Association released a policy declaring that dentistry was essential care (ie, care that is integral to systemic health) [29]. Of great concern are our findings associated with the frequency of reported delays in preventive and diagnostic care, particularly delays in such care for older adults. The implications of this finding are described in the Introduction section.

The lessons learned from the initial surge of COVID-19 cases can help mitigate potential future disruptions. Mitigation strategies for future disruptions include effective patient prioritization and triage [30-34]. For instance, Medically Necessary Time-Sensitive Prioritization is a scoring system for surgical triage that integrates multiple factors associated with
the environment, patient risk, and ethics that are intended to be
generalizable across hospital settings [35]. Additionally, the
Centers for Medicare & Medicaid Services have released
guidelines for the provision of non–COVID-19 care [36-38].
However, considerations should also include patient life factors
(e.g., family support and transportation) as well as systems factors
at the hospital (e.g., visitation policy), local and state (e.g.,
infection control mandates), or national levels (e.g., policies).
Using systems thinking perspectives is necessary for addressing
complex problems [39]. Cancer care providers have also
recommended balancing delays against COVID-19 risk,
practicing effective social distancing, and managing the
appropriate allocation of resources [32]. Key to reducing delays
among patients is the relaying of accessible, clear, and actionable
messaging by health care systems about how and when to safely
access health care.

More research on health care delays and interruptions during
the pandemic is needed. Further investigation is needed into the
differences between the care of chronic illness and emergent
conditions. For instance, the first pandemic surge resulted in a
decline in hospitalization rates and lengths of hospital stay
associated with acute cardiovascular conditions as well as other
common conditions, such as acute appendicitis, bone fractures,
cancer, and live births. Given the evidence on differences based
on sex [40], race and ethnicity [41], sexual and gender identity
[42,43], and other key factors, we need to investigate
sociodemographic differences in delayed or interrupted care.
Further, the significant economic effects of the COVID-19
pandemic as well as the high rates of job loss may result in the
loss of insurance. Thus, more work is needed to understand how
these factors affect health care. The potential impacts on
patient-level outcomes such as mental health, quality of life,
and pain must also be considered.

Study Limitations
There are some key limitations that need to be considered. First,
this study relied on a convenience sample that is not
representative in terms of race, ethnicity, education, age, and
gender. Convenience samples are limited in terms of the
generalizability of prevalence rates. However, they have the
advantage of efficiency, which is critical in a dynamic situation,
and can be useful for understanding patterns and relationships
associated with a phenomenon of interest. Recent research has
shown that internet-based convenience samples correlate with
truly random probability samples to a surprising extent. For
example, Mullinix et al [44] found a correlation of 0.75 when
they conducted 20 experiments that replicated results based on
national probability samples on Amazon Mechanical Turk (an
internet-based survey platform). More recently, Coppock [45]
conducted 15 replication experiments and similarly found that
convenience and national probability samples provided similar
estimates of treatment and moderator effects. However, despite
the limitation of using a convenience sample, our study is unique
and critical to documenting experiences at the outset of the
pandemic, given that the conditions under which the data were
collected are not replicable. In addition, a study conducted over
the internet does not reach individuals who do not have access
to the internet. However, this is perhaps the only mechanism
for capturing data from a fleeting moment in time that is
characterized by dynamic and uncertain circumstances.

Conclusions
The pandemic has amplified people’s attention to health
disparities and inequities in the United States and has created
a need for inclusive and equitable research. The limitations of
this study highlight pervasive gaps and challenges associated
with conducting such research (and doing so efficiently, given
the dynamic nature of the COVID-19 pandemic). There is an
urgent need for sharing lessons learned, disseminating effective
strategies for reaching more diverse populations (e.g., engaging
leaders of marginalized communities, understanding and
addressing research hesitancy, etc), and encouraging the research
community to use and improve upon these strategies in future
research. Although the conditions for this study cannot be
replicated, the methodological lessons learned can serve as a
sort of pilot study for future crises, thereby creating more diverse
and inclusive bodies of research that drive health equity forward.
Without explicit discussions of research limitations, the research
community cannot make progress in collecting data to inform
the design of effective programs for addressing health inequities
that have existed long before the COVID-19 health crisis. The
impact of health care disruptions resulting from the COVID-19
pandemic may be difficult to measure in the short term. However,
characterizing these disruptions and improving research methods for such characterizations is critical to
informing systemic and equitable planning, mitigation, and
recovery strategies for the long term.
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Abstract

Background: During the COVID-19 pandemic, many ambulatory clinics transitioned to telehealth, but it remains unknown how this may have exacerbated inequitable access to care.

Objective: Given the potential barriers faced by different populations, we investigated whether telehealth use is consistent and equitable across age, race, and gender.

Methods: Our retrospective cohort study of outpatient visits was conducted between March 2 and June 10, 2020, compared with the same time period in 2019, at a single academic health center in Boston, Massachusetts. Visits were divided into in-person visits and telehealth visits and then compared by racial designation, gender, and age.

Results: At our academic medical center, using a retrospective cohort analysis of ambulatory care delivered between March 2 and June 10, 2020, we found that over half (57.6%) of all visits were telehealth visits, and both Black and White patients accessed telehealth more than Asian patients.

Conclusions: Our findings indicate that the rapid implementation of telehealth does not follow prior patterns of health care disparities.

(J Med Internet Res 2021;23(5):e23905) doi:10.2196/23905
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Introduction

During the COVID-19 pandemic, many hospitals reduced in-person ambulatory care. Through payment parity and reductions in administrative barriers, including the Health Insurance Portability and Accountability Act of 1996 waivers by Health and Human Services, physicians rapidly began providing care through telemedicine [1,2].
Methods

Study Population and Data Source
This study was deemed exempt by the institutional review board at the Beth Israel Deaconess Medical Center. In-person and telehealth visits to outpatient clinics staffed by our practicing faculty, between March 2 and June 10, 2020, for patients aged ≥18 years were identified and compared to visits to identical clinics during the same period in 2019.

Study Variables
Patient age (in deciles), self-identified race, and gender were extracted from the electronic health records.

Statistical Analysis
Statistical tests were performed using Stata SE (version 14.2, StataCorp). In-person and telehealth use were stratified by week and race and compared to the same period in 2019. We conducted similar comparisons by gender and age deciles and explored interaction terms to determine whether different groups of age deciles and race used telehealth more or less than other groups. We further conducted a subgroup analysis of care provided after April 27; after this date, we had more complete documentation of whether the telehealth visit was conducted using video technology or over the telephone. In this subgroup, we explored whether older adults (≥65 years old) made use of video technology at similar rates as younger patients. We similarly conducted a subgroup analysis during this period to investigate whether non-White patients used video technology at similar rates as White patients.

Results

Between March 2 and June 10, 2020, a total of 129,844 ambulatory visits were conducted, compared to 180,831 visits during the same period in 2019, which indicates a reduction of 28%. Compared to 2019, visits in 2020 decreased for all racial groups (White patients: 31%, Black patients: 23%, Hispanic patients: 26%, and Asian patients: 39%; P<.001).

Among visits in 2020, a total of 74,846 (57.6%) visits were conducted through telehealth. Overall, Black (n=9414 of 15,423, 61%) and White (n=37,620 of 63,397, 59.3%) patients used telehealth rather than in-person visits at higher rates; Asian patients used telehealth the least (n=3162 of 5661, 55.9%) (Figure 1). Patients with “unknown” racial designations displayed the lowest rates of telehealth use (P<.001).

Older patients accessed more outpatient care than younger patients (P<.001) (Table 1). Differences were observed by age and race; differences were most prominent among Asian patients (P<.001). Asian and Hispanic patients aged under 65 years used telehealth less than age-matched White patients (P<.01), but there was no difference in telehealth usage between Black and White patients under 65 years of age (P=.07).
In a subgroup analysis conducted among patients who sought care after April 27, we found that older adults were less likely to use video technology (19% of telehealth visits) rather than the telephone compared to their younger counterparts (26% of telehealth visits; \( P < .001 \)). White patients used video technology significantly more (25% of telehealth visits) than those of all other races (Black patients: 16%, Hispanic patients: 23%, and Asian patients: 17%; \( P < .001 \)).

### Table 1.
Overall usage of in-person and telehealth services from March 2 to June 10, 2020, at a single academic medical center in Boston, Massachusetts, among patients stratified by age and race, recorded at the time of registration (N=129,844).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Total</th>
<th>In-person visits</th>
<th>Telehealth visits</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>11,121 (100)</td>
<td>5179 (46.6)</td>
<td>5942 (53.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>19,675 (100)</td>
<td>10,234 (52.0)</td>
<td>9441 (48.0)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>15,831 (100)</td>
<td>6623 (41.8)</td>
<td>9208 (58.2)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>23,238 (100)</td>
<td>9437 (40.6)</td>
<td>13,801 (59.4)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>28,120 (100)</td>
<td>11,535 (41.0)</td>
<td>16,585 (59.0)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>20,972 (100)</td>
<td>7914 (37.7)</td>
<td>13,058 (62.3)</td>
<td></td>
</tr>
<tr>
<td>≥80</td>
<td>10,887 (100)</td>
<td>4076 (37.4)</td>
<td>6811 (62.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asian</td>
<td>5661 (100)</td>
<td>2499 (44.1)</td>
<td>3162 (55.9)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>15,423 (100)</td>
<td>6009 (39.0)</td>
<td>9414 (61.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6243 (100)</td>
<td>2656 (42.5)</td>
<td>3587 (57.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>8499 (100)</td>
<td>3817 (44.9)</td>
<td>4692 (55.1)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>30,621 (100)</td>
<td>14,240 (46.5)</td>
<td>16,381 (53.5)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>63,397 (100)</td>
<td>25,777 (40.7)</td>
<td>37,620 (59.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total, n (%)</strong></td>
<td>129,844 (100)</td>
<td>54,998 (42.4)</td>
<td>74,846 (57.6)</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)N/A: not applicable.

**Discussion**

### Principal Findings

Our results indicate that implementation of telehealth does not necessarily exacerbate the inequity in health care access, but it should be monitored carefully. Patients had fewer ambulatory visits of any kind during the COVID-19 pandemic; however, Asian and White patients accessed care less than Black and Hispanic patients compared to baseline. Black and White patients accessed telehealth care more than Hispanic and Asian patients. Patients with an “unknown” racial or ethnic designation upon registration had the least access to care.

Contrary to concerns that older patients might have difficulty navigating technology [6], our older patients used telehealth more often than younger patients. The potential reasons for this could be that younger patients perceived their clinical needs to be less urgent, had variable awareness of telehealth services, or experienced additional barriers [7]. However, we found that among telehealth users, patients over 65 years of age were less likely to use video technology, which may reflect concerns with technology; these concerns have been explored by other investigators [6,8]. Similarly, Black, Asian, and Hispanic patients were less likely to use video technology than White patients.

### Limitations

The limitations of this study include the use of administrative data and self-reported racial designations; approximately 22% of patients in our study belonged to an “unknown” racial category, which may limit our ability to draw inferences [9,10]. Further, our documentation of telehealth early in the pandemic was unable to distinguish telephonic and video visits, which may vary across racial and age groups [6].

### Conclusions

In conclusion, after a rapid increase in telehealth use at a single academic medical center in Boston, Massachusetts, we observed variable engagement of our patient population by both race and age in telehealth, but the trends did not mirror previously described patterns of health access disparity.
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Abstract

Background: Identifying new COVID-19 cases is challenging. Not every suspected case undergoes testing, because testing kits and other equipment are limited in many parts of the world. Yet populations increasingly use the internet to manage both home and work life during the pandemic, giving researchers mediated connections to millions of people sheltering in place.

Objective: The goal of this study was to assess the feasibility of using an online news platform to recruit volunteers willing to report COVID-19–like symptoms and behaviors.

Methods: An online epidemiologic survey captured COVID-19–related symptoms and behaviors from individuals recruited through banner ads offered through Microsoft News. Respondents indicated whether they were experiencing symptoms, whether they received COVID-19 testing, and whether they traveled outside of their local area.

Results: A total of 87,322 respondents completed the survey across a 3-week span at the end of April 2020, with 54.3% of the responses from the United States and 32.0% from Japan. Of the total respondents, 19,631 (22.3%) reported at least one symptom associated with COVID-19. Nearly two-fifths of these respondents (39.1%) reported more than one COVID-19–like symptom. Individuals who reported being tested for COVID-19 were significantly more likely to report symptoms (47.7% vs 21.5%; P<.001). Symptom reporting rates positively correlated with per capita COVID-19 testing rates (R²=0.26; P<.001). Respondents were geographically diverse, with all states and most ZIP Codes represented. More than half of the respondents from both countries were older than 50 years of age.

Conclusions: News platforms can be used to quickly recruit study participants, enabling collection of infectious disease symptoms at scale and with populations that are older than those found through social media platforms. Such platforms could enable epidemiologists and researchers to quickly assess trends in emerging infections potentially before at-risk populations present to clinics and hospitals for testing and/or treatment.

(J Med Internet Res 2021;23(5):e24742) doi:10.2196/24742
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Introduction

The global outbreak of SARS-CoV-2 led the World Health Organization (WHO) to declare a pandemic on March 11, 2020 [1]. SARS-CoV-2 causes COVID-19, which has a range of manifestations from asymptomatic infection to severe pneumonia, potentially leading to intensive care utilization and death. With over 34 million cases globally, COVID-19 has impacted health and health care in every country. Although COVID-19 spread has leveled off in some parts of the world [2], public health experts anticipate future outbreaks given that only a fraction of the population has been infected with the disease [3].

Given the need to isolate or quarantine infected individuals in order to slow community-level spread, a key component of an effective response to COVID-19 is early identification of new cases. At the beginning of the pandemic, most nations lacked capacity to confirm positive cases, typically performed using a real-time reverse transcription–polymerase chain reaction laboratory test. Over time, public health as well as hospital and commercial labs have expanded their abilities to perform COVID-19 tests. However, COVID-19 is challenging to identify because many cases are mild or asymptomatic. Between 40% and 45% of active viral cases do not exhibit symptoms [3,4]. Other individuals experience more mild symptoms, such as muscle aches, that may not prompt them to seek medical care. Individuals who do not feel sick are less likely to present to hospital or clinic for testing. Therefore, many COVID-19 cases go unreported, making it challenging for epidemiologists to track COVID-19 spread or model its future impact.

There exist several infodemiology [5,6] and digital surveillance tools to identify or estimate suspected COVID-19 cases in a population. These tools seek to capture COVID-19 symptoms, risks, and exposure information directly from consumers. Several recent studies report efforts to capture COVID-19 symptom data from consumers using internet-based surveys [7,8] or social media platforms [9,10]. Additional studies examine the use of mobile apps that allow patients to self-report symptoms; some are dedicated to COVID-19, while others are extensions of existing platforms [11-13]. Further, some studies explore the use of web search behaviors to detect potential clusters of COVID-19 [14].

Existing COVID-19 surveillance tools tend to focus on tracking COVID-19 cases in a localized geographic area. For example, a review of COVID-19 mobile apps found that more than half were official apps managed by local health authorities presumably focused in their local region [13]. Moreover, many reports on existing tools either lack details regarding users who provided information [12,14] or the population surveyed was skewed, such as in Shen et al [9] where 85% of respondents were between 19 and 40 years of age. To maximize efficacy, digital public health surveillance tools should capture data from a representative sample across local, state, and national levels to enable global outbreak identification and trend monitoring. Furthermore, public health authorities should use a variety of surveillance tools to gather data from multiple sources to triangulate disease outbreaks and trends.

Methods

Overview

We employed an epidemiologic survey to collect COVID-19 symptoms and behaviors from individuals recruited using a web-based news platform. Not knowing whether the method would be successful, we approached the project as a feasibility study. We collected data in multiple countries over 4 weeks to examine the platform’s ability to capture a representative sample of the underlying population with internet access in order to detect suspected COVID-19 cases before individuals may have sought diagnosis and treatment from the health system.

Survey Instrument

The survey primarily focused on capturing symptoms associated with COVID-19. Using the best available data at the time (early April 2020), the following symptoms were included in the survey: fever, cough, itchy or watery eyes, loss of sense of taste or smell, nasal congestion or runny nose, sore throat, and shortness of breath or difficulty breathing. Our list was principally based on the list published by the US Centers for Disease Control and Prevention, which recognized three main symptoms for COVID-19: fever, cough, and shortness of breath [15]. An early systematic review, published in March 2020, that included 1576 early COVID-19 patients reported that the most prevalent clinical symptom was fever, followed by cough, fatigue, and dyspnea [16]. A later review reported the main symptoms to be fever, cough, fatigue, slight dyspnea, sore throat, headache, conjunctivitis, and gastrointestinal issues [17]. We further included anosmia (loss of the sense of smell) and ageusia (loss of the sense of taste), because early evidence [18] linking these symptoms was emerging from the literature around the time of survey development. Because these symptoms were only associated with COVID-19, and they are similar to symptoms experienced by patients with other diseases, we considered these symptoms to indicate COVID-19–like illness rather than a definitive case of COVID-19, which is confirmed through laboratory testing.

In addition to symptoms, we asked respondents to report some behaviors linked to COVID-19 risk. We specifically asked respondents to describe where they had spent time outside of their home in the past 2 weeks, more than 18 miles from home or fewer than 18 miles from home. We also asked if they had traveled outside of their home country in the previous 2 weeks. We collected minimal demographics for respondents to protect privacy. The only demographics requested were age group (eg, 40-49 years) and gender. We further asked for respondents’ postal codes (eg, ZIP Code) to enable comparisons with localized outbreaks of COVID-19. We did not ask respondents to separately report their country of residence. We did not...
capture race data as it is not customary to collect such information outside the United States.

We created the survey in English and subsequently translated it into 12 additional languages for release into 30 different language markets. Languages included, among others, Mandarin, French, German, Japanese, Greek, and Spanish.

**Subject Recruitment**

To recruit participants, we placed banner ads on the Microsoft News platform. Microsoft News delivers news from multiple, popular publishers across web and mobile experiences. The service is used by nearly a half billion monthly users, making it one of the largest audiences of news readers in the world [19].

The Microsoft News team embedded a link to the Regenstrief Institute survey on its news sites in 31 global language markets to reach a large, general population sample for the survey. Each language market directed users to a survey in that language. Initially, Microsoft News editors manually embedded a promotion button calling for survey participants that linked to the survey. Editors randomly embedded the link in approximately 150 pieces of news content daily that were delivered to readers across the United States. Editors placed a button on news content at randomized time windows (eg, 5:36 AM Pacific Time [PT]; 2:12 PM PT) to limit the time window in an effort to deter malicious tampering (eg, bot attacks) during a 1-week survey pilot period. Unique URLs for each language-specific survey were also used to prevent bot attacks. Editors also attempted to avoid placing the button on COVID-19–related content to prevent oversampling people reading about COVID-19. Moreover, editors tried to ensure the button was placed at a low profile (ie, “below the fold” of the news article).

By April 10, 2020, COVID-19–related content accounted for 80% of US news traffic. This challenged the manual embedding process, placing an unmanageable burden on the Microsoft News editorial team. Therefore, in consultation with the research team, Microsoft News switched to a conditional banner method on April 11, 2020.

The conditional banner ad methodology involved automatically rendering the ad (Figure 1) at the top of all news articles, but with the condition that a user would only see the banner twice in 30 days. The conditional banner provided a gating effect so that Microsoft News readers could only be served a total of two conditional banners calling for participants to complete the survey during any single month. For example, if a reader visited a travel article and a politics article during the month, the reader had two opportunities to see the banner ad but would not see it again until the next month. Furthermore, once a reader clicked on a conditional banner ad, which took them to the survey, they would not receive another conditional banner ad calling for participants until the next month. We offered users two banner ads per month until they completed the survey or until the survey closed. Although Microsoft News tracked whether a user saw the banner ad more than once, user identifiers were not provided to the research team, so we could not identify individuals or link their multiple responses.

![Figure 1. Screenshot of the Microsoft News platform showing the banner ad placed at the top of the screen that recruited participants to take a survey about COVID-19 symptoms and behaviors.](https://www.jmir.org/2021/5/e24742/fig1.png)

Importantly, Microsoft News readers who clicked on the banner ad always saw an initial screen on the survey site that prompted them for their explicit consent to participate, informed them of the risks of participating, and gave them a chance to leave the survey and either return to Microsoft News or access COVID-19 information resources (eg, WHO site). No user data were captured until participants consented. The Regenstrief Institute monitored referring websites to confirm that nearly all respondents came to the survey from Microsoft News.

**Data Collection**

Surveys were developed and rolled out in two phases. We first generated and published the US-based English survey. The US-based English survey was published beginning on April 7, 2020. Beginning April 11, 2020, the conditional banner ad replaced the manually embedded button. Non-English surveys were published on April 23, 2020. All surveys closed on May 1, 2020. Figure 2 depicts the overall flow for collection and analysis of data.
Survey responses were collected and managed in collaboration with Research Technologies, a Pervasive Technology Institute Center at Indiana University (IU) [20], using Research Electronic Data Capture (REDCap) tools [21,22]. Data from each language-based survey were stored in separate tables on the REDCap server, then extracted into a combined data set for analysis using REDCap-ETL (extract, transform, load) and the IU REDCap-ETL Gateway [23,24]. The language of the respondent was captured as a distinct field in the combined data set.

REDCap is a secure, web-based software platform designed to support data capture for research studies, providing (1) an intuitive interface for validated data capture, (2) audit trails for tracking data manipulation and export procedures, (3) automated export procedures for seamless data downloads to common statistical packages, and (4) procedures for data integration and interoperability with external sources. REDCap-ETL extracts
data from REDCap, transforms the extracted data, and loads the transformed data into a database. The IU REDCap-ETL Gateway enables high-throughput data transfer between REDCap and multiple endpoints by allowing REDCap-ETL to scale to many simultaneous runs using the job scheduler of a high-performance computer.

Analytical Methods

We used descriptive statistics to summarize responses overall and by country to examine patterns. We further employed ecological methods to compare prevalence by country as well as association methods to examine differences in responses by country. Moreover, we employed correlation methods to compare symptom responses to standard outbreak measures. More than 85% of responses were received from residents in the United States and Japan. Therefore, we only included these responses in the analysis.

We first examined patterns regarding the limited demographics captured in the survey. Descriptive statistics provide a sense for the representativeness of the respondents. We calculated summary statistics for respondent demographics after removing all entries that did not provide informed consent, indicated by failing to click Next. In all demographic categories, we restricted our summarization to those individuals who did not select prefer not to say.

We next summarized responses based on respondents’ reported symptoms and behaviors that might contribute to COVID-19 exposure. We asked respondents to indicate the presence of one or more current symptoms, including symptoms believed to be associated with COVID-19 infection and those not shown to be associated. The symptoms believed to be more common among patients testing positive for COVID-19 include fever, cough, shortness of breath, loss of sense of taste or smell, and sore throat [7,17,18,25]. Symptoms associated with COVID-19 were grouped into various phenotypes for COVID-19–like illness. We defined four different COVID-19 phenotypes for analysis, summarized in Table 1. We examined a variety of phenotypes to explore symptom combinations associated with COVID-19. We examined multiple phenotypes since evidence suggests that many COVID-19 patients experience more than one symptom, but a specific set of symptoms is not yet definitive. Phenotype 3 is the broadest definition for a potential case, as individuals could report any of the symptoms previously known to be associated with COVID-19 infection. Phenotype 4 is the most restrictive phenotype, as it requires indication of fever or loss of taste or smell plus one of the other symptoms associated with infection. All phenotypes were informed by available evidence [26] indicating which symptoms or combinations are associated with infection.

To visualize the distribution of respondents in the United States, we restricted the data to valid US ZIP Codes. The text field used by respondents to enter their postal code was unrestricted, given the lack of global conventions for representing residential area. Invalid ZIP Code entries were ignored when generating maps of US respondents. States were assigned based on published ZIP Code values associated with each state. To map ZIP Code values to US counties, we leveraged a crosswalk between county Federal Information Processing System codes and ZIP Code.

Chi-square tests of independence were used to examine whether responses differed significantly between the United States and Japan. We further compared responses between respondents indicating that they received testing versus those reporting that they did not receive laboratory testing for COVID-19. We employed correlation to compare the proportion of respondents meeting various phenotype definitions in a given state to existing surveillance per capita metrics reported in the same state during the study period. First, we correlated phenotypes with the per capita testing rate in each state, since individuals with symptoms are theoretically more likely to seek out testing. Second, we correlated phenotypes with the reported per capita case rate, which represents the positive case volume in a given state. These metrics were obtained from The Atlantic application programming interface [27], which are aggregated from a variety of sources.

Ethics Approval

This study was approved by the Institutional Review Board at IU as exempt research.

Results

We received a total of 87,322 valid responses. Of these, 47,424 (54.3%) were from the United States and 27,936 (32.0%) were from Japan. Table 2 summarizes responses and the demographics of respondents. Responses from Japan are skewed toward male gender (21,220/27,936, 77.0%), whereas the US
responses are more balanced (male: 25,787/47,424, 57.0%). With respect to age, more than half of the respondents from both countries were over 50 years of age. Chi-square analysis found the rates of responses in Japan were significantly different from those in the United States.

The distribution of respondents in the United States is depicted in Figure 3 as well as in Multimedia Appendix 1. The raw counts of respondents from each state and ZIP Code (Figures S1 and S2 in Multimedia Appendix 1) show broad geographical distribution of responses across the nation. Higher numbers of responses were generally observed in areas with higher populations. When normalized by state population, responses were greatest in the northern states, especially the extreme northeastern states and the states in the Upper Plains region.

Table 2. Demographics of all respondents (who completed the consent portion) of a web-based questionnaire about COVID-19 symptoms recruited through the Microsoft News platform.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>All respondents, n (%)a</th>
<th>Respondents from the United States, n (%)a</th>
<th>Respondents from Japan, n (%)a</th>
<th>P value b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong> (all: n=83,901; United States: n=45,050; Japan: n=27,536)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80+</td>
<td>2672 (3.2)</td>
<td>2202 (4.9)</td>
<td>252 (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>70-79</td>
<td>12,150 (14.5)</td>
<td>8402 (18.7)</td>
<td>2343 (8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-69</td>
<td>23,632 (28.2)</td>
<td>14,438 (32.0)</td>
<td>6233 (22.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-59</td>
<td>23,174 (27.6)</td>
<td>10,635 (23.6)</td>
<td>9539 (34.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-49</td>
<td>12,580 (15.0)</td>
<td>5040 (11.2)</td>
<td>5850 (21.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>5208 (6.2)</td>
<td>2567 (5.7)</td>
<td>1757 (6.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-29</td>
<td>4485 (5.3)</td>
<td>1766 (3.9)</td>
<td>1562 (5.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong> (all: n=84,134; United States: n=45,195; Japan: n=27,461)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>29,171 (34.7)</td>
<td>19,221 (42.5)</td>
<td>6174 (22.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>54,651 (65.0)</td>
<td>25,787 (57.1)</td>
<td>21,220 (77.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Transgender</td>
<td>180 (0.2)</td>
<td>102 (0.2)</td>
<td>40 (0.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>132 (0.2)</td>
<td>85 (0.2)</td>
<td>27 (0.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aPercentages may not add up to 100% due to rounding.
bP values were based on chi-square analysis.

Figure 3. Total responses by US state normalized by population. Lighter colors indicate low counts, whereas darker colors indicate a higher number of responses.

https://www.jmir.org/2021/5/e24742
Responses over time are summarized in Figure 4, stratified by the location of the response. Cumulative responses increased rapidly in the days immediately after the survey launch followed by a continued, steady increase in the weeks after the launch.

Figure 4. Cumulative responses over time, stratified by location of respondent, to a survey on COVID-19 symptoms. The survey was offered in Japan 16 days after it was introduced in the United States.

In Table 3 we summarize the responses with respect to COVID-19 symptoms, phenotypes, and behaviors. Most respondents (56,551/87,322, 64.8%) reported no symptoms. Among those reporting at least one symptom (30,771/87,322, 35.2%), a total of 19,631 respondents (63.8%) reported at least one of the following symptoms associated with COVID-19: fever, cough, loss of sense of taste or smell, sore throat, shortness of breath, or difficulty breathing. These respondents met the inclusion criteria for Phenotype 3. Higher proportions of respondents in the United States reported COVID-19–like symptoms than respondents in Japan across all symptoms and phenotypes (42.2% vs 25.2%; \( P < .001 \)).

Among the 19,631 respondents meeting criteria for Phenotype 3, 7670 (39.1%) reported at least two symptoms associated with COVID-19 (Phenotype 1). A total of 15,341 out of 30,771 individuals with symptoms (49.9%) reported either cough or shortness of breath, or they reported at least two symptoms from the set of fever, sore throat, or loss of taste or smell (Phenotype 2). Examining the more specific symptoms of fever and loss of sense of taste or smell, 4820 out of 30,771 individuals with symptoms (15.7%) reported at least one of these symptoms in combination with one of the other symptoms (Phenotype 4). Reported symptoms met phenotype definitions at higher rates among respondents from the United States compared to respondents from Japan (\( P < .001 \)).

Compared to respondents who did not report symptoms, those reporting at least one of the symptoms associated with COVID-19 (Phenotype 3) in the United States were more likely to report getting tested (\( P < .001 \)). Similar rates were observed in Japan. Overall, higher proportions of respondents in the United States reported getting tested than did those in Japan (\( P < .001 \)). In both countries, individuals meeting the inclusion criteria for one of the phenotypes more frequently reported that they had traveled more than 30 km from their home within the past 14 days. Chi-square analysis found that the rates of responses in Japan were significantly different from those in the United States.
Table 3. Symptoms, phenotypes, and behaviors reported by respondents using a web-based questionnaire recruited through the Microsoft News platform.

<table>
<thead>
<tr>
<th>Symptoms, phenotypes, and behaviors</th>
<th>All respondents (N=87,322), n (%)</th>
<th>Respondents in the United States (n=47,424), n (%)</th>
<th>Respondents in Japan (n=27,936), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual symptom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>3308 (3.8)</td>
<td>2428 (5.1)</td>
<td>527 (1.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loss of taste or smell</td>
<td>2585 (3.0)</td>
<td>2032 (4.3)</td>
<td>214 (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough</td>
<td>12,826 (14.7)</td>
<td>9189 (19.4)</td>
<td>2184 (7.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>5768 (6.6)</td>
<td>4502 (9.5)</td>
<td>495 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sore throat</td>
<td>8021 (9.2)</td>
<td>5135 (10.8)</td>
<td>1873 (6.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Runny nose</td>
<td>17,157 (19.6)</td>
<td>11,772 (24.8)</td>
<td>3567 (12.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Itchy or watery eyes</td>
<td>12,800 (14.7)</td>
<td>8866 (18.7)</td>
<td>2518 (9.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>56,551 (64.8)</td>
<td>27,411 (57.8)</td>
<td>20,888 (74.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>At least 1 symptom</td>
<td>30,771 (35.2)</td>
<td>20,013 (42.2)</td>
<td>7048 (25.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Phenotype</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenotype 1</td>
<td>7670 (8.7)</td>
<td>5837 (12.2)</td>
<td>924 (3.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 2</td>
<td>15,341 (17.4)</td>
<td>10,961 (23.0)</td>
<td>2498 (8.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 3</td>
<td>19,631 (22.3)</td>
<td>13,308 (27.9)</td>
<td>3881 (13.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 4</td>
<td>4820 (5.5)</td>
<td>3647 (7.6)</td>
<td>623 (2.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Tested</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenotype 1</td>
<td>635 (8.3)</td>
<td>551 (9.4)</td>
<td>23 (2.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 2</td>
<td>827 (5.4)</td>
<td>707 (6.5)</td>
<td>32 (1.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 3</td>
<td>939 (4.8)</td>
<td>793 (6.0)</td>
<td>45 (1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 4</td>
<td>523 (10.9)</td>
<td>461 (12.6)</td>
<td>21 (3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>869 (1.5)</td>
<td>496 (1.8)</td>
<td>227 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Traveled more than 30 km</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenotype 1</td>
<td>1539 (20.1)</td>
<td>1242 (21.3)</td>
<td>164 (17.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 2</td>
<td>2724 (17.8)</td>
<td>2052 (18.7)</td>
<td>436 (17.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 3</td>
<td>3394 (17.3)</td>
<td>2433 (18.3)</td>
<td>659 (17.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 4</td>
<td>994 (20.6)</td>
<td>799 (21.9)</td>
<td>107 (17.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>9237 (16.3)</td>
<td>5070 (18.5)</td>
<td>3181 (15.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were based on chi-square analysis.

In Table 4, we compare respondents who reported that they were tested for COVID-19 versus those who reported no testing. Overall, few respondents (1967/87,322, 2.3%) indicated that they were tested for COVID-19. Examining symptom combinations and phenotypes revealed that individuals who reported symptoms were more likely to report being tested for COVID-19. Among those tested for COVID-19, nearly half (939/1967, 47.7%) reported at least one symptom compared to individuals who were not tested (18,197/84,498, 21.5%; P<.001). The most prevalent symptom combinations among individuals tested for COVID-19 included cough and nasal congestion or runny nose (404/1967, 20.5%), cough and shortness of breath or difficulty breathing (372/1967, 18.9%), as well as fever and cough (318/1967, 16.2%). Nearly two-thirds (55,084/84,498, 65.2%) of individuals who reported no symptoms also reported not being tested.

The proportion of respondents in each state meeting a given phenotype definition positively correlated with the proportion of individuals tested in that state (Figures S1-S4 in Multimedia Appendix 2). For example, the proportion of individuals who reported symptoms corresponding to Phenotype 3 were significantly (P<.001) positively (R<sup>2</sup>=0.26) correlated with the per capita rate of individuals tested for COVID-19 (Figure S3 in Multimedia Appendix 2). The proportion of respondents meeting a given phenotype definition showed slight correlation with the reported case rate (R<sup>2</sup>≤0.04) (Figures S5-S8 in Multimedia Appendix 2), yet these correlations were not statistically significant (P≥.05). For example, the proportion of individuals who reported symptoms corresponding to Phenotype 4 were nonsignificantly (P=.23) positively (R<sup>2</sup>=0.04) correlated with the per capita rate of individuals testing positive for COVID-19 (Figure S8 in Multimedia Appendix 2).
Table 4. Symptom combinations and phenotypes among respondents, stratified by whether or not they reported getting tested for COVID-19.

<table>
<thead>
<tr>
<th>Symptom combinations and phenotypes</th>
<th>All respondents (N=87,322), n (%)</th>
<th>Respondents tested for COVID-19 (n=1967), n (%)</th>
<th>Respondents not tested for COVID-19 (n=84,498), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual symptom combination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever and cough</td>
<td>2268 (2.4)</td>
<td>318 (16.2)</td>
<td>1895 (2.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever and itchy or watery eyes</td>
<td>1345 (1.4)</td>
<td>146 (7.4)</td>
<td>1162 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever and loss of sense of taste or smell</td>
<td>1073 (1.1)</td>
<td>189 (9.6)</td>
<td>850 (1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever and nasal congestion or runny nose</td>
<td>1821 (1.9)</td>
<td>227 (11.5)</td>
<td>1548 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever and sore throat</td>
<td>1666 (1.8)</td>
<td>205 (10.4)</td>
<td>1411 (1.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever and shortness of breath or difficulty breathing</td>
<td>1626 (1.7)</td>
<td>254 (12.9)</td>
<td>1327 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough and itchy or watery eyes</td>
<td>4713 (5.0)</td>
<td>246 (12.5)</td>
<td>4338 (5.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough and loss of sense of taste or smell</td>
<td>1625 (1.7)</td>
<td>244 (12.4)</td>
<td>1327 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough and nasal congestion or runny nose</td>
<td>6523 (6.9)</td>
<td>404 (20.5)</td>
<td>5963 (7.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough and sore throat</td>
<td>4056 (4.3)</td>
<td>310 (15.8)</td>
<td>3654 (4.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cough and shortness of breath or difficulty breathing</td>
<td>3650 (3.9)</td>
<td>372 (18.9)</td>
<td>3186 (3.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Itchy or watery eyes and loss of sense of taste or smell</td>
<td>1228 (1.3)</td>
<td>129 (6.6)</td>
<td>1056 (1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Itchy or watery eyes and nasal congestion or runny nose</td>
<td>7382 (7.8)</td>
<td>271 (13.8)</td>
<td>6932 (8.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Itchy or watery eyes and sore throat</td>
<td>3166 (3.4)</td>
<td>173 (8.8)</td>
<td>2921 (3.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Itchy or watery eyes and shortness of breath or difficulty breathing</td>
<td>2430 (2.6)</td>
<td>173 (8.8)</td>
<td>2179 (2.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loss of sense of taste or smell and nasal congestion or runny nose</td>
<td>1585 (1.7)</td>
<td>209 (10.6)</td>
<td>1324 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loss of sense of taste or smell and sore throat</td>
<td>1147 (1.2)</td>
<td>162 (8.2)</td>
<td>945 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loss of sense of taste or smell and shortness of breath or difficulty breathing</td>
<td>1241 (1.3)</td>
<td>194 (9.9)</td>
<td>1000 (1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nasal congestion or runny nose and sore throat</td>
<td>4079 (4.3)</td>
<td>250 (12.7)</td>
<td>3729 (4.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nasal congestion or runny nose and shortness of breath or difficulty breathing</td>
<td>3125 (3.3)</td>
<td>272 (13.8)</td>
<td>2765 (3.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sore throat and shortness of breath or difficulty breathing</td>
<td>2112 (2.2)</td>
<td>226 (11.5)</td>
<td>1826 (2.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Phenotype</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenotype 1</td>
<td>7670 (8.1)</td>
<td>635 (32.3)</td>
<td>6857 (8.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 2</td>
<td>15,341 (16.3)</td>
<td>827 (42.0)</td>
<td>14,117 (16.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 3</td>
<td>19,631 (20.8)</td>
<td>939 (47.7)</td>
<td>18,197 (21.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype 4</td>
<td>4820 (5.1)</td>
<td>523 (26.6)</td>
<td>4166 (4.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No symptoms</td>
<td>56,551 (60.0)</td>
<td>869 (44.2)</td>
<td>55,084 (65.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were based on chi-square analysis.
Discussion

Principal Findings

In this study, we recruited tens of thousands of respondents within 3 weeks to an online survey asking questions about symptoms associated with a novel infectious disease quickly spreading across the globe using banner ads on an online news platform. A principal finding is that an internet news platform is feasible for quickly collecting large-scale data from individuals across local, state, and national areas. Furthermore, this recruitment method reached an older population at greater risk of complications from COVID-19, distinguishing our study from prior research. Whereas many infodemiology studies recruit subjects from social media platforms where users are primarily under 40 years of age, the news platform we leveraged draws primarily from populations at least 50 years of age. Both findings have implications for future surveillance efforts in public health.

At time of the survey, Japan’s epidemic curve had started to flatten, with daily increases in new cases between 3% and 5%, whereas the curve in the United States continued its upward trajectory, with daily increases between 10% and 20% (Figure 5 [26,28]). On April 30, 2020, the United States reported a daily rate of new infections of 8.26 per 100,000 population. On the same date, Japan reported a daily rate of 0.19 new infections per 100,000 population. In this study, rates of reported symptoms in Japan were significantly lower than in the United States, providing face validity for respondents’ self-reported data. This further builds the case for an online news platform as a reliable method for recruiting survey respondents.

The survey data further yielded interesting insights about the pattern of symptoms reported by respondents. First, nearly two-thirds of those reporting at least one symptom reported at least two symptoms. Emerging evidence suggests that symptom combinations may be predictive of COVID-19 infection [26]. The fact that most individuals reporting COVID-19–like symptoms reported more than one symptom provides further evidence that exploring specific phenotypes might be fruitful for future research. Second, the constellation of symptoms involving loss of taste or smell with fever appears more often among individuals who reported that they received testing for COVID-19. Several studies report loss of taste and smell as common among COVID-19 patients [18,26,29], suggesting that these symptoms cause individuals to seek out medical care or indicate an association with infection. Moreover, those reporting at least one symptom were significantly more likely to report having been tested for COVID-19 than those without symptoms, and those reporting symptoms were significantly associated with testing rates. Yet the rates of individuals reporting symptoms were not significantly associated with positive case rates, which were admittedly hindered due to limited testing infrastructure in the United States at the time of the survey [30]. These findings are novel, given the data were captured from community residents rather than individuals hospitalized from COVID-19, which is the population most prior studies used to report common symptoms reported by individuals infected with SARS-CoV-2.

Implications of Findings

Based on these findings, we encourage further study of online news platforms as a tool for reaching broad and diverse populations by public health agencies during emerging outbreaks. Although the news platform was male dominated...
and skewed older with respect to population, we recommend its use in combination with other epidemiologic methods, including infodemiology, random selection, and contact tracing. Only by using multiple methods will public health organizations successfully achieve diverse representation in the total set of data used to inform disease tracking efforts. Surveying only young, healthy populations is not sufficient for ascertaining prevalence of diseases like COVID-19. Yet inclusion of younger population data is important to understand disease spread during a crisis. It is possible that other news platforms may have younger audiences or cater to specific audiences that would improve diversity. Capturing data across platforms and methods to integrate findings would benefit future infodemiology research.

The methods used in this study go beyond the typical methods used in public health to ascertain symptoms among individuals who present at clinical or public health sites. Relying on data from individuals who present physically for treatment or testing alone is not sufficient to generate population-level information about the epidemiology of an emerging infectious disease, as only some individuals present for care or testing. Recall that approximately 40% of individuals with COVID-19 are asymptomatic [3], and many experience mild symptoms that do not require clinical intervention. Moreover, we received responses from individuals in small towns and rural communities, areas that are often medically underserved, thereby limiting patients’ ability to present for care. Furthermore, rural areas often lack robust laboratory testing infrastructures, a broad challenge that COVID-19 illuminated. Finally, the methods used here allowed for at-scale collection of data in a way that respects individuals’ privacy, as respondents did not need to provide any data that might otherwise be used to link back to medical records or sensitive information.

Internet-based survey methods are needed to gather data quickly during a crisis to inform where the disease might be present or where it might be headed next. Modeling efforts at the start of the COVID-19 pandemic were limited by a paucity of input data as well as a priori assumptions that drive model parameters. Having intelligence on symptoms from a broad population as well as behaviors (eg, those travelling >30 km from home) could better inform model development. Moreover, understanding which populations have received testing, and which ones do not appear to have access to testing, can inform deployment of test kits by national and/or state public health agencies. Finally, identification of symptom hot spots could help drive deployment of personal protective equipment as well as health care workers.

**Limitations and Future Directions**

Despite the promise of the methods described in this study, there remain many challenges for using internet news platforms and other infodemiology methods to inform public health action. Given limited testing infrastructure in many states, analysis of survey data in comparison with later waves of the pandemic might better show how survey data correlate with standard epidemiologic metrics, such as testing rates, case rates, and mortality. Furthermore, the descriptive nature of this study prevented examination of potential sampling bias in respondents. We observed some skewing related to gender and age. Further exploration of the methods for ad placement would be necessary to establish news platforms as a reliable method for infodemiology.

The study was further limited by the location data being restricted to postal codes. Postal code structures are not standardized globally. Some postal codes repeat in the world, which prevented accurate mapping of some responses to a correct country or province. Furthermore, some entries in the postal code field were unintelligible. It is also possible that some of the Japanese responses occurred outside Japan, as postal code information was self-reported rather than verified with location services within the web browser or mobile device. Moreover, the survey did not ask whether those tested for SARS-CoV-2 virus tested positive or negative. Therefore, we considered individuals reporting symptoms to have a COVID-19–like illness, recognizing that COVID-19 symptoms are similar to several respiratory diseases, such as influenza. The symptom list was further restricted to the best available evidence at the time of survey development.

In the future, we plan to expand our work to extend the survey to additional audiences and in combination with other methods for reaching broader audiences. We further plan to update the symptom list and capture additional details about an individual and their health history that could be correlated with COVID-19 cases and/or known risk factors for infection as well as hospitalization and death. In addition, because severely ill patients may not be able to complete an online survey, we will also explore whether our survey might be adapted to allow respondents to report information on family members who may be experiencing COVID-19–like symptoms.

**Conclusions**

News platforms can be used to quickly recruit study participants, enabling collection of infectious disease symptoms at scale and with populations that are distinct from those found through social media platforms. Such platforms could enable epidemiologists and researchers to quickly assess trends in emerging infections potentially before individuals present to clinics and hospitals for testing and/or treatment.
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Abstract

Background: The COVID-19 pandemic has created unprecedented challenges for first responders (eg, police, fire, and emergency medical services) and nonmedical essential workers (eg, workers in food, transportation, and other industries). Health systems may be uniquely suited to support these workers given their medical expertise, and mobile apps can reach local communities despite social distancing requirements. Formal evaluation of real-world mobile app–based interventions is lacking.

Objective: We aimed to evaluate the adoption, acceptability, and appropriateness of an academic medical center–sponsored app-based intervention (COVID-19 Guide App) designed to support access of first responders and essential workers to COVID-19 information and testing services. We also sought to better understand the COVID-19–related needs of these workers early in the pandemic.

Methods: To understand overall community adoption, views and download data of the COVID-19 Guide App were described. To understand the adoption, appropriateness, and acceptability of the app and the unmet needs of workers, semistructured qualitative interviews were conducted by telephone, by video, and in person with first responders and essential workers in the San Francisco Bay Area who were recruited through purposive, convenience, and snowball sampling. Interview transcripts and field notes were qualitatively analyzed and presented using an implementation outcomes framework.

Results: From its launch in April 2020 to September 2020, the app received 8262 views from unique devices and 6640 downloads (80.4% conversion rate, 0.61% adoption rate across the Bay Area). App acceptability was mixed among the 17 first responders interviewed and high among the 10 essential workers interviewed. Select themes included the need for personalized and accurate information, access to testing, and securing personal safety. First responders faced additional challenges related to interprofessional coordination and a “culture of heroism” that could both protect against and exacerbate health vulnerability.

Conclusions: First responders and essential workers both reported challenges related to obtaining accurate information, testing services, and other resources. A mobile app intervention has the potential to combat these challenges through the provision of disease-specific information and access to testing services but may be most effective if delivered as part of a larger ecosystem of
support. Differentiated interventions that acknowledge and address the divergent needs between first responders and non–first responder essential workers may optimize acceptance and adoption.

(J Med Internet Res 2021;23(5):e26573) doi:10.2196/26573
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Introduction

The COVID-19 pandemic has presented unique obstacles to first responders as well as to other essential workers who ensure that health and other basic needs of the public continue to be met [1,2]. Health systems may be uniquely positioned to support these individuals given their expertise and position embedded within local communities. Efforts to understand the challenges of first responders and essential workers and to evaluate support of these groups by health systems during a pandemic response are needed.

The definition of a “first responder” varies between state and federal agencies but commonly encompasses emergency medical personnel, firefighters, and law enforcement officers [3]. Their duties can lead to adverse mental, physical, and social consequences [4]. Although academic attention has focused on the intense mental and emotional strain on health workers, such as during the severe acute respiratory syndrome (SARS) epidemic [5,6] and the COVID-19 pandemic [7-9], nonmedical first responders also face adverse mental health consequences [10,11]. Other adverse effects include worker absenteeism [12,13], an exacerbation of predisease socioeconomic inequalities [14], and an increased risk of contracting the disease itself in an outbreak setting [15,16].

Less is known about the impact of disasters on essential workers not otherwise considered to be first responders, defined by their work in food and agriculture, construction, transportation, and other sectors of the economy deemed essential [17,18]. COVID-19 has spurred research in this population, with documented increased rates of depression and anxiety [19] and substance abuse [20] during the pandemic. Most concerning, the relative economic vulnerability of essential workers, including their need to leave home to work, further exacerbates existing socioeconomic and racial disparities seen in COVID-19 morbidity and mortality [17,21-23].

Certain factors can mitigate the stress experienced by first responders and essential workers [20]. Knowledge about a disease process may be protective, as essential workers without a health care background appear to experience a higher level of distress than workers who have training in disease processes [24]. Open, reliable information channels—even in a setting with many unknowns—may also be protective [25]. To date, documented efforts to support these workers have focused on prioritized access to testing [26], mental health support [18], and other health resources [27,28], but not necessarily on access to information.

Dissemination of this information occurs through formal and informal networks during a pandemic response [29]. However, the challenges brought on by the COVID-19 pandemic have highlighted a pre-existing disconnect between the health system and public health infrastructure [30,31]. Without these partnerships, first responders and essential workers cannot benefit from the expertise of the health systems located right in their communities. Given the uncertainties inherent in an unfolding pandemic, additional channels that draw upon health system expertise may be needed.

To this end, digital technologies, including mobile apps, appear to provide unique support in the context of social distancing efforts during a pandemic [32-34]. Formal evaluations of digital efforts to support first responders and essential workers are lacking; however, optimizing these upstream interventions may help mitigate health disparities and other adverse effects associated with their roles during a pandemic.

Methods

We conducted a qualitative user needs assessment and implementation evaluation (outcomes including adoption, appropriateness, and acceptability) [35] of an academic medical center–sponsored app-based intervention designed to support the information and testing needs of first responders and essential workers early in the COVID-19 pandemic. We further used app download data to triangulate [36] our understanding of the adoption of the app among the target populations using a convergent [37] mixed methods approach.

Setting

In April 2020, a quaternary academic medical center, Stanford Health Care (SHC, Palo Alto, California, United States) in partnership with a large technology company (Apple, Cupertino, California, United States) launched the Stanford Medicine COVID-19 Guide for First Responders and Essential Workers app (COVID-19 Guide App) with the goal of providing evidence-based information related to COVID-19, screening guidance, and access to testing services to support 1.1 million first responders and essential workers in the San Francisco Bay Area [38-40]. The dissemination effort by the institution included emails to local first responder and essential worker representatives, facilitated in part through previously established partnerships between SHC emergency physicians and emergency medical services (EMS) and fire organizations within the community developed through the institution’s EMS Fellowship. This study was conducted by an interdisciplinary evaluation group led by the Stanford Medicine Evaluation Sciences Unit. First responder interview participants were recruited from Bay Area county police, fire, and EMS departments and among physicians connected to the health system’s EMS physician fellowship. Essential worker interview participants were
recruited from local grocery stores, gas stations, care facilities, and civil infrastructure support businesses.

**Intervention**

The COVID-19 Guide App includes a screening questionnaire that provides testing recommendations with links to access further testing and care. COVID-19 resources from Stanford Health Care physicians and scientists, and foundational information on viruses and prevention (Figure 1) [38].

**Figure 1.** Example user displays of the Stanford Medicine COVID-19 Guide for First Responders and Essential Workers app.

---

**Sample**

First responder participants were drawn from police, fire, and EMS departments in Alameda, San Mateo, San Francisco, and Santa Clara counties through email and telephone call outreach to local departments. All fire personnel are cross-trained in EMS, although not all EMS personnel have fire training [41]; participants from both groups were recruited. Emergency medicine physicians who partnered with local fire and police departments through the EMS Fellowship [42] at Stanford School of Medicine were also interviewed using a convenience sampling approach. Snowball sampling was leveraged across all categories to connect with additional participants in harder-to-reach groups. Interviews were conducted until thematic saturation within each professional subgroup was reached.

Essential workers were recruited using a convenience sampling approach in which researchers sought interviews in person at local businesses. When a paucity of Spanish-speaking essential workers was recognized, we shifted to a telephone-based convenience sampling approach targeted at this population to better reflect demographics of the region [43] until thematic saturation for both English- and Spanish-speaking essential workers was reached. Pre-existing experience with the app was not a requirement for participation, and the interview protocol itself accommodated both prior experience and no prior experience with the app (Multimedia Appendix 1).

**Qualitative Data Collection**

From May to September 2020, 30-minute semistructured interviews using a protocol grounded in the Consolidated Framework for Implementation Research were conducted by multiple authors (SV, NS, AA, MF, CBJ) (Multimedia Appendix 1) [44]. Interviews were conducted with two or more researchers present, with rare exceptions for note-taking, training, and analytic purposes. First responder interviews were conducted by telephone and videoconference; essential worker interviews were conducted by telephone and in person. For Spanish speakers, a professional interpreter was enlisted to interpret interviewer questions and interviewee responses. First responder interviews were tracked confidentially, recorded, and transcribed verbatim using Rev [45]. Essential worker interviews were not recorded to protect the anonymity of these more vulnerable interviewees in their work-based settings. For these interviews, near-verbatim field notes were taken, and two or more researchers who were present at each interview contributed to the field notes in a debrief discussion immediately following the interview.
Quantitative Data Collection
Descriptive quantitative data, including the total number of downloads at the conclusion of the evaluation on September 1, 2020, were drawn from the app administrator account. User characteristics, including demographic and use data, were not available due to restrictions in data use agreements.

Qualitative Analysis
Interview transcripts were analyzed using an inductive rapid analytic process in which two researchers coded all interviews (SV, AA) [46,47]. We used an inductive-deductive approach to identify a priori themes related to access to information and testing services and emergent themes. Excerpts were presented in a matrix format following rapid analytic procedure methodology [48]. The matrix was populated with notes and quotations (AA) and reviewed by qualitative team members (SV, AA, MF) to reach consensus and compare themes across worker subgroups [49]. The Implementation Outcomes Framework guided the evaluation and presentation of implementation outcomes (appropriateness, acceptability, and adoption) [50].

Throughout the assessment, early findings were reported back to operational leads to inform ongoing improvement using the Lightning Report Method described in 2019 by Brown-Johnson et al [51]. This project was reviewed by the Stanford Institutional Review Board and did not qualify as human subjects research (Protocol ID 56126). All participants gave verbal consent to be interviewed, and first responders gave consent to be audio-recorded.

Results
Participant Characteristics
A total of 27 interviews were conducted with 17 first responders (63%) and 10 essential workers (37%) (Table 1). The number of participants within each subcategory was comparable, including 5 police (29%), 7 emergency medical technician (EMT) (41%), 4 EMT with fire training (EMT/Fire, 59%), and 5 physician police/EMS advisor (PoliceMD/FireMD, 29%) interviewees in the group of 17 first responders and 5 food and agriculture (50%) and 5 transportation and civil infrastructure (50%) interviewees in the group of 10 essential workers. The food and agriculture subgroup included 4 grocery workers and 1 dining supervisor, while the transportation and civil infrastructure subgroup included 3 gas attendants, 1 bus driver, and 1 electrician. First responders tended to be male (16/17, 88%), 30-49 years old (11/17, 65%), and White (10/17, 59%), and most reported working in their field for more than 10 years (10/17, 59%). The essential workers were 50% male (5/10), of varying ages, mostly Hispanic/Latino (7/10, 70%), and had worked in the field for either less than 5 years (4/10, 40%) or more than 10 years (5/10, 50). The primary language of half of the essential workers (5/10, 50%) was Spanish, whereas all first responder interviews were conducted in English.
Table 1. Participant demographics of the first responders and essential workers (N=27).

<table>
<thead>
<tr>
<th>Variable</th>
<th>First responders (n=17)</th>
<th>Essential workers (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Role</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Police</td>
<td>5 (29)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>EMS overall</td>
<td>7 (41)</td>
<td>N/A</td>
</tr>
<tr>
<td>EMS with fire training</td>
<td>4 (59)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physician police/EMS advisor</td>
<td>5 (29)</td>
<td>N/A</td>
</tr>
<tr>
<td>Food and agriculture</td>
<td>N/A</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Transportation and civil infrastructure</td>
<td>N/A</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (88)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (12)</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>2 (12)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>30-39</td>
<td>7 (41)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>40-49</td>
<td>4 (24)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>50-59</td>
<td>3 (18)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>60-69</td>
<td>1 (6)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>70-79</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Years working in occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>1 (6)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>5-9</td>
<td>6 (35)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>10+</td>
<td>10 (59)</td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>5 (29)</td>
<td>7 (70)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>2 (12)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>10 (59)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other/multiracial</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Primary language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>17 (100)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Spanish</td>
<td>N/A</td>
<td>5 (50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>EMS: emergency medical services.

Implementation Outcomes of the COVID-19 Guide App

Implementation outcomes of the COVID-19 Guide App differed between the first responder and essential worker groups. Perspectives on the app varied by group, with moderate to low adoption, mixed appropriateness, and mixed acceptability seen in first responders, and low adoption, high appropriateness, and high acceptability seen in essential workers.

Adoption

The COVID-19 Guide App received 8262 views from unique devices, from which 6640 individuals downloaded the app (80.4% conversion rate) from the launch date of April 7, 2020 to the end of the evaluation period on September 1, 2020. Assuming all downloads were in the target demographic within...
the Bay Area, this suggests a 0.61% adoption rate of the region’s 1,093,781 first responders and essential workers [39,40].

In the qualitative interviews, 2 participants had used the app and were able to share their experience directly. The majority were not familiar with the app but shared their perspectives based on a short description of the app.

Moderate to low adoption was described in the first responder group. First responder interviews shed light on the underlying reasons limiting widespread adoption. Physicians largely felt their involvement in the app development occurred “fairly late in the game” (FireMD 1, 2), perhaps due to the poor visibility of the emergency fellowship program within the institution (FireMD 1, 4).

In the essential worker group, on the other hand, none of the interviewees reported direct experience with the app, although their attitudes toward a theoretical app that provided COVID-19 testing were positive (see the Acceptability section below).

**Appropriateness**

First responders reported mixed perceptions of the appropriateness of the COVID-19 Guide App. All interviewees reported owning smartphones, with most using mobile apps for work. Despite the seeming appropriateness of an app-based solution for this group, some reported that the features of this app were less relevant for first responders. Although some thought the screening features and link to testing resources were personally helpful (PoliceMD 3, EMT/Fire 2) or useful for patients (EMT/Fire 7), others felt these features were already covered by other processes in their organization. Some reported frustration with the app’s inability to link a positive symptom screen to a scheduled test due to technical and privacy limitations; instead, the app would “take [them] to the end of a little pathway that would be like, ‘You should call your [department infection control officer] to get tested.’ No [kidding].” (FireMD 2).

Conversely, essential workers reported high appropriateness of the COVID-19 Guide App. Similar to first responders, all essential workers owned smart phones, and an overwhelming majority used mobile applications for work, indicating an ability to access and navigate mobile applications.

**Acceptability**

First responders expressed mixed acceptability of the app. A few participants who had directly used the app had positive perceptions (EMT/Fire 3, Police 1), sharing benefits of “quick answers” that were “super easy to access” (EMT/Fire 3).

Additionally, first responders also noted the need for a succinct, trusted data source (EMT/Fire 2), such as this app, particularly one that “agreed” with county information (Police 3, FireMD 4, PoliceMD 1). Indeed, brevity and trusted branding was seen as highly valuable and missing after a midimplementation shift to incorporate an outside partnership to produce content: “…Now it’s just too hard to filter what is coming as sort of medical recommendation versus what almost seemed like an ad” (FireMD 4).

Although no essential workers reported direct experience with the app, their attitudes toward a theoretical app that provided COVID-19 testing and disease information were overwhelmingly positive: “I’m looking forward to this app” (Grocery 1).

Like first responders, essential workers reported a desire for succinct, up-to-date, and trustworthy information (Grocery 4, Food Services 5). Essential workers noted that ideally, information would be presented in multiple languages to address reported widespread misinformation, particularly in non–English-speaking communities (Gas 2, Electrician 4). This information would also ideally be delivered through social media channels by physicians or nurses, as trust in the health system was reportedly higher than in media or government.

**Challenges Faced by First Responders and Essential Workers**

First responders and essential workers experienced a number of related challenges, described in the following qualitative themes: a need for personalized information with no clear playbook, parsing information takes time, misinformed beliefs fuel conflict, priority testing gets them back to work, fear of bringing an amorphous enemy home, and a lack of resources to fight the pandemic. First responders faced additional challenges related to the need for interprofessional coordination and a double-edged “culture of heroism” that could both protect against and exacerbate mental and health vulnerabilities (Table 2).
Table 2. Impact of the COVID-19 pandemic on first responders and essential workers.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Illustrative quotations</th>
</tr>
</thead>
</table>
| Need for personalized answers with no clear playbook | • “When COVID hit, I was taken out of my primary role… and put into a COVID response detail.” (Police 1)  
• “And early on it was a lot of questions [from EMS] ‘this patient didn’t tell us she had a fever but when they got to the hospital, she had a fever and she turned out to have been on the Princess Cruise’ [early COVID-19 outbreak] …it was tough because there wasn’t a clear playbook for so many different situations.” (Fire MD 4) |
| Parsing information takes time | • “I pretty much rely on my division chief to disseminate information, because he spends all day reading and looking at case studies and such.” (EMT/Fire 7) |
| Misinformed beliefs fuel conflict | • “The amount of misinformation has been pretty surprising. So, I don’t know that our fire departments are affected more heavily than anyone else, but there’s a lot of suspicion and a lot of misinformation.” (FireMD 2)  
• “We’ve had a couple people who have come up and said, ‘COVID-19 is a conspiracy. It’s not real.’ … just acting as though we’re propagating this lie, which, as firefighters, we’re not used to [such] conflict with our community members…It’s a little bit disappointing to see people, A: deny it and B: be confrontational with us.” (EMT/Fire 3) |
| Priority testing gets them back to work | • “But yeah, there hasn’t been much else as far as support, like where we could get tested, information on how we get tested.” (EMT 1)  
• “I didn’t want anybody [in law enforcement] to get sick at work from it, and I didn’t want community members to get sick from my teams. So I would just err and put them off from work until we heard back, but the priority testing… is really the only option I have [to get them back to the field]” (Police 2) |
| Fear of bringing an amorphous enemy home | • “[Police officers] have a lot of anxiety about bringing it home to their families and that sort of thing.” (PoliceMD 3)  
• “The thing that obviously is concerning to people is the last thing we want to do is bring this thing home, right? Especially those of us who have small kids …and spouses.” (Police 4)  
• “[My employer] didn’t give us a place to get tested… and then the people that have been price gouging with the PPEs… And then we get them, and they’re not N95s. So… we can’t use them in the field.” (EMT 6)  
• “It’s been very tough. I need to work even though I don’t feel comfortable doing so” (Grocery 4)  
• “At first, I couldn’t breathe. The first two weeks, I was panicked. What happens if I die? I stopped reading the news, and it’s getting much better now.” (Gas 1)  
• “We have coworkers that already died, we have coworkers they already have COVID. Now they give us a set of masks, a little thin piece of material. Come on.” (Bus Driver 5) |
| Lack of resources to fight the pandemic | • “I think what we’re having that’s been a disappointment is the lack of PPEs. And then the people that have been price gouging with the PPEs… And then we get them, and they’re not N95s. So… we can’t use them in the field.” (EMT 6)  
• “…I mean our city fire departments are getting… [mixed] messages of ‘you’re heroes, but the city’s not going to make nearly as much money this year as they normally do, so we’re going to slash your budget.’” (Fire MD 2)  
• “Before, food was served in a dining room…now residents eat in their own rooms. We set up dining carts to bring food to residents, which is exhausting.” (Food Services 5)  
• “I want information in Spanish” (Gas 2)  
• “I think it would be helpful to have more knowledge on herbal treatments for COVID… I prefer to use this” (Electrician 4) |

Non-first responder essential workers

- We are being bombed by so much information everywhere, so it is hard to know what is true.” (Bus Driver 5)
- We have to deal with [people not complying with mask policies] every single day… A lot of people have the mask on but around their neck” (Bus Driver 5)
- “I don’t trust information from the government. I don’t think it is accurate or reliable. The number of sick people is overexaggerated… they are trying to scare people.” (Food Services 5)
- “We've had a couple people who have come up and said, ‘COVID-19 is a conspiracy. It's not real.’ … just acting as though we're propagating this lie, which, as firefighters, we're not used to [such] conflict with our community members…it’s a little bit disappointing to see people, A: deny it and B: be confrontational with us.” (EMT/Fire 3)
- “It’s been very tough. I need to work even though I don’t feel comfortable doing so” (Grocery 4)
- “At first, I couldn’t breathe. The first two weeks, I was panicked. What happens if I die? I stopped reading the news, and it’s getting much better now.” (Gas 1)
- “We have coworkers that already died, we have coworkers they already have COVID. Now they give us a set of masks, a little thin piece of material. Come on.” (Bus Driver 5)
### Challenges

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First responders</strong></td>
</tr>
<tr>
<td>“And I can say that we’ve [transported] 13 positive COVID cases. I’ve only been notified on two of them.” (EMT/Fire 5)</td>
</tr>
<tr>
<td>“Where to park, where to go, what the entrance point is, what’s the exit point [at the hospital], is there a priority line? If law enforcement comes in, and they need to do something, do they have to wait in the general line and wait behind 10 people, or are they going to be let in a different way or checked in quickly, or given priority?” (Police 4)</td>
</tr>
</tbody>
</table>

**Non–first responder essential workers**

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not emerge in this group</td>
</tr>
</tbody>
</table>

**Need for interprofessional coordination (first responders only)**

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>“There’s a certain expectation that we hold ourselves to when we come to work and put a uniform on. Regardless of the environment or whatever’s presented…we just do our best to protect ourselves. Are some of us fearful of it [COVID-19]? Sure, but it doesn’t create necessarily anxiety.” (Police 5)</td>
</tr>
<tr>
<td>I think that because [police officers] tend to be the typical first responders, they hold things in … so they don’t deal with anxiety about these sorts of issues…They only reach a crisis point before they admit it, is what tends to happen.” (PoliceMD 3)</td>
</tr>
<tr>
<td>“…I think that it was tricky because I felt like we were testing pretty much anybody we wanted to at Stanford if we had a suspicion, but it was harder to tell a firefighter, ‘Hey, you probably should get tested. You had a high risk exposure.’” (FireMD 1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not emerge in this group</td>
</tr>
</tbody>
</table>

**Double-edged culture of heroism**

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>“And I can say that we’ve [transported] 13 positive COVID cases. I’ve only been notified on two of them.” (EMT/Fire 5)</td>
</tr>
<tr>
<td>“Where to park, where to go, what the entrance point is, what’s the exit point [at the hospital], is there a priority line? If law enforcement comes in, and they need to do something, do they have to wait in the general line and wait behind 10 people, or are they going to be let in a different way or checked in quickly, or given priority?” (Police 4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not emerge in this group</td>
</tr>
</tbody>
</table>

### Need for Personalized Answers With No Clear Playbook

First responders and essential workers reported that throughout the pandemic, they found themselves adjusting to new protocols and professional responsibilities, which came with many uncertainties.

First responders wanted to know how standard work protocols should change in the setting of the COVID-19 pandemic, particularly in the setting of limited personal protective equipment (PPE) resources (FireMD 1). These protocol questions impacted standard procedures, such as transporting evidence from an out-of-state crime scene involving suspects with confirmed COVID-19 (PoliceMD 5), as well as human resource and personal health concerns, such as contemplating how to manage COVID-19 risk for pregnant staff and officers (Police 3). In the absence of any precedent, professionals were forced to make challenging decisions with limited information.

Essential workers also wanted personalized information (Gas 2, Electrician 4, Gas 1), though these needs were not typically related to altered professional responsibilities but were instead related to language, personal preferences, and need for increased financial support. Both groups wanted more local dynamic information about COVID-19–positive cases (Gas 3, Police 4, EMT/Fire 5).

### Parsing Information Takes Time

Members of both groups acknowledged an overabundance of COVID-19 information through the media, internet, social media, and their professional settings. This aspect was particularly challenging given the dynamic nature of the available evidence (EMT/Fire 3, Police 2). Although the first responders appreciated county-level dashboards, professional daily emails, and Incident Command Center communications that made this information easier to digest (Fire/MD 4, EMT/Fire 5, Police 3, Police 5), others acknowledged significant time spent by either themselves (Gas 2, Grocery 3, Police 1) or someone in their work setting to digest the information (EMT/Fire 7).

Although first responders received their information largely from professional networks, essential worker information sources leaned toward social media (Electrician 4) and other websites (Grocery 2). The quantity of data led to skepticism:

*Is there any [accurate data]? I feel so in the blind. I feel like there’s information flying from every direction and so much of it is unreliable.* [EMT/Fire 7]

### Misinformed Beliefs Fuel Conflict

The lack of reliable data sources seemed to fuel mistrust and misinformation. Both groups expressed an explicit distrust of media (EMT 4, Bus Driver 5) and government (Food Services 5). Workers also reported encountering community members...
through their work who were misinformed, many of whom were reported to believe that the pandemic was a conspiracy (EMT/Fire 3). Lapses in community cooperation with mask requirements created novel conflict on the job, including the need to address “hostile” behavior in the community (Gas 1, EMT/Fire 3).

Priority Testing Gets Them Safely Back to Work
Both groups acknowledged some challenges in scheduling testing both through the app and in general through a work referral or on their own. Once a test was scheduled, however, experiences were positive. Interviewees emphasized that prioritizing testing was critical for enabling first responders and essential workers to return to their duties. In first responder organizations in which testing access was straightforward, this was thought to be due to designated COVID-19 support within the organization (Police 5, Electrician 4, EMT/Fire 5).

By contrast, essential workers reported frustration with accessing testing (Bus Driver 5). In the majority of cases where testing support was not available through work, participants sought alternate options through their primary care providers or the county (Bus Driver 5, Grocery 4, Gas 2); however, 1 participant was unsure of how to access testing at all (Gas 3).

Fear of Bringing an Amorphous Enemy Home
The stressful effects of the pandemic were salient across several interviews in both groups. These concerns centered on the amorphous nature of the disease (EMT/Fire 2), a need to go to work despite not feeling safe (Grocery 4), and fear of bringing the virus home to family (PoliceMD 3, EMT 4, Grocery 4, Food Services 5). Early high mortality rates documented in other countries contributed to widespread “paranoia” (EMT/Fire 5, Electrician 4), and reading the news worsened anxiety for some (Gas 1, Grocery 1).

The nature of a pandemic also meant that the workers’ families were affected, demanding their attention on top of their existing professional duties (FireMD 4). The prolonged and unpredictable nature of the pandemic was described as a “roller coaster” (EMT/Fire 7) with a “hurry up and wait” pace (EMT/Fire 2). One responder had “never been so scared and so bored in my life” (EMT/Fire 2). The mental suffering that resulted from the COVID-19 pandemic impacted both first responder and essential worker communities, although open discussions related to mental health were described as “muted” (Bus Driver 5). Although no first responders acknowledged wanting additional mental health support (see “Culture of Heroism” below), at least one essential worker acknowledged she did not have the support she needed (Food Services 5).

Lack of Resources to Fight the Pandemic
A lack of resources emerged as a dominant theme in conversations for both first responders and essential workers. Several participants noted insufficient quantities of PPE, to the point that police officers were reported to “go begging” at one point to obtain a sufficient supply (PoliceMD 3). Public budget cuts and subsequent staffing shortages were also cited as major challenges (Police 4). Although some workers belonged to unions, which made some efforts to support workers, their impact was perceived to be limited (Bus Driver 5, Grocery 4).

The broader economic impact of the pandemic also shifted the workers’ financial situations. Although some felt that the essential nature of their jobs made them more secure (Grocery 1, 2), this sentiment did not extend to everyone, as essential workers reported being furloughed (Bus Driver 5) or felt insecure in their position (Gas 1, 2). Finding financial support in the case of illness was a major challenge (EMT 1), particularly for workers who were new or did not have sick days (EMT/Fire 7). For this reason, some cited a reluctance to get tested because they were unable to take two weeks off work (EMT 6). Essential workers, more than first responders, cited financial insecurity as a major ongoing challenge (Grocery 4, Food Services 5).

Need for Interprofessional Coordination (First Responders Only)
Some themes emerged that were specific to first responders, including the need for interprofessional coordination. Health system support of first responders was felt to be critical, given their role as “the tip of the spear” (EMT/Fire 5). Specific areas for coordination with health systems included follow-up information regarding a transported patient’s health status. When these communication channels fail, “anxiety increases significantly,” as first responders wonder about potential exposure (EMT/Fire 5).

Another challenge emerged relating to hospital entry to respond to a crisis while bypassing the COVID-19 fever checkpoint (Police 4). In this case, the participant pointed out that because the other professional organizations already screen their workers before they start their shifts, the health system should be able to skip this step. Finally, coordination of COVID-19 information across health systems and counties up the Incident Command System was also cited as a challenge (Police 3, FireMD 4, PoliceMD 5).

Double-Edged Culture of Heroism (First Responders Only)
Several first responders shared their ongoing willingness to face the pandemic despite unfavorable circumstances because they had made a commitment to serve when choosing their profession (EMT 1, 4; EMT/Fire 3, 14; Police 1, 4, 5). Some described an underlying desire to be helpful (EMT/Fire 2) and an expansive view of their own roles in the community (Police 4). The role of choice in their profession was reported to protect against the adverse mental health effects of their roles, as with the attitude that “this is what I signed up for” (EMT/Fire 3).

However, this “cavalier” culture also led to a reluctance to report symptoms and obtain health services (PoliceMD 3). Even physician advisors shared reluctance to tell first responders they needed testing (FireMD 1). One EMT/Fire responder noted that few first responders recognized that their own colleagues may be struggling and undergoing therapy to handle their mental stress (EMT/Fire 2).
Solutions to Challenges in the Field

Participants provided several solutions to address these challenges, some of which they thought could be delivered through an app (Table 3). To address misinformation and fear of SARS-CoV-2, several participants validated the potential benefit of succinct, accurate information delivered through an app. Others thought that sharing accurate information through social media would be most effective given the increased visibility of these platforms among essential workers. Yet others felt the need for “higher touch” strategies, possibly including holding local question and answer (Q&A) sessions (FireMD 2). The personalization of information in any solution was a recurrent theme:

So to me that [personalized information] seems more in line with our overall philosophy at Stanford of precision medicine. It’s more like precision information because then it’s filtered, it’s more specific to you. You don’t get confused when you’re reading about stuff that doesn’t apply to you. [FireMD 4]

In the absence of precision information, many solutions were developed in the field: “Some of the crews just kind of came up with stuff on their own” (FireMD 4). Other essential workers found support in managing conflict with the public from their employers (Grocery 4) or through their own volition. One bus driver reported company instructions to call a hotline when riders were not compliant with wearing masks, but she instead refused to drive the bus: “I use my [face covering gesture] until they put it on” (Bus Driver 5).

Expanding the physician-first responder partnerships to a broader audience, particularly to the police, where only informal relationships existed, was suggested. A specific request was for a designated number or person within the health system to call when the COVID-19 status of a transported patient was under question.

Personalized information also encompassed health system–specific COVID-19–related information. Some first responders expressed a desire for health systems to be forthcoming about their own infection control practices and current rates: “That’s where you just put the notion of, ‘Hey, we’re [health system] safe…You can transport patients to our hospitals and we won’t get you contracted’” (EMT 4). First responders also wanted detailed, localized COVID-19–positivity data, expressing a desire to better understand the geographic spread of cases throughout the county (Police 4, EMT/Fire 2, 7).
<table>
<thead>
<tr>
<th>Challenge</th>
<th>Participant-derived digital and nondigital solutions</th>
<th>Example quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need for personalized answers</td>
<td>Physician–first responder department partnerships (Fire MD 1, 4, Police MD 3, 5, Police 1, 3, 5, EMT/Fire 7)</td>
<td>“Especially in our early stages of our Incident Command Center, we created an entire team called a Virus Response Team… at the end of the day… they're just your everyday cop… I think it would have been helpful to have guidance from somebody a little bit more knowledgeable in the field versus just picking up the information from the distributor and figuring it out from there.” (Police 3)</td>
</tr>
<tr>
<td>stands with no clear playbook</td>
<td>Physician-led Q&amp;A sessions (Fire MD 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Colocation of county officer (Police 2)</td>
<td></td>
</tr>
<tr>
<td>Parsing information</td>
<td>Physicians coming into work huddles to provide relevant, accurate COVID-19 information (Grocery 2, 4, Police 5)</td>
<td>“Maybe coming and visiting. There are two huddles a day—maybe you [health workers] could pop in during those.” (Grocery Worker 2)</td>
</tr>
<tr>
<td>takes time/misinformed</td>
<td>Provide information on an app (Grocery 1, 4, Gas 1, EMT/Fire 2, 3, EMT 4, Police 4, Electrician 4, Food Services 5)</td>
<td>“I think that's a large part of my role is that for the most part, the personnel in my departments know me and so if they ask me a question and I answer a question, or if I bring something up, they basically trust most of what I say. Or at least have enough kind of history with me that they at least need to think about it... So, I mean part of my role is to be kind of a sounding board for what's true and what's probably not true” (FireMD 2)</td>
</tr>
<tr>
<td>ned beliefs fuel conflict</td>
<td>Provide information and/or advertise app on social media (Electrician 4), telenovelas (Food Services 5)</td>
<td></td>
</tr>
<tr>
<td>Priority testing gets</td>
<td>Provide comprehensive information on testing resources in the county (Police 1, FireMD 4)</td>
<td>“I think just a formalized priority testing system for law enforcement has a huge impact on the organization… these are the essential workers that if they're not at work or they are sick, it affects teams of people, and cars, and community contact.” (Police 1)</td>
</tr>
<tr>
<td>them back to work</td>
<td>Provide priority testing for first responders and essential workers (Police 1, 4, 5; Police MD 3)</td>
<td></td>
</tr>
<tr>
<td>Fear of bringing an amorphous</td>
<td>Provide resources for first responders to help them manage stress and anxiety (Police MD 3)</td>
<td>“[M]aking sure you've got reliable sources of information and things like that [can be helpful]… because it can just help identify that yes, you're having anxiety about this. Here's some tools to help with it.” (PoliceMD 3)</td>
</tr>
<tr>
<td>enemy home</td>
<td>Ask the public to share whether someone is sick in the presence of emergency personnel (EMT/Fire 5)</td>
<td></td>
</tr>
<tr>
<td>A lack of resources to</td>
<td>Share PPE and other resources when possible (EMT 4, 6)</td>
<td>“I guess just shortages on masks… It's our company that was supposed to provide for us, but it's even hard for us to get supplies sometimes.” (EMT 4)</td>
</tr>
<tr>
<td>fight the pandemic</td>
<td>Promote consistent mask use to the public (EMT/Fire 7, 3)</td>
<td>“Wearing masks and not getting other people sick. That's kind of supporting us... I've been telling people that have been asking me the best thing they can do is to keep themselves healthy, to not over impact our system by, all the things that everyone's being asked to do by washing their hands and covering their face when they're in public. That's certainly a factor.” (EMT/Fire 7)</td>
</tr>
<tr>
<td>Need for interprofessional</td>
<td>Keep first responders updated on the outcomes of patients under investigation (EMT 6, EMT/Fire 5, 7)</td>
<td>“Hospitals should have their infectious disease control departments, and they should be responsible for reaching out to people when they make positive COVID results.” (EMT 6)</td>
</tr>
<tr>
<td>coordination</td>
<td>Keep first responders informed on the process of entering hospitals to facilitate efficient emergency response (Police 4)</td>
<td></td>
</tr>
<tr>
<td>(first responders only)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A double-edged culture of</td>
<td>Physician–first responder department partnerships (PoliceMD 3)</td>
<td>“They're not that kind of group that usually shares those things, unless you have a preexisting relationship with them. That can be hard to get to.” (PoliceMD 3)</td>
</tr>
<tr>
<td>heroism (first responders only)</td>
<td>Provide resources for first responders to help them manage stress and anxiety (Police MD 3)</td>
<td></td>
</tr>
</tbody>
</table>

*aEMT: emergency medical technician.

*bQ&A: question and answer.

cPPE: personal protective equipment.*
Heath Worker Partnerships at the Heart of a Community Solution

A number of participants desired a stronger connection to a health worker during COVID-19. The physician partners themselves felt they were often the best resource to support first responders during the pandemic: “we are the best conduit [through] the already established trust that we’ve built up through the years” (FireMD 1). These participants felt their role encompassed the development and maintenance of long-term, trusting relationships with these first responder communities (FireMD 1, PoliceMD 5). First responders corroborated the special nature of the relationship in times of crisis, as one physician partner was described as “a really good resource. He’s been coming by the station now too, to talk with us and to check in on COVID related topics, as well as other [topics]” (EMT/Fire 7).

In addition to their formal physician partnerships, participants also received information through informal networks into the health care community, such as a former employee who worked in the health system at the time of the interview (Grocery 3). Those with shift-based work welcomed the idea of a health worker presence at the beginning of their shift: “That may be an opportunity...to have someone present during those briefings to talk on any new developments or anything COVID related” (Police 5, Grocery 2). The human, in-person element of this relationship was emphasized.

Discussion

Principal Findings

Digital initiatives such as the Stanford COVID-19 Guide App have the potential to equip first responders and other essential workers with accurate information and access to testing resources, although adoption may depend on targeted publicity and early involvement of stakeholders with pre-existing relationships within these communities. While first responders are often included under the broader category of essential workers during outreach efforts, our findings suggest they face both overlapping challenges—related to the need for personalized and accurate information, access to testing, and ongoing personal safety—and divergent challenges, such as the need for interprofessional coordination and a double-edged culture of heroism, seen in the first responder sample alone. Optimal strategies for supporting each group should therefore differ based on their divergent needs, channels for outreach, appetite for digital and relationship-based approaches, and relationship to the health system (Table 4).

Physician partnerships emerged as a key resource for first responder departments, and these relationships are recognized as a foundational underpinning of a pandemic response [52-54]. Formalizing and nourishing these relationships holds promise in strengthening the overall ability of the health system to support its community during a pandemic. Interprofessional coordination was also cited as a major challenge, hampered by interoperability challenges between the electronic health records of EMS and the receiving health system [55]. Given these challenges, a trusted point of contact (eg, emergency department nurse line) between EMS and the health system may be explored as an alternate solution in a pandemic setting.

Our findings also suggest that first responders see increased risk as an integral part of assuming their role and may therefore adapt more readily to a new pandemic. Conversely, non–first responder essential workers decidedly do not see their roles as inherently risky outside a pandemic scenario. Without the training and cultural reinforcement around managing increased risk as a part of standard work, essential workers may suffer disproportionately from the onset of an infectious disease pandemic. The contributions of these workers during a pandemic should therefore not be diminished, and prioritized health services and hazard pay may be justified [56].

Similarly, misinformation emerged as a widespread challenge among the broader community. Although first responders have at least a basic degree of medical training and serve as a source of information to laypersons during a pandemic [57], essential workers often lack this formal training. Health literacy, defined as the ability to acquire, understand and enlist health information [58] becomes essential during a pandemic as first responders and essential workers come into regular, direct contact with members of the community. The reported reliance of essential workers on social media for information is concerning given its link to the spread of unvetted information [59-61]. Efforts to build health literacy, not only through digital interventions but also through channels with widespread use among vulnerable populations, including essential workers and non-English speakers, are urgently needed.

We note that the early learnings described here must be interpreted with the context that the COVID Guide App was rapidly deployed in just under three months after the first reported COVID-19 case in the United States [62]. Balancing the accuracy of an intervention in achieving its aim with the goal of rapid deployment will no doubt remain a challenge during this pandemic and other disasters; we recommend a standing advisory board with representation from target populations that can be mobilized in the short term to inform intervention development. In the long-term, community-based participatory research and human-centered design are parallel and overlapping methodologies that emphasize user expertise and creative problem-solving, with documented success in vulnerable populations [63-65]. These tools may inform improved evolutions of community interventions.
Table 4. Digital and nondigital recommendations to support first responders and essential workers during a pandemic.

<table>
<thead>
<tr>
<th>Consideration</th>
<th>Recommendations</th>
<th>Essential workers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High need areas</strong></td>
<td>• Advice on work adaptation</td>
<td>• Acceptable resources to access accurate and timely information</td>
</tr>
<tr>
<td></td>
<td>• Streamlined accurate and timely information</td>
<td>• Priority access to rapid testing</td>
</tr>
<tr>
<td></td>
<td>• Interprofessional coordination around follow up of patient diagnostic status and logistics</td>
<td>• Steady access to PPE</td>
</tr>
<tr>
<td></td>
<td>• Priority access to rapid testing</td>
<td>• Assistance navigating financial resources</td>
</tr>
<tr>
<td></td>
<td>• Steady access to PPE</td>
<td></td>
</tr>
<tr>
<td><strong>Primary channels for outreach</strong></td>
<td>• Formal physician partnerships with first responder departments</td>
<td>• Employers</td>
</tr>
<tr>
<td></td>
<td>• Employers (eg, through county infection control officers)</td>
<td>• Social media</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Telenovelas and other culture-specific channels</td>
</tr>
<tr>
<td><strong>Role of an app-based intervention</strong></td>
<td>Small role</td>
<td>Large role</td>
</tr>
<tr>
<td></td>
<td>• Provide nonpublic up-to-date information on working with health systems directly (eg, priority building entrances, rapid testing schedule, contact information to receive outcome updates on patients under investigation)</td>
<td>Source of credible health information that builds health literacy (eg, topics such as “protecting yourself and your family,” “viral transmission,” “symptom screening”)</td>
</tr>
<tr>
<td><strong>Role of physician/health worker outreach</strong></td>
<td>Large role</td>
<td>Small role</td>
</tr>
<tr>
<td></td>
<td>• Provide guidance on safe work adaptations</td>
<td>• Provide guidance on safe work adaptations</td>
</tr>
<tr>
<td></td>
<td>• Facilitate provision of rapid testing and follow-up medical support</td>
<td>• Present health information to local businesses</td>
</tr>
<tr>
<td></td>
<td>• Assist in the dissemination of relevant health information</td>
<td></td>
</tr>
<tr>
<td><strong>Role of local health system</strong></td>
<td>Large role</td>
<td>Large role</td>
</tr>
<tr>
<td></td>
<td>• Facilitate prioritized access to testing and follow-up health services</td>
<td>• Facilitate prioritized access to testing and follow-up health services</td>
</tr>
<tr>
<td></td>
<td>• Provide follow-up information to emergency medical service workers regarding patient diagnostic status</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Develop and disseminate streamlined protocols for entering and exiting healthcare buildings during a pandemic</td>
<td>• Directly address misinformation related to pandemic</td>
</tr>
</tbody>
</table>

aPPE: personal protective equipment.

Limitations and Future Work

Limitations of this study include a lack of systematic sampling across professions in the non-first responder essential worker population, which resulted from challenges accessing this group in the field. We are unaware of similar work reaching this vulnerable population, which suggests this sample is still of value. Further, Spanish-speakers predominated our non–English-speaking sample, which reflects local demographics but does not account for the full variety of languages spoken in the community [43]. Furthermore, qualitative data capture differed between the first responders (verbatim transcriptions) and essential workers (near-verbatim field notes). This decision was made to protect essential worker anonymity given their potentially vulnerable position near their place of work. Efforts to mitigate data loss from an absence of recordings included a dedicated note-taker and immediate debrief discussions between two or more researchers to expand data capture. Finally, our learnings are limited to our local community, as the Bay Area may not be representative of populations and resources available elsewhere.

Future work will benefit from increased attention to the variety of first languages that exist within the community, including non-Spanish languages. The incorporation of a mental health component to this digital solution, reported as a need here and evaluated in other settings [66,67], may also be an opportunity for future work. Finally, evaluating digital support systems for EMS personnel as they face an increased number of deaths in the field as a result of the pandemic [68,69]—supporting decisions related to triage and/or end of life care—is another important area for future research.

Conclusion

First responders and essential workers face shared challenges related to obtaining accurate information and testing services, and securing their personal safety. Digital interventions such as mobile applications have the potential to combat these challenges through the provision disease-specific information and access to testing services. Such solutions are likely to be most effective if delivered as part of a larger ecosystem of support, and with early and direct input from those in these professions to understand how best to meet their specific needs. Given varying challenges between first responders and non-first...
responder essential workers, our results indicate that differentiated interventions may leverage shared insights while also acknowledging differences in their occupational requirements and culture.
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Abstract

Background: More than 79.2 million confirmed COVID-19 cases and 1.7 million deaths were caused by SARS-CoV-2; the disease was named COVID-19 by the World Health Organization. Control of the COVID-19 epidemic has become a crucial issue around the globe, but there are limited studies that investigate the global trend of the COVID-19 pandemic together with each country’s policy measures.

Objective: We aimed to develop an online artificial intelligence (AI) system to analyze the dynamic trend of the COVID-19 pandemic, facilitate forecasting and predictive modeling, and produce a heat map visualization of policy measures in 171 countries.

Methods: The COVID-19 Pandemic AI System (CPAIS) integrated two data sets: the data set from the Oxford COVID-19 Government Response Tracker from the Blavatnik School of Government, which is maintained by the University of Oxford, and the data set from the COVID-19 Data Repository, which was established by the Johns Hopkins University Center for Systems Science and Engineering. This study utilized four statistical and deep learning techniques for forecasting: autoregressive integrated moving average (ARIMA), feedforward neural network (FNN), multilayer perceptron (MLP) neural network, and long short-term memory (LSTM). With regard to 1-year records (ie, whole time series data), records from the last 14 days served as the validation set to evaluate the performance of the forecast, whereas earlier records served as the training set.

Results: A total of 171 countries that featured in both databases were included in the online system. The CPAIS was developed to explore variations, trends, and forecasts related to the COVID-19 pandemic across several counties. For instance, the number of confirmed monthly cases in the United States reached a local peak in July 2020 and another peak of 6,368,591 in December 2020. A dynamic heat map with policy measures depicts changes in COVID-19 measures for each country. A total of 19 measures were embedded within the three sections presented on the website, and only 4 of the 19 measures were continuous measures related to financial support or investment. Deep learning models were used to enable COVID-19 forecasting; the performances of ARIMA, FNN, and the MLP neural network were not stable because their forecast accuracy was only better than LSTM for a few countries. LSTM demonstrated the best forecast accuracy for Canada, as the root mean square error (RMSE), mean absolute
error (MAE), and mean absolute percentage error (MAPE) were 2272.551, 1501.248, and 0.2723075, respectively. ARIMA (RMSE=317.5369; MAPE=0.4641688) and FNN (RMSE=181.29894; MAPE=0.2708482) demonstrated better performance for South Korea.

Conclusions: The CPAIS collects and summarizes information about the COVID-19 pandemic and offers data visualization and deep learning–based prediction. It might be a useful reference for predicting a serious outbreak or epidemic. Moreover, the system undergoes daily updates and includes the latest information on vaccination, which may change the dynamics of the pandemic.

(J Med Internet Res 2021;23(5):e27806) doi:10.2196/27806
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Introduction

In December 2019, the first cases of a new respiratory disease caused by a novel coronavirus were reported in Wuhan, Hubei province, China [1]. The novel coronavirus was subsequently identified and named SARS-CoV-2, and the disease caused by SARS-CoV-2 was named COVID-19 by the World Health Organization (WHO) [2,3]. Since the time the first cases were reported, many confirmed cases have been reported in various other countries. By March 11, 2020, more than 118,000 confirmed cases and 4291 deaths had been reported across 114 countries. The WHO declared the COVID-19 outbreak a pandemic [4], which continues to worsen. As of December 27, 2020, there were more than 79.2 million confirmed cases and 1.7 million deaths [5]. COVID-19 management has emerged as an urgent global issue. Many studies have investigated the factors that contribute to the spread of COVID-19. Demographic, geographic, and economic factors have influenced the spread of the disease. However, social factors, especially governmental response to the pandemic, have significantly influenced disease severity within certain countries [6-11]. Some countries have shown that implementing rigorous public health care management strategies can successfully control infection spread and maintain normal societal functioning [11].

The rapid development of artificial intelligence (AI) in the health care field offers new opportunities to medical researchers. There are many studies that employ AI techniques in disease predictions, such as Yu et al, who have established an online machine learning health assessment system for metabolic syndrome and chronic kidney diseases [12]. Lin et al utilized multicenter data to develop an end-stage liver disease mortality prediction scoring system [13]. Ayyoubzadeh et al analyzed the rate of COVID-19 incidence in Iran using Google Trends data and deep learning methods [14]. Yeung et al combined several online COVID-19 data to train and evaluate five non–time series machine learning models in predicting confirmed infection growth [15]. These studies have shown that AI is suitable for evaluating disease trends and can provide governments with information that can be used to prevent outbreak. There are abundant research findings on COVID-19–related AI prediction and the utilization of mobile sensor data with cell broadcast to identify and manage potential contacts [14,16-20].

However, most of these studies have been conducted in a specific region or single country. There is public health consensus that vaccination is an effective prevention strategy. However, with regard to its efficiency and medical expenditure, long-term follow-up investigation is needed to evaluate the clinical effects of vaccines that have not undergone the standard approval process and tests of their mid- and long-term side effects on different groups [21]. Moreover, different studies have focused on different time frames in pandemic trend prediction. They have drawn the same conclusion: there is a high possibility that COVID-19 will remain a common illness or become endemic in the future, and we must learn to coexist with it. Many factors influence how the pandemic will progress (eg, herd immunity), and governmental and individual responses vary widely across nations [22,23]. Successful epidemic prevention and control measures remain the most efficient solution for public health problems. However, there is limited literature on the relationship between governmental responses and the severity of the domestic spread of COVID-19 [24,25].

Therefore, we constructed an online AI system that contains worldwide COVID-19–related data, each country’s governmental responses to the COVID-19 pandemic, and each country’s population data [26]. The COVID-19 Pandemic AI System (CPAIS) can be used to analyze the dynamic trend of the COVID-19 pandemic, facilitate forecasting and predictive modeling, and produce heat map visualization of policy measures in different countries.

Methods

Data Acquisition and System

The CPAIS integrated two data sets: the data set from the Oxford COVID-19 Government Response Tracker (OxCGRT) from the Blavatnik School of Government, which is maintained by the University of Oxford, and the data set from the COVID-19 Data Repository, which was established by Johns Hopkins University Center for Systems Science and Engineering (CSSE). The COVID-19 Data Repository also contains each country’s population data, which are obtained from the United Nations World Population Prospects [27-31]. A total of 171 countries that featured in the databases were included in the system.

The CPAIS was placed on a sever and embedded with time series deep learning models to provide forecasting analyses by the statistical program R, version 3.6.3 (The R Foundation). We used the React.js, version 16.14.0, framework; the styling language Sass (Syntactically Awesome Style Sheets), version 4; and the programming language JavaScript ES6 for front-end implementation. As for back-end implementation, we used Java.

https://www.jmir.org/2021/5/e27806
In addition, this AI-based system has been programmed to update itself by auto-retrieving information from all data sets each morning at 9 AM (GMT + 8). The auto-retrieval can be summarized in the following three steps: (1) setting the crawler to fetch the data from the source databases, (2) integrating the updated data into our own MySQL database, and (3) conducting statistical analysis using the database-stored procedure.

The COVID-19 Data Repository established by Johns Hopkins University CSSE contains three categories of data concerning COVID-19 incidence—confirmed cases, recovered cases, and number of deaths—with country geolocation retrieved from 192 affected countries since January 21, 2020. For most of the countries, country-level data concerning the numbers of reported cases are available. Province- and city-level data concerning reported cases are available for some countries. To depict the COVID-19 pandemic comprehensively, we archived country-level data. The number of reported cases was updated daily using data retrieved from multiple online sources. The number of cases was retrieved from the WHO and the regional and local health departments of the affected countries, including their centers for disease control and prevention. All data were shared freely through GitHub.

OxCGRT has been collecting and documenting governmental responses to the COVID-19 pandemic based on several parameters since January 1, 2020. The data set includes 183 countries and 20 items (19 indicators and 1 free response) that characterize governmental responses. There are three types of items: (1) ordinal scale for severity or intensity, (2) numeric scale for specific numbers, and (3) text for other information types. These items can be further classified into four groups: (1) containment and closure policies (8 indicators), (2) economic policies (4 indicators), (3) health system policies (7 indicators), and (4) miscellaneous policies (1 free response). Miscellaneous policies were not included in this system because they were assessed using a free-text response format and limited data were available. OxCGRT data were retrieved from publicly available sources and regularly updated on GitHub.

Statistical Analysis and Deep Learning Techniques

Overview

Four time series models were considered for this study. Each model was applied to all the countries in our system to facilitate forecasting. With regard to 1-year records (ie, whole time series data), records from the last 14 days served as the validation set, whereas earlier records served as the training set. Using records from the last 14 days, forecasting performance was evaluated based on the following five indices: mean error (ME), root mean square error (RMSE), mean absolute error (MAE), mean percentage error (MPE), and mean absolute percentage error (MAPE) [32,33]. RMSE, MAE, and MAPE are always positive values, whereas RMSE, MPE, and MAPE are scaled measures. The hyperparameters for each model can be found in Table S1 in Multimedia Appendix 1, and the diagram of the neural networks can be found in Figure 1. R, version 3.6.3 (The R Foundation), was used to conduct statistical analysis and apply deep learning techniques.

Figure 1. The structure of the COVID-19 Pandemic AI System (CPAIS). ARIMA: autoregressive integrated moving average; CSSE: Center for Systems Science and Engineering; FNN: feedforward neural network; LSTM: long short-term memory; MLP: multilayer perceptron; NN: neural network.
Autoregressive Integrated Moving Average

An autoregressive integrated moving average (ARIMA) model is a statistical regression analysis that utilizes time series data to either understand the data set better or predict future trends. The purpose of ARIMA is to forecast future trends by examining differences between values in the series rather than by using actual values [34,35]. The three main components of ARIMA are autoregression, integration, and moving average. Autoregression refers to a model with a changing variable that regresses on its lag values. Integration represents the differences between data values and their previous values for stationary time series. Moving average incorporates the dependence between an observation and an error term from a moving average model. An ARIMA model can be comprehended by outlining each component, which serves as a parameter with a standard notation. For ARIMA models, there are three standard notations, wherein integer values serve as substitutes for the parameters to indicate the type of ARIMA model used.

The parameters can be defined as follows:

- \( p \): the number of time lags
- \( d \): the degree of differencing
- \( q \): the size of the moving average window.

In this study, we used the `auto.arima` function for R, which returns the best ARIMA model based on either the Akaike information criterion value or Bayesian information criterion value. The function searches for possible models within the order constraints provided in the `forecast` package for R [36,37].

Feedforward Neural Network

A feedforward neural network (FNN) is the simplest type of artificial neural network [38]. The FNN algorithm is biologically inspired. It consists of several simple neuron-like units that are organized in layers. In FNN, information moves in one direction—from the input nodes, through the hidden nodes, and to the output nodes. The mechanism of an FNN is different from that of recurrent neural networks (RNNs) in that connections between the units do not form cycles or loops in FNNs [38,39].

In this study, we used the `nnet` function for R, which constructs FNNs with a single hidden layer and lagged inputs for the purpose of forecasting univariate time series. Also, in the `forecast` package, the function fits into a single hidden-layer neural network for forecasting, with the `nnet` function included in the `nnet` package for R [40,41].

Multilayer Perceptron Neural Network

Like FNNs, multilayer perceptron (MLP) neural networks are common deep learning feedforward networks. An MLP neural network is also a supervised learning algorithm used for classification. The main difference is that between the input and output layer, there can be multiple nonlinear layers, called hidden layers, which are the true computational engine of the MLP neural network. MLP neural networks use a learning technique called back-propagation for training. Their multiple layers and nonlinear activation distinguish MLP neural networks from a linear perceptron [42-44]. In other words, MLP neural networks are designed to solve nonlinearly separable problems. Specifically, the units of MLP neural networks apply a sigmoid function as an activation function. In the back-propagation technique, the difference between the output values and the ground truth answer are calculated using predefined error functions. The error is fed back through the network. Using this information, the algorithm can adjust the weights of each connection to significantly reduce the value of the error function. In this study, the `mlp` function fits MLP neural networks for time series forecasting executed using the `nnfor` package [45-47].

Long Short-term Memory

Long short-term memory (LSTM) networks are a special type of recurrent deep learning neural network that learns order dependence in sequence prediction problems. LSTM was introduced by Hochreiter and Schmidhuber in 1997, and it is now widely used in a variety of studies and projects [48,49]. A typical RNN makes use of sequential information. These networks are described as recurrent because they use their internal state to process the variable length sequences of inputs. It is difficult for a standard RNN to carry forward information from prior time steps to later ones if a sequence is too long, because it may exclude important information from the beginning. Therefore, LSTM has an advantage in that information can be remembered for long periods of time. Unlike traditional FNNs, LSTM has feedback connections, whereby the output from the previous step is supplied as input in the current step [50]. A common LSTM unit includes a cell, an input gate, an output gate, and a forget gate. The cell recalls values over an arbitrary time interval, and the three gates regulate the flow of information in and out of the cell. In this study, we used the `keras` R package to recall TensorFlow for conducting the LSTM analysis [51]. TensorFlow was developed by the Google Brain team and released in 2015. It is a free open-source software library for machine learning techniques, particularly deep neural networks [52].

Data Visualization of Time Series Data Sets

Heat maps can be generated to depict variations in policy measures for the COVID-19 pandemic across time. Gradient color bars represent changes in measures across different levels and the support received in the form of financial assistance and investments. The time schedule presented along the horizontal axis will be updated daily. Cumulative and monthly records are represented using histograms and line charts, respectively. This system also provides a download option to interested countries and comparable services with dynamic rankings of the total number of confirmed cases and deaths and declining trends for the COVID-19 pandemic. The following simple regression formula is used to examine declining trends with dynamic time intervals:

\[
y_i = \alpha + \beta x_i
\]

where \( \beta \) is the slope that represents an increasing or decreasing trend.

Results

In this study, the CPAIS was developed to explore variations, trends, and forecasts related to the COVID-19 pandemic across several counties. A drop-down list for country selection is available. The framework of the CPAIS—from data acquisition...
and preprocessing to deep learning model application, forecasting, and data visualization—is presented in Figure 1. It includes a combination of two data sets, construction of databases for deep learning prediction and statistical analysis, four statistical or deep learning models for forecasting, and front-end functions for data visualization.

The numbers of confirmed cases, recovered individuals, and deaths in 15 countries are listed by month in Table 1. The number of confirmed monthly cases in the United States reached a local peak in July 2020 and another peak of 6,368,591 in December 2020. Regarding the United States, the number of recovered cases after December 14, 2020, is not recorded in the COVID-19 Data Repository database. The total population for each of the 15 countries in 2020 is also mentioned in the table. The dynamic heat map with policy measures is shown in Figure 2, which depicts changes in COVID-19 measures for each country, with Australia used as an example. A total of 19 measures were embedded within the three main policy sections (ie, containment and closure policies, economic policies, and health system policies). Economic policies have the least number of measures, and only 4 of the 19 measures are continuous measures related to financial support or investment.

Deep learning and statistical learning models were used to enable COVID-19 forecasting. The function facilitates 14-day forecasting using four powerful algorithms (Figure 3). ARIMA is the statistical learning model with time series regression; the other models are deep learning neural network algorithms with a single hidden layer, multiple hidden layers, or recurrent techniques. The performance of forecasting for each model for the 15 countries listed in Table 1 is shown in Table 2. A small error value indicates a perfect fit for the data, but the comparison between the different countries was not meaningful because they had different baselines based on their populations. For most of the countries, LSTM demonstrated better forecast accuracy with fewer errors than the other models. The performances of ARIMA, FNN, and the MLP neural network were not stable because their forecast accuracy was only competitive with LSTM for some specific countries. For example, LSTM demonstrated the best forecast accuracy for Canada. The RMSE, MAE, and MAPE were 2272.551, 1501.248, and 0.2723075, respectively. ARIMA (RMSE=317.53169; MAPE=0.4641688) and FNN (RMSE=181.29894; MAPE=0.2708482) demonstrated better performance for South Korea.

Figure 4 presents descriptive statistics for specific countries. On the website, three countries can be simultaneously compared, and the period can be customized. Users can select the countries that are of interest to them and compare the COVID-19–related data. For each respective country, a line chart showing the number of confirmed cases, recoveries, and deaths per month is generated. In addition, a global comparison is also provided on the website.

Users can rank 171 countries based on five different parameters: (1) the number of confirmed cases, (2) confirmed cases by percentage of population, (3) the number of confirmed deaths, (4) confirmed deaths by percentage of population, and (5) declining trend. Figure 5 shows an example of how the top 20 countries can be ranked using confirmed cases by percentage of population. With regard to customization, the ranking function is flexible. The selected countries and specific time period can be changed by the user.
Table 1. The numbers of confirmed cases, recovered individuals, and deaths in 15 countries by month in 2020.

<table>
<thead>
<tr>
<th>Country (total population)</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sept</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>United States (N=329,466,283)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>6,368,591</td>
<td>4,466,451</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Canada (N=37,855,702)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>202,852</td>
<td>144,244</td>
<td>76,206</td>
<td>144,244</td>
<td>202,852</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>1,179,841</td>
<td>771,790</td>
<td>655,863</td>
<td>771,790</td>
<td>1,179,841</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>251,209</td>
<td>189,043</td>
<td>132,515</td>
<td>189,043</td>
<td>251,209</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mexico (N=127,792,286)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>850,273</td>
<td>512,578</td>
<td>26,215</td>
<td>512,578</td>
<td>850,273</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>151,364</td>
<td>90,684</td>
<td>61,785</td>
<td>90,684</td>
<td>151,364</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>221,209</td>
<td>189,043</td>
<td>132,515</td>
<td>189,043</td>
<td>221,209</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Brazil (N=212,559,409)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Argentina (N=45,195,777)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>6,368,591</td>
<td>4,466,451</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Chile (N=19,116,209)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>202,852</td>
<td>144,244</td>
<td>76,206</td>
<td>144,244</td>
<td>202,852</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>1,179,841</td>
<td>771,790</td>
<td>655,863</td>
<td>771,790</td>
<td>1,179,841</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>251,209</td>
<td>189,043</td>
<td>132,515</td>
<td>189,043</td>
<td>251,209</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>United Kingdom (N=67,886,004)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>850,273</td>
<td>512,578</td>
<td>26,215</td>
<td>512,578</td>
<td>850,273</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>151,364</td>
<td>90,684</td>
<td>61,785</td>
<td>90,684</td>
<td>151,364</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>221,209</td>
<td>189,043</td>
<td>132,515</td>
<td>189,043</td>
<td>221,209</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>France (N=65,273,512)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>6,368,591</td>
<td>4,466,451</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Greece (N=10,423,056)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>6,368,591</td>
<td>4,466,451</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Taiwan (N=23,816,775)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>6,368,591</td>
<td>4,466,451</td>
<td>2,192,730</td>
<td>1,464,676</td>
<td>1,201,822</td>
<td>1,914,993</td>
<td>4,466,451</td>
<td>6,368,591</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths</td>
<td>77,572</td>
<td>37,038</td>
<td>23,928</td>
<td>23,515</td>
<td>23,928</td>
<td>37,038</td>
<td>77,572</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>1,151,763</td>
<td>1,533,841</td>
<td>771,790</td>
<td>1,533,841</td>
<td>1,151,763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country (total population(^a)) and cases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Thailand (N=69,799,978)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Confirmed</strong></td>
<td>17</td>
<td>23</td>
<td>1609</td>
<td>1303</td>
<td>127</td>
<td>90</td>
<td>139</td>
<td>107</td>
<td>152</td>
<td>215</td>
<td>224</td>
<td>3155</td>
</tr>
<tr>
<td><strong>Deaths</strong></td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>44</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td>5</td>
<td>23</td>
<td>314</td>
<td>2342</td>
<td>279</td>
<td>93</td>
<td>69</td>
<td>149</td>
<td>105</td>
<td>213</td>
<td>219</td>
<td>462</td>
</tr>
<tr>
<td><strong>South Korea (N=51,269,183)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Confirmed</strong></td>
<td>10</td>
<td>310</td>
<td>6636</td>
<td>988</td>
<td>729</td>
<td>1347</td>
<td>1486</td>
<td>5846</td>
<td>3707</td>
<td>2746</td>
<td>8017</td>
<td>27,117</td>
</tr>
<tr>
<td><strong>Deaths</strong></td>
<td>0</td>
<td>16</td>
<td>146</td>
<td>86</td>
<td>23</td>
<td>11</td>
<td>19</td>
<td>23</td>
<td>91</td>
<td>51</td>
<td>60</td>
<td>391</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td>0</td>
<td>27</td>
<td>5381</td>
<td>3664</td>
<td>1350</td>
<td>1191</td>
<td>1620</td>
<td>1965</td>
<td>6468</td>
<td>2691</td>
<td>3528</td>
<td>15,068</td>
</tr>
<tr>
<td><strong>India (N=1,380,004,385)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Confirmed</strong></td>
<td>1</td>
<td>2</td>
<td>1394</td>
<td>33,466</td>
<td>155,746</td>
<td>394,872</td>
<td>1,110,507</td>
<td>1,995,178</td>
<td>2,621,418</td>
<td>1,871,498</td>
<td>1,278,727</td>
<td>803,865</td>
</tr>
<tr>
<td><strong>Deaths</strong></td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>1119</td>
<td>4254</td>
<td>11,992</td>
<td>19,111</td>
<td>28,777</td>
<td>33,390</td>
<td>23,433</td>
<td>15,510</td>
<td>11,117</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td>0</td>
<td>3</td>
<td>120</td>
<td>8945</td>
<td>82,784</td>
<td>256,060</td>
<td>746,462</td>
<td>1,745,508</td>
<td>2,433,319</td>
<td>2,218,312</td>
<td>1,398,072</td>
<td>970,695</td>
</tr>
<tr>
<td><strong>Australia (N=25,459,700)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Confirmed</strong></td>
<td>9</td>
<td>16</td>
<td>4534</td>
<td>2207</td>
<td>436</td>
<td>718</td>
<td>9360</td>
<td>8539</td>
<td>1277</td>
<td>499</td>
<td>317</td>
<td>513</td>
</tr>
<tr>
<td><strong>Deaths</strong></td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>75</td>
<td>10</td>
<td>1</td>
<td>97</td>
<td>456</td>
<td>231</td>
<td>19</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td>2</td>
<td>9</td>
<td>347</td>
<td>5384</td>
<td>876</td>
<td>422</td>
<td>2943</td>
<td>11,367</td>
<td>3434</td>
<td>552</td>
<td>266</td>
<td>160</td>
</tr>
<tr>
<td><strong>Egypt (N=102,334,403)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Confirmed</strong></td>
<td>0</td>
<td>1</td>
<td>609</td>
<td>4827</td>
<td>4827</td>
<td>43,326</td>
<td>25,767</td>
<td>4861</td>
<td>4259</td>
<td>4357</td>
<td>8356</td>
<td>22,151</td>
</tr>
<tr>
<td><strong>Deaths</strong></td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>346</td>
<td>346</td>
<td>1994</td>
<td>1852</td>
<td>616</td>
<td>509</td>
<td>336</td>
<td>384</td>
<td>981</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td>0</td>
<td>1</td>
<td>156</td>
<td>1224</td>
<td>1224</td>
<td>12,423</td>
<td>21,178</td>
<td>33,291</td>
<td>23,565</td>
<td>2958</td>
<td>3266</td>
<td>9387</td>
</tr>
</tbody>
</table>

\(^a\)Total population in 2020.

\(^b\)The number of recovered cases after December 14, 2020, were not recorded in the COVID-19 Data Repository database (the record only includes cases from December 1 to 14, 2020); therefore, this value was underreported.
Figure 2. The interface of the dynamic heat map with policy measures on the COVID-19 Pandemic AI System (CPAIS) website.
Figure 3. The COVID-19 Pandemic AI System (CPAIS) interface for machine learning prediction models facilitating 14-day COVID-19 forecasting. The plot shows the curve for deep learning modeling of total cumulative confirmed cases.
Table 2. Forecasting performance for each model in the validation set for the 15 countries.

<table>
<thead>
<tr>
<th>Country (total population) and methods</th>
<th>Mean error (^b)</th>
<th>Root mean square error (^b)</th>
<th>Mean absolute error (^b)</th>
<th>Mean percentage error (^b)</th>
<th>Mean absolute percentage error (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States (N=329,466,283)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA(^c)</td>
<td>–183.472.5153</td>
<td>229.501.345</td>
<td>183.888.691</td>
<td>–0.9538265</td>
<td>0.9562102</td>
</tr>
<tr>
<td>FNN(^d)</td>
<td>–197.967.69975</td>
<td>251.014.19</td>
<td>201.574.807</td>
<td>–1.027988</td>
<td>1.048648</td>
</tr>
<tr>
<td>MLP(^e)</td>
<td>34.016.71589</td>
<td>45.932.609</td>
<td>35.569.561</td>
<td>0.1774821</td>
<td>0.1862749</td>
</tr>
<tr>
<td>LSTM(^f)</td>
<td>–17.670.38</td>
<td>41.667.98 (^g)</td>
<td>31.929.06</td>
<td>–0.09409045</td>
<td>0.1664009</td>
</tr>
<tr>
<td>Canada (N=37,855,702)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>–376.81463</td>
<td>4953.7659</td>
<td>3786.8146</td>
<td>–0.6828342</td>
<td>0.6828342</td>
</tr>
<tr>
<td>FNN</td>
<td>–1902.8218773</td>
<td>3146.8161</td>
<td>2133.5721</td>
<td>–0.3503041</td>
<td>0.3898707</td>
</tr>
<tr>
<td>MLP</td>
<td>–6056.7104430</td>
<td>7294.1933</td>
<td>6056.7104</td>
<td>–1.094643</td>
<td>1.094643</td>
</tr>
<tr>
<td>LSTM</td>
<td>306.1702</td>
<td>2272.551</td>
<td>1501.248</td>
<td>0.04896196</td>
<td>0.2723075</td>
</tr>
<tr>
<td>Mexico (N=127,792,286)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>–3776.6237</td>
<td>6281.987</td>
<td>4841.2544</td>
<td>0.3501243</td>
<td>1.2391347</td>
</tr>
<tr>
<td>FNN</td>
<td>–15894.200241</td>
<td>19622.066</td>
<td>16156.1290</td>
<td>–1.145524</td>
<td>1.165534</td>
</tr>
<tr>
<td>MLP</td>
<td>–3551.381635</td>
<td>6534.119</td>
<td>5455.281</td>
<td>–0.2517612</td>
<td>0.3969063</td>
</tr>
<tr>
<td>LSTM</td>
<td>–1137.118</td>
<td>2833.836</td>
<td>2334.178</td>
<td>–0.0838655</td>
<td>0.1716616</td>
</tr>
<tr>
<td>Brazil (N=212,559,409)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>–52913.8661</td>
<td>69053.95</td>
<td>54328.55</td>
<td>–0.7032164</td>
<td>0.7228866</td>
</tr>
<tr>
<td>FNN</td>
<td>–168251.54394</td>
<td>200277.061</td>
<td>168251.544</td>
<td>–2.240681</td>
<td>2.240681</td>
</tr>
<tr>
<td>MLP</td>
<td>–28723.33938</td>
<td>43395.965</td>
<td>31117.856</td>
<td>–0.3797225</td>
<td>0.412664</td>
</tr>
<tr>
<td>LSTM</td>
<td>–2746.457</td>
<td>16085.02</td>
<td>14347.73</td>
<td>–0.03768765</td>
<td>0.1931052</td>
</tr>
<tr>
<td>Argentina (N=45,195,777)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>10240.495912</td>
<td>12382.6035</td>
<td>10240.4959</td>
<td>0.6433934</td>
<td>0.6433934</td>
</tr>
<tr>
<td>FNN</td>
<td>22285.962404</td>
<td>26555.128</td>
<td>22285.9624</td>
<td>1.402042</td>
<td>1.402042</td>
</tr>
<tr>
<td>MLP</td>
<td>10914.143275</td>
<td>13689.5539</td>
<td>10929.6874</td>
<td>0.6857769</td>
<td>0.6867919</td>
</tr>
<tr>
<td>LSTM</td>
<td>1253.045</td>
<td>3920.961</td>
<td>3202.607</td>
<td>0.07803485</td>
<td>0.2024643</td>
</tr>
<tr>
<td>Chile (N=19,116,209)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>18235.5216</td>
<td>1992.35</td>
<td>18235.522</td>
<td>0.3048502</td>
<td>0.3048502</td>
</tr>
<tr>
<td>FNN</td>
<td>81717.732060</td>
<td>9157.9881</td>
<td>81717.7723</td>
<td>1.363951</td>
<td>1.363951</td>
</tr>
<tr>
<td>MLP</td>
<td>2169702307</td>
<td>24354.540</td>
<td>21697023</td>
<td>0.3622628</td>
<td>0.3622628</td>
</tr>
<tr>
<td>LSTM</td>
<td>595.9308</td>
<td>790.8397</td>
<td>648.5224</td>
<td>0.1001373</td>
<td>0.1090634</td>
</tr>
<tr>
<td>United Kingdom (N=67,886,004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>40161.7481</td>
<td>55436.735</td>
<td>41580.2155</td>
<td>1.7053944</td>
<td>1.776331</td>
</tr>
<tr>
<td>FNN</td>
<td>–17129950943</td>
<td>23936.144</td>
<td>17129.951</td>
<td>–0.7304511</td>
<td>0.7304511</td>
</tr>
<tr>
<td>MLP</td>
<td>81031.84</td>
<td>102155.3238</td>
<td>81031.841</td>
<td>3.482155</td>
<td>3.482155</td>
</tr>
<tr>
<td>LSTM</td>
<td>15560.98</td>
<td>17735.29</td>
<td>15560.98</td>
<td>0.6832804</td>
<td>0.6832804</td>
</tr>
<tr>
<td>France (N=65,273,512)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>18075070</td>
<td>81813.384</td>
<td>6633.665</td>
<td>0.07287266</td>
<td>0.2565254</td>
</tr>
<tr>
<td>FNN</td>
<td>6107599023</td>
<td>67684.575</td>
<td>61075990</td>
<td>2.340844</td>
<td>2.340844</td>
</tr>
<tr>
<td>MLP</td>
<td>9601594851</td>
<td>11456.382</td>
<td>10239.308</td>
<td>0.3726648</td>
<td>0.3969022</td>
</tr>
<tr>
<td>LSTM</td>
<td>6262.693</td>
<td>9254.264</td>
<td>7784.804</td>
<td>0.241549</td>
<td>0.3000627</td>
</tr>
<tr>
<td>Country (total population)</td>
<td>Mean error&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Root mean square error&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Mean absolute error&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Mean percentage error&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Mean absolute percentage error&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------------------------</td>
<td>----------------------------------</td>
<td>-----------------------------</td>
<td>---------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td><strong>Greece (N=10,423,056)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>5423.2143</td>
<td>6072.0773</td>
<td>5423.2143</td>
<td>4.003338</td>
<td>4.003338</td>
</tr>
<tr>
<td>FNN</td>
<td>-21.8694361</td>
<td>561.98452</td>
<td>400.61927</td>
<td>-0.01977488</td>
<td>0.2937978</td>
</tr>
<tr>
<td>MLP</td>
<td>-1145.165405</td>
<td>1341.1596</td>
<td>1145.1654</td>
<td>-0.844399</td>
<td>0.844399</td>
</tr>
<tr>
<td>LSTM</td>
<td>-512.1191</td>
<td>565.7909</td>
<td>512.1191</td>
<td>-0.3821559</td>
<td>0.3821559</td>
</tr>
<tr>
<td><strong>Taiwan (N=23,816,775)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>-15.97434477</td>
<td>17.288501</td>
<td>15.974344</td>
<td>-2.0379969</td>
<td>2.037997</td>
</tr>
<tr>
<td>FNN</td>
<td>-6.571007146</td>
<td>7.379679</td>
<td>6.571007</td>
<td>-0.84606232</td>
<td>0.8460623</td>
</tr>
<tr>
<td>MLP</td>
<td>-9.485179</td>
<td>12.925238</td>
<td>9.9162023</td>
<td>-1.2005706</td>
<td>1.257011</td>
</tr>
<tr>
<td>LSTM</td>
<td>-2.059649</td>
<td>3.322996</td>
<td>2.978151</td>
<td>-0.3227033</td>
<td>0.3820354</td>
</tr>
<tr>
<td><strong>Thailand (N=69,799,978)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>1471.082153</td>
<td>1620.8709</td>
<td>1471.082153</td>
<td>23.7842238</td>
<td>23.784224</td>
</tr>
<tr>
<td>FNN</td>
<td>1463.109910</td>
<td>1611.239573</td>
<td>1463.109910</td>
<td>23.659524</td>
<td>23.659524</td>
</tr>
<tr>
<td>MLP</td>
<td>1517.21984066</td>
<td>1674.585004</td>
<td>1517.219841</td>
<td>24.5165025</td>
<td>24.516502</td>
</tr>
<tr>
<td>LSTM</td>
<td>173.2286</td>
<td>308.695</td>
<td>202.2714</td>
<td>2.950519</td>
<td>3.435209</td>
</tr>
<tr>
<td><strong>South Korea (N=51,269,183)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>-260.265311</td>
<td>317.53169</td>
<td>265.29603</td>
<td>-0.4540395</td>
<td>0.464168</td>
</tr>
<tr>
<td>FNN</td>
<td>-75.7162332</td>
<td>181.29894</td>
<td>154.2065</td>
<td>-0.1226205</td>
<td>0.2708482</td>
</tr>
<tr>
<td>MLP</td>
<td>-1138.0352476</td>
<td>1419.83911</td>
<td>1145.57606</td>
<td>-1.963196</td>
<td>1.978379</td>
</tr>
<tr>
<td>LSTM</td>
<td>323.9709</td>
<td>342.9156</td>
<td>323.9709</td>
<td>0.5978793</td>
<td>0.5978793</td>
</tr>
<tr>
<td><strong>India (N=1,380,004,385)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>19,113.77834</td>
<td>21,947.375</td>
<td>19,113.778</td>
<td>0.1874688</td>
<td>0.1874688</td>
</tr>
<tr>
<td>FNN</td>
<td>10,156.962689</td>
<td>13,612.018</td>
<td>10,156.963</td>
<td>0.09945817</td>
<td>0.0994877</td>
</tr>
<tr>
<td>MLP</td>
<td>20,964.5376266</td>
<td>24,556.936</td>
<td>20,964.358</td>
<td>0.2055718</td>
<td>0.20055718</td>
</tr>
<tr>
<td>LSTM</td>
<td>-13,037.64</td>
<td>14,480.91</td>
<td>13,037.64</td>
<td>-0.128178</td>
<td>0.1281378</td>
</tr>
<tr>
<td><strong>Australia (N=25,459,700)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>26,9606020</td>
<td>30,40208</td>
<td>26,96060</td>
<td>0.09542063</td>
<td>0.09542063</td>
</tr>
<tr>
<td>FNN</td>
<td>187.8959192</td>
<td>205.6998</td>
<td>187.89592</td>
<td>0.6634038</td>
<td>0.6637038</td>
</tr>
<tr>
<td>MLP</td>
<td>-15.69085695</td>
<td>76.48186</td>
<td>62.261210</td>
<td>-0.05478576</td>
<td>0.2197826</td>
</tr>
<tr>
<td>LSTM</td>
<td>5.898776</td>
<td>14.39023</td>
<td>11.91991</td>
<td>0.02086999</td>
<td>0.04212132</td>
</tr>
<tr>
<td><strong>Egypt (N=102,334,403)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>2392.285714</td>
<td>3239.04732</td>
<td>2392.28571</td>
<td>1.7844594</td>
<td>1.784459</td>
</tr>
<tr>
<td>FNN</td>
<td>1944.5586880</td>
<td>2641.98168</td>
<td>1944.55869</td>
<td>1.45017</td>
<td>1.45017</td>
</tr>
<tr>
<td>MLP</td>
<td>669.96030638</td>
<td>936.05245</td>
<td>669.96031</td>
<td>0.4988667</td>
<td>0.4988667</td>
</tr>
</tbody>
</table>
Five commonly used measures for evaluation of forecasting include mean error, root mean square error (RMSE), mean absolute error (MAE), mean percentage error, and mean absolute percentage error (MAPE), according to the records of the latest 14 days in 2020. The RMSE, MAE, and MAPE are always positive values.

**ARIMA**: autoregressive integrated moving average.

**FNN**: feedforward neural network.

**MLP**: multilayer perceptron.

**LSTM**: long short-term memory.

The values for best performances in each country are italicized.

**Figure 4.** The interface of descriptive statistics for selected countries with customization on the COVID-19 Pandemic AI System (CPAIS) website. CSV: comma-separated values.
Discussion

Principal Findings

A combination of data on COVID-19 incidence and policy measures can be used to examine the relationship between the progression of the COVID-19 pandemic and governmental epidemic prevention efforts. The CPAIS can help users determine whether policy measures are successful in preventing COVID-19 transmission. According to a report published by the Lowy Institute for International Policy [53], a ranked comparison of the performance of countries in managing the COVID-19 pandemic shows that New Zealand, Vietnam, and Taiwan are the top three countries with the highest average scores on their six indicators. Besides, New Zealand and Taiwan successfully controlled the COVID-19 outbreak without international financial support (Figures S1-S3 in Multimedia Appendix 1). Specifically, New Zealand had immediately implemented infection control and closure policies with a flexible adaptation on measures; in addition, Taiwan had enforced strict guidelines regarding international travel that not only contributed to infection control but also rendered the strict measures described in the containment and closure policies unnecessary. Furthermore, both countries had taken great efforts to maximize the implementation of testing and contact tracing policies during 2020. In this regard, both countries are outstanding examples. The vivid heat maps in the CPAIS illustrate time-dependent fluctuations in the measures and help users monitor variations in, and the effects of, policy measures in each country.

Several time series AI learning techniques have been used for forecasting purposes. Both statistical learning and deep learning models demonstrated efficacious performance for different countries. Although the values are not absolute, they are comparable between countries with different total populations. When compared to the results of a past study [19], performance for the same model and country was better in this study because more extensive time series data were included in our system. In addition, 14-day COVID-19 trend forecasting can serve a useful alert that will help governments and experts reduce the incidence of COVID-19. Furthermore, different AI learning techniques have unique advantages.

According to the Wold decomposition theorem [34,54,55], the autoregressive moving average model is theoretically sufficient to describe a regular stationary time series. It is possible to change a nonstationary time series into a stationary one, such as by using differencing. As noted earlier, ARIMA models have three components: autoregression, integration, and moving average. They are applied to data with evidence of nonstationarity in the mean, whereby an initial differencing step can be applied one or more times to eliminate the nonstationarity of the mean function in the trend. We used the auto.arima function for R to choose the best model according to either the Akaike information criterion, corrected Akaike information criterion, or Bayesian information criterion value; the auto.arima function also conducts the model search within the order constraints provided. FNN is similar to ARIMA because the fitted model is analogous to an autoregression(p) model, where p is the order but with nonlinear functions for nonseasonal data in this study. Therefore, it is denoted as a neural network autoregression(p,k) model called NNAR, where k represents the
number of hidden nodes. That is why, for some countries, ARIMA and FNN yielded similar outcomes for forecast accuracy. Differences between the two models still exist; the error can be reduced only for FNN by increasing the number of iterations, but the iteration time will be increased as a result.

The capabilities of neural networks are attributable to the hierarchical or multilayered structure of the networks. The data structure can include features at different scales or resolutions and combine them into higher-order features. After repeating the learning process for a sufficient number of training cycles, the network will transition to some state where the error term is small enough. Generalization and tolerance are the two main characteristics. First, neural networks permit generalization because they can classify both unknown and known patterns with the same distinguishing features. Second, neural networks are highly fault tolerant. Because of their distributed nature, they will continue to function even if a significant fraction of neurons and interconnections fail. In general, increasing the number of hidden nodes may enhance the performance of prediction, and increasing the number of networks to train may result in an ensemble forecast.

The core idea of LSTM lies in the cell state—the horizontal line that runs down the chain with information flowing alongside (Figure 6). In addition, LSTMs have the ability to remove or add information to the cell state, controlled by the gates, which are a pathway through which information can be allowed to pass. They consist of a sigmoid neural net layer and a pointwise multiplication operation. LSTM networks are powerful in promptly forecasting series data since there can be lags of unknown duration between events in time series. Hence, when compared to other traditional RNNs in this study, LSTM networks do not have the vanishing gradient problem. Thus, LSTM has the advantages of being relatively insensitive to time intervals and of making fewer errors in prediction when compared to other methods.

In the CPAIS, long-term cumulative records of confirmed cases, recoveries, and deaths are included. In addition, daily figures for these metrics are provided for each month. Thus, short-term trends can be examined using this system. Users can compare three or more countries and visualize the relative incidence of COVID-19 within a specific time duration. Short-term and long-term trends can be simultaneously viewed. In previous studies [14, 19, 20], only a limited number of countries were included for forecasting. Our system contains 171 countries and provides information about policy measures. Further, data visualization, statistical and deep learning for incidence forecasting, and customized ranking are possible. Based on their objectives, users can select country names and time periods. Similar cultural backgrounds, neighboring geographical characteristics, and high-frequency trading may also serve as attractive features. In particular, a declined ranking is calculated by our system to explore the effectiveness of COVID-19 management strategies implemented in 2020. Thus, the CPAIS is a comprehensive AI-based service that is available on the internet. It relies on big data and offers data visualization, deep learning–based prediction, and customized comparison. This system can be used to investigate COVID-19 progression trends.

**Figure 6.** Diagram of the long short-term memory neural network with three functional gates.

![Diagram of the long short-term memory neural network with three functional gates.](image)

**Limitations**

To the best of our knowledge, this is the first web-based machine learning system that can explore variations, trends, and forecasts related to the COVID-19 pandemic across 171 countries. This pilot system still has several limitations. First, this database relies heavily on the source databases and shares similar limitations with the source databases. For example, the source databases did not consider the number of COVID-19 patients that were traveling internationally, and this may result in inaccurate analysis for a small number of countries. However, we think that the number of COVID-19 patients who were traveling internationally is small, as most countries imposed COVID-19-negative tests or proof of vaccination before allowing the traveler into the country. Second, the CPAIS cannot be updated daily if the source databases are not updated. For example, at present, the number of recoveries in the United States was last updated on December 14, 2020. So the number of recoveries in the United States may not be accurate. Finally, since the main purpose of this platform is to consolidate raw data retrieved from various databases and associated measures of pandemic policy implementation, we remind the reader to use text mining, local reports, and information retrieved from the medical system of a given country for further assessment.

**Conclusions**

In general, the CPAIS collects and summarizes information about the COVID-19 pandemic and offers data visualization...
and deep learning–based prediction. It may be a useful and consequential reference resource for any serious outbreak or epidemic that may occur in the future. In addition, information about the vaccine is also stored in our system. It may be used to evaluate the efficacy of the vaccine in different countries in the future. Moreover, the 2-week machine learning forecasting may serve as warning signs and highlight current trends in the epidemic that have been made apparent by AI techniques. To conclude, the CPAIS can be used to summarize several factors that can influence the effectiveness of epidemic prevention and predict the next serious outbreak.
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Multimedia Appendix 1
Hyperparameters, packages, and function code for each model as well as the dynamic heat maps with policy measures for New Zealand, Vietnam, and Taiwan.
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Abstract

Background: There are many alternatives to direct journal access, such as podcasts, blogs, and news sites, that allow physicians and the general public to stay up to date with medical literature. However, there is a scarcity of literature that investigates the readership characteristics of open-access medical news sites and how these characteristics may have shifted during the COVID-19 pandemic.

Objective: This study aimed to assess readership and survey data to characterize open-access medical news readership trends related to the COVID-19 pandemic and overall readership trends regarding pandemic-related information delivery.

Methods: Anonymous, aggregate readership data were obtained from 2 Minute Medicine, an open-access, physician-run medical news organization that has published over 8000 original, physician-written texts and visual summaries of new medical research since 2013. In this retrospective observational study, the average number of article views, number of actions (defined as the sum of the number of views, shares, and outbound link clicks), read times, and bounce rates (probability of leaving a page in <30 s) were compared between COVID-19 articles published from January 1 to May 31, 2020 (n=40) and non–COVID-19 articles (n=145) published in the same time period. A voluntary survey was also sent to subscribed 2 Minute Medicine readers to further characterize readership demographics and preferences, which were scored on a Likert scale.

Results: COVID-19 articles had a significantly higher median number of views than non–COVID-19 articles (296 vs 110; \(U=748.5; P<.001\)). There were no significant differences in average read times (\(P=.12\)) or bounce rates (\(P=.12\)). Non–COVID-19 articles had a higher median number of actions than COVID-19 articles (2.9 vs 2.5; \(U=2070.5; P=.02\)). On a Likert scale of 1 (strongly disagree) to 5 (strongly agree), our survey data revealed that 65.5% (78/119) of readers agreed or strongly agreed that they preferred staying up to date with emerging literature about COVID-19 by using sources such as 2 Minute Medicine instead of journals. A greater proportion of survey respondents also indicated that open-access news sources were one of their primary sources for staying informed (86/120, 71.7%) compared to the proportion who preferred direct journal article access (61/120, 50.8%). The proportion of readers indicating they were reading one or less full-length medical studies a month were lower following introduction to 2 Minute Medicine compared to prior (21/120, 17.5% vs 38/120, 31.6%; \(P=.005\)).

Conclusions: The readership significantly increased for one open-access medical literature platform during the pandemic. This reinforces the idea that open-access, physician-written sources of medical news represent an important alternative to direct journal access for readers who want to stay up to date with medical literature.
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Introduction
On March 11, 2020, COVID-19 was declared a pandemic by the World Health Organization roughly 11 weeks after the report of the first detected COVID-19 case [1]. With its high transmissibility and global impact, COVID-19 has attracted tremendous interest from researchers, clinicians, and the general population worldwide. Within the first 3 months of the disease’s discovery, bibliometric analyses indicated that there was already a greater number of peer-reviewed COVID-19 studies published than the combined number of articles on SARS (severe acute respiratory syndrome) and MERS (Middle East respiratory syndrome) published during these diseases’ first year of discovery [2,3]. This has also resulted in significant interest from the mass media, as a substantial increase in COVID-19–related news was observed in the early months of 2020 [4]. Prior literature has found that overall news consumption increases significantly during a national crisis, and this appears to be the case for the COVID-19 outbreak, as there is evidence suggesting that information-seeking behavior increased following the declaration of the pandemic [5-7].

Compared to the past, many alternatives to direct journal access and mainstream media now exist for clinicians and the general public who want to stay informed about medical news and research, including, but not limited to, social media, blogs, journal newsletters, open-access medical news sites, and podcasts. Although there is evidence that suggests that differences in the use of these alternative sources can have subsequent downstream effects on consumers’ health behaviors, there is little data on the characterization of the consumption of these sources both prior to and following the start of the pandemic [8]. Specifically, there is a notable scarcity of investigations examining the readership trends and characteristics of open-access medical news organizations.

To further characterize the consumption of medical literature during the COVID-19 pandemic, this study sought to investigate readership trends for one physician-run, open-access medical news organization and readership preferences regarding the delivery of COVID-19–related research and information.

Methods
Readership Data
Aggregate, anonymous data for this retrospective observational study was obtained from 2 Minute Medicine Inc [9]. 2 Minute Medicine is a free, open-access medical news organization that publishes daily, physician-written texts and visual summaries of new medical research. It has published over 8000 summaries since 2013. Articles published on the website from January 1 to May 31, 2020, were included in our analysis. In that time span, 40 articles were published about COVID-19–related research, and 145 articles were published about non–COVID-19 medical research. Overall daily website traffic, average view times, the average number of actions, and average bounce rates were longitudinally characterized for the study period.

Web-Based Survey Data
A web-based survey was sent to 4221 readers who opted into the website’s free, daily electronic mailing list. Nonidentifying demographic data, including age, sex, respondents’ level of education, and respondents’ field of work or study, were gathered. Survey items were created with the intention of directly addressing identified gaps in literature regarding respondents’ perspectives and the relative use of alternative sources, as secondary outcome validation was beyond the scope of this study. Descriptive data were gathered on readers’ behaviors and preferences via Likert scales that ranged from 1 (strongly disagree) to 5 (strongly agree). The key statements used in the study included items such as “I prefer using open access medical news sites such as www.2minutemedicine.com to stay up to date with research related to COVID-19.” Users were also asked to indicate all of the primary sources that they were using to stay informed about COVID-19–related literature, including, but not limited to, direct journal access, journal newsletters, mainstream media, social media, and open-access medical news sites such as 2 Minute Medicine. Other readership trends were also briefly investigated with the survey, as users indicated their frequency of reading full-length original journal articles both prior to and following their introduction to 2 Minute Medicine.

Ethics
This study was compliant with the Health Insurance Portability and Accountability Act and exempt from review by the institutional review board.

Statistical Analysis
All statistical analyses were performed using SPSS, version 26 (IBM Corporation). The visual inspection of a histogram, normal quantile-quantile plot, and box plot and the Kolmogorov-Smirnov test were completed to determine if the data followed a normal distribution [10]. If the data were not normally distributed, the Mann-Whitney U test was used to compare the average number of views (over the first 2 weeks following publication on the website), number of actions (defined as the sum of the number of views, shares, and outbound link clicks), read times (in seconds), and bounce rates (defined as the probability of readers leaving the webpage in <30 s) for each article [11]. In this study, actions, read times, and bounce rates were used as measures of reader engagement.

Results
A total of 121 responses were obtained over a 7-week period (response rate: 121/4421, 2.7%). Demographic characteristics of respondents are summarized in Table 1. The majority of
respondents reported that they worked in the health care industry (114/121, 94.2%). These respondents included undergraduate students, graduate students, medical students, medical residents, and licensed physicians, and they made up the majority of the respondents.

**Table 1. Demographic characteristics of respondents.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>66 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>54 (45)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>20-29</td>
<td>43 (35.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>37 (30.8)</td>
</tr>
<tr>
<td>40-49</td>
<td>6 (5)</td>
</tr>
<tr>
<td>50-59</td>
<td>7 (5.8)</td>
</tr>
<tr>
<td>60-69</td>
<td>10 (8.3)</td>
</tr>
<tr>
<td>&gt;69</td>
<td>9 (7.5)</td>
</tr>
<tr>
<td>Did not indicate</td>
<td>6 (5)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than or equal to high school graduate</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Some college or university education</td>
<td>13 (10.8)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>18 (15)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>24 (20)</td>
</tr>
<tr>
<td>Doctoral or professional degree</td>
<td>62 (51.6)</td>
</tr>
<tr>
<td><strong>Field of work or study</strong></td>
<td></td>
</tr>
<tr>
<td>Health care worker</td>
<td>116 (95.9)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (4.1)</td>
</tr>
<tr>
<td>Licensed physician</td>
<td>26 (21.4)</td>
</tr>
<tr>
<td>Licensed allied health professional</td>
<td>13 (10.7)</td>
</tr>
<tr>
<td>Licensed pharmacist</td>
<td>7 (5.7)</td>
</tr>
<tr>
<td>Medical or surgical fellow</td>
<td>6 (4.9)</td>
</tr>
<tr>
<td>Medical or surgical resident</td>
<td>34 (28.1)</td>
</tr>
<tr>
<td>Pharmacy resident</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Medical student</td>
<td>6 (4.9)</td>
</tr>
<tr>
<td>Graduate student</td>
<td>10 (8.2)</td>
</tr>
<tr>
<td>Undergraduate student</td>
<td>9 (7.3)</td>
</tr>
<tr>
<td>Pharmacy student</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Unspecified or other</td>
<td>6 (4.9)</td>
</tr>
</tbody>
</table>

Over the study period, COVID-19 articles had a total of 68,129 views (mean 1792, SD 6491), while articles not related to the pandemic accrued 19,650 views (mean 137, SD 122). Our analysis via the Mann-Whitney *U* test revealed that COVID-19 articles published within the observed time frame had a significantly higher median number of views than non–COVID-19 articles (296 vs 110; *U*=748.5; *P*<.001). There was no difference in average view times or bounce rates between the two types of articles. Non–COVID-19 articles had a significantly higher median number of actions than COVID-19 articles (2.9 vs 2.5; *U*=2070.5; *P*=.02).

The number of daily visitors over the study period are displayed in **Figure 1**. The average mean daily visitor count was 1724 (SD 1549). Daily visitor counts were relatively stable from January 1 to February 29, 2020 (mean 1298, SD 292), but a significant peak in daily readership was observed in the month of March (mean 2816, SD 3134), and a peak visitor count of 12,806 daily views.
readers was observed on March 24. The mean daily visitor count from April 1 to May 31 was 1586 (SD 437). The average visit time per page over the study period was 168 s (SD 16 s), and this is shown in Figure 2. The lowest average daily read times were found on March 23 (116 s), March 24 (115 s), and March 25 (120 s).

Figure 1. Daily visitor traffic from January 1 to May 30, 2020 compared to the baseline average.

Figure 2. Daily average read times for articles from January 1 to May 30, 2020.

In terms of survey responses, on a Likert scale of 1 (strongly disagree) to 5 (strongly agree), data from 119 responses (2 respondents did not answer) revealed that 65.5% (78/119) of readers agreed or strongly agreed that they preferred staying up to date with emerging literature about COVID-19 by using sources such as 2 Minute Medicine instead of journals, as shown in Table 2.

When respondents were asked to indicate all of the sources they used to stay up to date with COVID-19 literature, a greater proportion of survey takers indicated that open-access news sources were one of their primary means of staying informed (86/120, 71.7%) compared to the proportion who preferred direct journal article access (61/120, 50.8%), as shown in Table 3. Journal newsletter updates (70/120, 58.3%), social media sources (53/120, 44.2%), and mainstream news media sources (46/120, 38.3%) were other recognized sources of information. The following five other sources were also recognized as sources of information: work or school announcements, podcasts, institutional newsletters, and search engine notifications. In terms of the impact of 2 Minute Medicine on information consumption, a Fisher exact test demonstrated that the proportion of readers who indicated that they were reading 1 or fewer full-length medical studies per month decreased after their introduction to 2 Minute Medicine (21/120, 17.5% vs 38/120, 31.6%; $P=0.005$).
Table 2. Likert scale data for the question “I prefer staying up to date with emerging research surrounding COVID-19 by using sources such as 2 Minute Medicine versus reading the articles themselves.”

<table>
<thead>
<tr>
<th>Selection</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly Disagree</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Disagree</td>
<td>10 (8.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>28 (23.5)</td>
</tr>
<tr>
<td>Agree</td>
<td>39 (32.8)</td>
</tr>
<tr>
<td>Strongly Agree</td>
<td>39 (32.8)</td>
</tr>
</tbody>
</table>

Table 3. Sources identified by readers as their primary means for staying informed with COVID-19–related research.

<table>
<thead>
<tr>
<th>Source</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open-access medical news sites</td>
<td>86 (71.7)</td>
</tr>
<tr>
<td>Journal newsletters</td>
<td>70 (58.3)</td>
</tr>
<tr>
<td>Direct journal access</td>
<td>61 (50.8)</td>
</tr>
<tr>
<td>Social media</td>
<td>53 (44.2)</td>
</tr>
<tr>
<td>Mainstream media</td>
<td>46 (38.3)</td>
</tr>
<tr>
<td>Research newsletters</td>
<td>20 (16.7)</td>
</tr>
<tr>
<td>Research aggregator services</td>
<td>16 (13.3)</td>
</tr>
<tr>
<td>Other sources</td>
<td>5 (4.2)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

The results in this study show that average view counts for COVID-19–related articles were significantly higher than those of articles that covered other medical news during the pandemic ($P<.001$). Although this suggests people’s overall interest in COVID-19–related news was greater than their interest in other medical news, there were no associated findings for measures of audience engagement, including average view times or bounce rates. Interestingly however, the average number of actions, which consisted of the number of views, shares, and outbound link clicks per article, were found to be significantly higher for non–COVID-19 medical news articles ($P=.02$), which had an average of nearly 3 actions. We hypothesized that this was due to these articles tending to cover subspecialties or other niche areas of medicine, thereby attracting readers that may be more heavily involved in these fields and have a higher probability of reading primary source articles.

Longitudinal trends of daily visitor counts indicated relatively stable overall site traffic for the first 3 months of 2020. A large spike in daily readership was observed between March 23 to March 26. This was followed by variable daily site traffic before it returned to relative stability in the third and fourth weeks of April. Interestingly, while prior literature has documented increased information-seeking behavior in the first 1 or 2 days following local announcements of outbreaks, this large spike in site traffic appeared to be primarily attributable to a site that published summaries covering research on hydroxychloroquine and its potential therapeutic application for treating COVID-19 [7]. Daily visitor counts dropped in the following weeks but remained above the baseline average. This is possibly indicative of readership retention. Furthermore, while average read times remained fairly stable with an SD of less than 10% over the study period, a substantial decrease in average read times coincided with this peak in visitor count; the decreased average read time was 30.3%. Although this was not confirmed in our site analysis, we believe that this decrease in average read time may be reflective of the site’s larger reach to the general public compared to the normal demographic of the site’s readers—health care professionals. Overall, our results indicate that secondary sources such as medical news sites may have readership data that are more heavily influenced by the gravity and popularity of individual research articles than by other potential factors, such as infection count or other trends related to the pandemic. However, this will need to be further validated in future studies. To our knowledge, these findings represent the first characterization of open-access medical news readership trends during an international health crisis.

In our review of the survey results, the survey data collected appeared to corroborate the findings of the site data comparisons. Unsurprisingly, the majority of respondents (114/121, 94.2%) to the survey, who were subscribers of 2 Minute Medicine, were primarily composed of those directly involved in health care. The survey results indicated that users preferred open-access medical news sources such as 2 Minute Medicine as their primary source of information about pandemic-related research. This is based on both the overall agreement responses on the Likert scale and the fact that a greater proportion of respondents indicated that such sources were their primary news source compared to the proportion who used journals, journal newsletters, and mainstream media as their primary news source. The transition to using sources such as open-access new sources and newsletters may be increasing in prevalence due to the explosive growth in the volume of...
scientific literature being published per year [11]. The use of these alternative sources may provide readers with a means to sort through such literature and identify research with the highest impact to guide their reading. Interestingly, the use of 2 Minute Medicine appeared to influence the respondents’ overall consumption of medical literature, as readers indicated that they read a greater number of articles via direct journal access following their introduction to the website. In terms of the demographic data acquired in the study, it is of note that despite people’s increased interest in 2 Minute Medicine and its articles covering COVID-19–related research, the vast majority of subscribers to the website continue to be composed of respondents who are directly involved in the health care field. As such, further investigations may be needed to characterize the readership trends and preferences of the general public.

To our knowledge, this is the first study that describes open-access medical news readership trends and preferences for sources alternative to journals during the COVID-19 pandemic. During an outbreak in which an abundance of research is being published while there is high global interest in the pandemic, having a better understanding of how information is consumed by both health care workers and the general public may provide a better understanding of the behaviors associated with the pandemic. Prior literature has demonstrated that different sources of information are at variable risk of misinformation, which may have subsequent impacts on consumer behavior [12-16]. For example, a prior study conducted by Allington et al [8] found a positive correlation between the use of social media and the frequency of COVID-19–related conspiracy theories and a negative relationship between COVID-19–related health-protective behaviors and the use of social media.

Limitations
In terms of the limitations of this study, as the survey was only sent to subscribers of 2 Minute Medicine—the vast majority of whom are in the field of health care—the generalizability of our findings to the general public are unknown. The sample used for the survey also invariably skewed data to favor preferences toward open-access medical sites. This was a result of sampling bias, as respondents were active subscribers of the organization. Further studies should more broadly survey health care professionals to repeat our findings. It is also recognized that the survey used in this study lacks any validity evidence, and the wording of questions may have been framed positively toward 2 Minute Medicine, which may have introduced bias in the collection of results. Additionally, although the demographics of survey respondents were gathered, individual demographic data on site visitors were not obtained for the purposes of this study, which led to a lack of understanding of the visitors to the site itself. Finally, as survey data on the frequency of reading full-length original studies were not gathered prospectively, this study can only provide limited information regarding the interaction between open-access medical news consumption and original research consumption.

Conclusions
The results in this study indicate that readership on an open-access medical news site significantly increased as a result of the COVID-19 pandemic. Overall site traffic remained relatively stable in the first 2 months of the study period, and a substantial spike in traffic occurred in mid-March 2020. Based on the comparisons between article view counts and survey data, it appears as though open-access medical news sites may represent an important source for physicians and other health care workers who want to stay up to date with relevant COVID-19 literature. The introduction to such sites may also have subsequent impacts on overall medical literature consumption and increase the frequency of direct journal access.
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Abstract

Background: Early detection and intervention are the key factors for improving outcomes in patients with COVID-19.

Objective: The objective of this observational longitudinal study was to identify nonoverlapping severity subgroups (ie, clusters) among patients with COVID-19, based exclusively on clinical data and standard laboratory tests obtained during patient assessment in the emergency department.

Methods: We applied unsupervised machine learning to a data set of 853 patients with COVID-19 from the HM group of hospitals (HM Hospitales) in Madrid, Spain. Age and sex were not considered while building the clusters, as these variables could introduce biases in machine learning algorithms and raise ethical implications or enable discrimination in triage protocols.

Results: From 850 clinical and laboratory variables, four tests—the serum levels of aspartate transaminase (AST), lactate dehydrogenase (LDH), C-reactive protein (CRP), and the number of neutrophils—were enough to segregate the entire patient pool into three separate clusters. Further, the percentage of monocytes and lymphocytes and the levels of alanine transaminase (ALT) distinguished cluster 3 patients from the other two clusters. The highest proportion of deceased patients; the highest levels of AST, ALT, LDH, and CRP; the highest number of neutrophils; and the lowest percentages of monocytes and lymphocytes characterized cluster 1. Cluster 2 included a lower proportion of deceased patients and intermediate levels of the previous laboratory tests. The lowest proportion of deceased patients; the lowest levels of AST, ALT, LDH, and CRP; the lowest number of neutrophils; and the highest percentages of monocytes and lymphocytes characterized cluster 3.

Conclusions: A few standard laboratory tests, deemed available in all emergency departments, have shown good discriminative power for the characterization of severity subgroups among patients with COVID-19.

(J Med Internet Res 2021;23(5):e25988) doi:10.2196/25988
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Introduction

The COVID-19 pandemic has brought to light the scarcity of health care resources worldwide [1]. One of the main challenges faced by health care systems while tackling this pandemic is the lack of affordable, accurate, and simple information that can allow clinicians to predict the evolution of the patients’ disease sooner, upon admission to the hospital. This information might help clinicians to make early decisions regarding arrangement and organization of medical resources, as well as early interventions to improve the health outcomes of these patients.

The exhaustive and inefficiently structured amount of health data available does not permit parametric modeling in an easy way. To overcome this issue, machine learning techniques have recently been identified as promising tools in data analysis for individual class prediction, allowing us to deal with a great number of variables simultaneously and observe inherent disease-related patterns in the data [2].

Machine learning for health care is a key discipline aimed to translate large health data sets into operative knowledge in different medical fields [3-7]. The methods of this artificial intelligence paradigm can be classified as supervised or unsupervised, based on the underlying strategy used [8]. In inductive or supervised machine learning, the method builds a general class description of the target categories from a set of previously categorized examples [8]. In general, supervised learning methods are used to design classifiers from labeled samples that predict the class of an unseen new sample [8]. In the field of medicine, these methods have been applied to find prognostic and predictive biomarkers [9]. On the other hand, in unsupervised machine learning, the goal is to find the class or classes that cover the sample [8]. These methods permit the discovery of the underlying structure and relationships among unlabeled samples [8]. Unsupervised clustering techniques can obtain groups of samples so that the intrasimilarity within each group is maximized, while intersimilarity between groups is minimized [8]. They are usually applied in medicine to identify homogeneous groups of patients based on their medical records and relationships between clinical manifestations and therapeutic responses, or to detect sets of coexpressed genes, among other applications [10,11].

There are several research reports using COVID-19 data sets, which focus on predicting the patients’ mortality or severity by mainly using regression modeling from labeled clinical records [12-17]. Further, in a multicenter study, using supervised machine learning, a personalized COVID-19 mortality risk score for hospitalized patients upon admission has been proposed [18]; however, in that study [18], the reason for choosing only a subset of the recorded clinical variables to build their model was not explained. Therefore, the algorithm might have been biased, even by the expert’s knowledge. In all of these studies [12-18] and in a study based on cluster analysis [19], demographics, such as age and sex, were considered as key variables in their prediction models. By contrast, these variables were deliberately excluded from the training data set in this study, in which we used an unsupervised machine learning method for data handling.

Health agencies recommend that clinical decisions should be made based on an individual’s biological age rather than chronological age [20,21]. There are multiple physiological and molecular markers for estimation of biological aging that can predict life span [22]. Besides these markers, the heterogeneity of eating habits, physical and mental conditions, and therapeutics have an influence on the overall health state, making biological aging a heterogeneous process too.

Frailty and multi-morbidities, as measures of biological aging, have been found to be risk factors for mortality independent of chronological age in patients with COVID-19 [23]. New procedures for the therapeutic management of COVID-19 are required regardless chronological age [24].

Furthermore, reports about case-fatality rates for COVID-19 categorized by age groups could sentence elderly people not only to social exclusion but also to health care indifference. Considering the elderly population as a highly vulnerable group is a simple and negative stereotype that may even influence decision making in clinical resource management [25].

The prevalence and severity of COVID-19 also varies based on sex, whereby men experience higher mortality than women [26]. The severity of the disease implies that the person may need hospitalization, intensive care support, and mechanical ventilation. However, the medical treatments scheduled during hospitalization or a stay in intensive care are the same for every patient with a severe case of COVID-19, regardless age or sex [27].

Since chronological age as well as sex cannot be considered as pivotal aspects to determine an individual’s health status and resilience [28], these should not be key determinants for health care or resource allocation among people suffering from COVID-19. Therefore, predictive models based on intelligent data processing that take into account a patient’s age as a major determinant in health care access may be inappropriate and unethical [25].

Demographic variables (ie, age and sex) were not used in the previously published studies for building models on effective treatments based upon sex or age groups or for understanding sex or age differences [12-19]. These predictive models of severity and mortality risk for COVID-19 could be discriminating [29]. For example, consideration of the age of people in the emergency department might discriminate against older people (ie, ageism) regarding access to care, since the decision would be based purely upon the age of the patients rather than their health care needs [30].

The objective of this observational longitudinal study was to identify nonoverlapping severity subgroups (ie, clusters) among patients with COVID-19, using exclusive laboratory tests and clinical data obtained during the first medical contact in the emergency department, by means of unsupervised machine learning techniques. Age and sex were not taken into account to build the subgroups due to the ethical implications. For this purpose, we used the data set collected by the HM group of hospitals (HM Hospitales) in Madrid, Spain [31].
Methods

Data Set

This study is a longitudinal analysis of the data set collected by the HM group of hospitals in Madrid, Spain, in the context of the project Covid Data Save Lives [31]. The information from this data set comes from the electronic health records data system of the seven HM hospitals, located in the Community of Madrid in Spain [31]. This data set contains the anonymized records of 2310 patients, admitted to any of the seven HM hospitals, with a diagnosis of COVID-19 from March 1 to April 24, 2020. The data set includes different interactions within COVID-19 treatment processes, including detailed information on diagnoses, treatments, intensive care unit (ICU) admission, and discharge or death, among many other variables. The data set also includes diagnostic imaging and laboratory tests or records of previous medical care, if any. It also includes the drugs administered to each patient during admission (more than 60,000 records) with the dates corresponding to the first and last administration of each drug, which was identified by its brand name and classification in the Anatomical Therapeutic Chemical codes (ATC5/ATC7). Moreover, laboratory data are also included (398,884 records). Finally, the data set contains the records of the diagnostic and procedural information—coded according to the ICD-10 (International Statistical Classification of Diseases and Related Health Problems, 10th Revision) classification in its latest distributed version—for the patients referred, both for episodes of hospital admission (more than 1600) and for the emergencies (more than 1900) prior to those episodes, if any.

Data Preprocessing

We collected the information for each patient identifier and compiled it into one record. This included age, sex, vital signs in the emergency department, and the need or lack of need of the ICU. COVID-19 symptoms, ICD-10 codes of previous and current conditions, as well as different laboratory tests performed in the emergency department were also recorded. We also calculated, for each patient, the duration in days of the hospital stay, including ICU admission and the days from hospitalization to ICU admission. We also considered the first laboratory tests obtained from the emergency department and grouped all of the ICD-10 codes under the first three characters (ie, first letter and two subsequent numbers) of the code to reduce the number of variables and provide generalization. We codified each ICD-10 feature for inclusion in one of the following groups: present in emergency department admission, not present in emergency department admission, or developed during hospital stay.

Only patients with a discharge reason of death or recovered were included in the analyses. The patients with a discharge reason of transferred to another hospital or transferred back to the nursing home (about 3.6% of the total data set) were excluded, since no additional information was available after they left the hospital. We only selected the records (ie, patients) with no missing values on clinical data and laboratory tests, which left a final sample of 853 patients (37.2% women) to be included in our analyses. The mean age of the sample was 67.2 (SD 15.7) years (range 21–106). Each patient had 850 variables in his or her record, including eight variables about demographics, hospitalization stay, and outcome measures; one variable about COVID-19 symptoms; 10 variables about vital signs (eg, temperature, heart rate, oxygen saturation, and systolic and diastolic blood pressure) in the emergency department; 29 laboratory tests from the emergency department; 168 ICD-10 codes from the emergency department; and 634 ICD-10 codes during their hospital stay.

The final sample of 853 patients was similar to the excluded sample (n=1457) in terms of age (mean 67.2, SD 15.7 years, vs mean 67.1, SD 17.0 years; \( F_{1,2308} = 1.508; P = .22 \)); discharge reason (selected deceased: 15.6% vs excluded deceased: 18.2%; \( F_{1,2308} = 2.474; P = .12 \)); ICU admission (6.8% vs 7.3%; \( F_{1,2308} = 0.003; P = .96 \)); or admission date (March 27, 2020, ± 8.3 days, vs March 28, 2020, ± 11.6 days). However, there were significant differences in terms of sex (37.2% women vs 42.2% women; \( F_{1,2308} = 5.768; P = .02 \)) and days in hospital (mean 9, SD 6, vs mean 8, SD 7; \( F_{1,2308} = 4.786; P = .03 \)). Notwithstanding, the effect size was small for both differences (\( \eta^2 = 0.003 \) and \( \eta^2 = 0.002 \), respectively).
Table 1. Laboratory tests used to characterize the patients.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDW</td>
<td>Red cell distribution width</td>
<td>%</td>
</tr>
<tr>
<td>BAS</td>
<td>Basophils</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>BAS%</td>
<td>Percentage of basophils</td>
<td>%</td>
</tr>
<tr>
<td>MCHC</td>
<td>Mean corpuscular hemoglobin concentration</td>
<td>g/dL</td>
</tr>
<tr>
<td>CREA</td>
<td>Creatinine</td>
<td>mg/dL</td>
</tr>
<tr>
<td>EOS</td>
<td>Eosinophils</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>EOS%</td>
<td>Percentage of eosinophils</td>
<td>%</td>
</tr>
<tr>
<td>GLU</td>
<td>Glucose</td>
<td>mg/dL</td>
</tr>
<tr>
<td>AST</td>
<td>Aspartate transaminase</td>
<td>U/L</td>
</tr>
<tr>
<td>ALT</td>
<td>Alanine transaminase</td>
<td>U/L</td>
</tr>
<tr>
<td>MCH</td>
<td>Mean corpuscular hemoglobin</td>
<td>pg</td>
</tr>
<tr>
<td>HCT</td>
<td>Hematocrit</td>
<td>%</td>
</tr>
<tr>
<td>RBC</td>
<td>Red blood cells</td>
<td>×10^6/µL</td>
</tr>
<tr>
<td>HB</td>
<td>Hemoglobin</td>
<td>g/dL</td>
</tr>
<tr>
<td>K</td>
<td>Potassium</td>
<td>mmol/L</td>
</tr>
<tr>
<td>LDH</td>
<td>Lactate dehydrogenase</td>
<td>U/L</td>
</tr>
<tr>
<td>LEUC</td>
<td>Leucocytes</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>LYM</td>
<td>Lymphocytes</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>LYM%</td>
<td>Percentage of lymphocytes</td>
<td>%</td>
</tr>
<tr>
<td>MONO</td>
<td>Monocytes</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>MONO%</td>
<td>Percentage of monocytes</td>
<td>%</td>
</tr>
<tr>
<td>NA</td>
<td>Sodium</td>
<td>mmol/L</td>
</tr>
<tr>
<td>NEU</td>
<td>Neutrophils</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>NEU%</td>
<td>Percentage of neutrophils</td>
<td>%</td>
</tr>
<tr>
<td>CRP</td>
<td>C-reactive protein</td>
<td>mg/L</td>
</tr>
<tr>
<td>PLAT</td>
<td>Platelet count</td>
<td>×10^3/µL</td>
</tr>
<tr>
<td>BUN</td>
<td>Blood urea nitrogen</td>
<td>mg/dL</td>
</tr>
<tr>
<td>MCV</td>
<td>Mean cell volume</td>
<td>fL</td>
</tr>
<tr>
<td>MPV</td>
<td>Mean platelet volume</td>
<td>fL</td>
</tr>
</tbody>
</table>

Clustering

Unsupervised automatic x-means clustering [32]—the implementation in RapidMiner Studio 9.7, Community Edition (RapidMiner, Inc)—was applied to the preprocessed data set that was previously described (see Data Preprocessing section). The algorithm determines the optimum number of clusters so that the intracluster distance of patients is at a minimum, and the intercluster distance of patients is at a maximum. The x-means algorithm was used instead of the more common k-means algorithm to overcome the three major shortcomings of the latter [32]: poor computational scaling, manual selection of the number of clusters, and tendency to local minima. X-means clustering determines the optimal number of clusters by the Bayesian information criterion (BIC), also known as the Schwarz criterion, which is used to maximize the explained variance by the clusters and minimize the number of parameters (k) [32]. X-means clustering is also an improvement over k-means clustering since it tends to create clusters formed by only one sample to minimize inertia [32]. Moreover, the later use of the Davies Bouldin index to evaluate the cluster distributions is also intended to overcome this issue since it considers a mix of both inertia and distortion to quantitatively assess the cluster models (see below). In addition, the automatic selection of the number of clusters by x-means clustering avoids the possible bias in the manual selection of k [32]. This bias is also present in hierarchical agglomerative clustering, where a threshold must be set to obtain the ultimate clusters after the hierarchy is built. Despite the fact that x-means clustering is not completely deterministic, it is certainly very stable with
minimum variations between different runs [32] and is significantly more stable than k-means clustering. However, x-means clustering introduces a bias. Since it uses the BIC to evaluate the cluster models in each iteration, this criterion purposely favors the models with a lower number of clusters. This means that an alternative cluster model with a better Davies Boulding index and a higher number of clusters may have been discarded. However, a higher number of clusters with a better Davies Boulding index usually implies clusters with small numbers of samples—notice that the best index would be obtained by a model of one cluster per sample—which is not desirable at all for the clinical stratification purpose aimed for in this study.

Patients were considered here as vectors with several dimensions equal to the number of variables. In this case, the number of variables taken to apply the clustering algorithm was 842. None of the eight variables about demographics, hospital stay, and outcome measures were included. They were removed from the clustering formation because of the potential ethical controversies and biases (ie, demographics) or prospective information (ie, hospitalization stay and outcome measures).

The algorithm was applied using several similarity or distance metrics between patients [33]: the Euclidean distance, the Canberra distance, the Chebyshev distance, the correlation similarity, the cosine similarity, the Dice similarity, the inner product similarity, the Jaccard similarity, the kernel Euclidean distance, the Manhattan distance, the max product similarity, the overlap similarity, the generalized divergence, the Itakura-Saito distance, the Kullback-Leibler divergence, the logarithmic loss, the logistic loss, the Mahalanobis distance, the squared Euclidean distance, and the squared loss. In spite of the fact that we could have had good similarity measure candidates a priori, based on data set characteristics such as dimensionality, the best practice was the selection based on empirical evaluation [34]. To avoid any a priori biases, we empirically tested all measures available in the software and kept the one yielding the best results.

To assess the fitness of the cluster distributions from the algorithm executions with the above metrics, the Davies Bouldin index was calculated for each one of them [35]. The Davies Bouldin index is a common measure that evaluates cluster models [35]. It quantifies the average maximum ratio of the within-cluster scatter to the between-cluster separation for every pair of clusters in a cluster model [35]. In other words, it provides a trade-off between intercluster similarity and intracluster distance [35]. With this definition, the lower the Davies Bouldin index the lower the within-cluster scatter and the higher the between-cluster separation, which is the most desirable property of a cluster model [35]. The Davies Bouldin index allowed us to quantitatively select the best cluster model among those created, one for each similarity measure considered.

Cluster Validation
From the 1457 patients excluded due to missing values (ie, not used to obtain the clusters), we performed a validation analysis with the patients who presented no missing values in the variables that statistically differed between the three clusters obtained. Subsequently, these patients were assigned to one of the clusters previously obtained by using the best distance metric determined in the clustering process described above.

Statistical Analysis
The difference in the 850 variables between all the clusters obtained was tested using a one-way multivariate analysis of variance. Pairwise post hoc comparisons between clusters were analyzed by the Bonferroni test. Significance was accepted at the 5% level (α=.05). The observed power and effect size, as partial η², were reported for statistically significant differences.

Results
Table 2 shows the number of clusters and the corresponding David Bouldin index of the cluster distribution of patients obtained by the x-means clustering algorithm for each of the similarity measures tested. Note that the lower the David Bouldin index, the better the cluster distribution (ie, higher intercluster distance and lower intracluster distance). The best cluster distribution (ie, lowest David Bouldin index) was obtained by using the Manhattan distance, which grouped the patients into three clusters.
Demographic and clinical characteristics of the patients in the three clusters are shown in Table 3. Notice that this table also shows the values of the eight variables (ie, demographics, hospital stay, and outcome measures) that were not used in the construction of the clusters (marked with a footnote in Table 3). Cluster 1 had a significantly higher proportion of deceased patients (46.6%) than cluster 2 (18.0%) and cluster 3 (10.5%). No significant difference in the percentage of ICU admissions was found between clusters. However, the patients who were admitted to the ICU in cluster 1 stayed a significantly shorter time than patients in cluster 3. No significant difference in sex was found between clusters. Patients in cluster 3 were significantly younger than those in cluster 1. In addition, patients in clusters 1 and 2 presented with a significantly higher heart rate in the emergency department than those in cluster 3. The average oxygen saturation for patients in the emergency department was significantly different between all clusters, whereby patients in cluster 1 had the lowest oxygen saturation and those in cluster 3 had the highest. With respect to previous diseases and surgical procedures, cluster 1 patients presented with a significantly higher percentage of epilepsy and emphysema than those in clusters 2 and 3. In addition, cluster 2 patients presented with a higher percentage of previous surgical procedures, as well as previous thoracic, thoracolumbar, and lumbosacral intervertebral disc disorders, than patients in cluster 3. Cluster 2 patients also presented with a significantly lower percentage of disorders of purine and pyrimidine metabolism than those in clusters 1 and 3. Finally, the percentage of patients who underwent surgical operations during their hospitalization was significantly higher in cluster 1 than in clusters 2 and 3.

Regarding laboratory tests, patients in cluster 1 showed significantly higher levels of serum creatinine, potassium, and blood urea nitrogen than those in clusters 2 and 3; cluster 1 patients also had a significantly higher value of red cell distribution width than did cluster 2 patients. In addition, patients in cluster 2 presented with significantly higher values of lymphocytes and serum levels of sodium, and significantly lower platelet counts than patients in cluster 3. In addition, cluster 3 patients showed lower values of mean corpuscular hemoglobin concentration and leucocytes, serum levels of alanine transaminase (ALT), and percentage of neutrophils than did patients in clusters 1 and 2. Cluster 3 patients had significantly higher values and percentages of eosinophils and percentages of lymphocytes than did patients in clusters 1 and 2. Finally, the laboratory tests that showed significant differences between all clusters were found for the serum levels of aspartate transaminase (AST) (cluster 1 > cluster 2 > cluster 3), lactate dehydrogenase (LDH) (cluster 1 > cluster 2 > cluster 3), C-reactive protein (CRP) (cluster 1 > cluster 2 > cluster 3), and the number of neutrophils (cluster 1 > cluster 2 > cluster 3).

Table 2. Number of clusters and the corresponding David Bouldin index.

<table>
<thead>
<tr>
<th>Similarity measure</th>
<th>David Bouldin index</th>
<th>Number of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean distance</td>
<td>0.948</td>
<td>3</td>
</tr>
<tr>
<td>Canberra distance</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>Chebyshev distance</td>
<td>0.966</td>
<td>3</td>
</tr>
<tr>
<td>Correlation similarity</td>
<td>1.400</td>
<td>3</td>
</tr>
<tr>
<td>Cosine similarity</td>
<td>1.629</td>
<td>3</td>
</tr>
<tr>
<td>Dice similarity</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Inner product similarity</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Jaccard similarity</td>
<td>1.387</td>
<td>3</td>
</tr>
<tr>
<td>Kernel Euclidean distance</td>
<td>1.440</td>
<td>3</td>
</tr>
<tr>
<td>Manhattan distance</td>
<td>0.701</td>
<td>3</td>
</tr>
<tr>
<td>Max product similarity</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Overlap similarity</td>
<td>5.099</td>
<td>4</td>
</tr>
<tr>
<td>Generalized divergence</td>
<td>3.445</td>
<td>3</td>
</tr>
<tr>
<td>Itakura-Saito distance</td>
<td>5.919</td>
<td>4</td>
</tr>
<tr>
<td>Kullback-Leibler divergence</td>
<td>5.677</td>
<td>4</td>
</tr>
<tr>
<td>Logarithmic loss</td>
<td>4.595</td>
<td>4</td>
</tr>
<tr>
<td>Logistic loss</td>
<td>3.445</td>
<td>3</td>
</tr>
<tr>
<td>Mahalanobis distance</td>
<td>4.595</td>
<td>4</td>
</tr>
<tr>
<td>Squared Euclidean distance</td>
<td>3.445</td>
<td>3</td>
</tr>
<tr>
<td>Squared loss</td>
<td>3.659</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable; the David Bouldin index could not be calculated for these measures because they only had one cluster each.
### Table 3. Demographic and clinical characteristics of patients (N=853) in the three clusters.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cluster 1 (n=58)</th>
<th>Cluster 2 (n=300)</th>
<th>Cluster 3 (n=495)</th>
<th>F test (df=2, 850)</th>
<th>P value</th>
<th>η²</th>
<th>1−β²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>71.1 (13.7)d</td>
<td>67.0 (15.1)d,e</td>
<td>65.1 (16.2)f</td>
<td>3.457</td>
<td>.03</td>
<td>0.009</td>
<td>0.648</td>
</tr>
<tr>
<td>Sex (men), n (%)</td>
<td>41 (70.7)d</td>
<td>181 (60.3)d</td>
<td>313 (63.3)d</td>
<td>1.027</td>
<td>.36</td>
<td>0.003</td>
<td>0.23</td>
</tr>
<tr>
<td><strong>Hospital stay and outcome measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient hospital days, mean (SD)</td>
<td>8.5 (4.9)d</td>
<td>8.6 (6.4)d</td>
<td>8.3 (5.1)d</td>
<td>0.363</td>
<td>.70</td>
<td>0.001</td>
<td>0.109</td>
</tr>
<tr>
<td>Discharge reason, n (%)</td>
<td>31 (53.4)d</td>
<td>246 (82.0)f</td>
<td>443 (89.5)e</td>
<td>26.054</td>
<td>&lt;.001</td>
<td>0.062</td>
<td>1</td>
</tr>
<tr>
<td>Intensive care unit admission, n (%)</td>
<td>52 (89.7)d</td>
<td>277 (92.3)d</td>
<td>458 (92.5)d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical ventilation need, n (%)</td>
<td>35 (60.3)d</td>
<td>177 (59.0)d</td>
<td>277 (56.0)d</td>
<td>0.163</td>
<td>.85</td>
<td>&lt;.001</td>
<td>0.075</td>
</tr>
<tr>
<td><strong>Vital signs and laboratory tests, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First heart ratio measurement in the emergency department</td>
<td>98.4 (25.0)d,e</td>
<td>100.1 (26.2)d</td>
<td>93.5 (24.4)f</td>
<td>8.45</td>
<td>&lt;.001</td>
<td>0.021</td>
<td>0.965</td>
</tr>
<tr>
<td>First oxygen saturation measurement in the emergency department</td>
<td>84.2 (12.3)d</td>
<td>90.1 (7.6)e</td>
<td>94.2 (3.6)f</td>
<td>81.732</td>
<td>&lt;.001</td>
<td>0.171</td>
<td>1</td>
</tr>
<tr>
<td>Last heart ratio measurement in the emergency department</td>
<td>99.0 (25.1)d,e</td>
<td>100.1 (26.0)d</td>
<td>93.6 (24.7)f</td>
<td>8.104</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>0.958</td>
</tr>
<tr>
<td>Last oxygen saturation measurement in the emergency department</td>
<td>84.2 (12.2)d</td>
<td>90.0 (7.52)f</td>
<td>94.2 (3.6)f</td>
<td>82.554</td>
<td>&lt;.001</td>
<td>0.172</td>
<td>1</td>
</tr>
<tr>
<td>Red cell distribution width (%)</td>
<td>13.6 (1.9)d</td>
<td>12.9 (1.84)f</td>
<td>13.0 (1.9)d,e</td>
<td>3.28</td>
<td>.04</td>
<td>0.008</td>
<td>0.623</td>
</tr>
<tr>
<td>Basophils (×10³/µL)</td>
<td>0.03 (0.03)d</td>
<td>0.02 (0.02)d,e</td>
<td>0.02 (0.0)e</td>
<td>5.545</td>
<td>.004</td>
<td>0.014</td>
<td>0.854</td>
</tr>
<tr>
<td>Mean corpuscular hemoglobin concentration (g/dL)</td>
<td>33.9 (1.5)d</td>
<td>34.0 (1.17)d</td>
<td>33.6 (1.2)e</td>
<td>8.602</td>
<td>&lt;.001</td>
<td>0.021</td>
<td>0.968</td>
</tr>
<tr>
<td>Creatinine (mg/dL)</td>
<td>1.3 (1.4)d</td>
<td>1.0 (0.47)e</td>
<td>1.0 (0.5)f</td>
<td>9.591</td>
<td>&lt;.001</td>
<td>0.024</td>
<td>0.981</td>
</tr>
<tr>
<td>Eosinophils (×10³/µL)</td>
<td>0.02 (0.04)d</td>
<td>0.02 (0.04)d</td>
<td>0.04 (0.1)e</td>
<td>6.518</td>
<td>.002</td>
<td>0.016</td>
<td>0.908</td>
</tr>
<tr>
<td>Eosinophils (%)</td>
<td>0.20 (0.5)d</td>
<td>0.3 (0.60)d</td>
<td>0.6 (1.2)f</td>
<td>10.000</td>
<td>&lt;.001</td>
<td>0.025</td>
<td>0.985</td>
</tr>
<tr>
<td>Aspartate transaminase (U/L)</td>
<td>80.3 (48.0)d</td>
<td>55.8 (33.4)f</td>
<td>32.8 (18.7)f</td>
<td>109.193</td>
<td>&lt;.001</td>
<td>0.216</td>
<td>1</td>
</tr>
<tr>
<td>Alanine transaminase (U/L)</td>
<td>57.2 (69.1)d</td>
<td>50.7 (48.1)d</td>
<td>29.5 (23.8)f</td>
<td>32.686</td>
<td>&lt;.001</td>
<td>0.076</td>
<td>1</td>
</tr>
<tr>
<td>Potassium (mmol/L)</td>
<td>4.6 (0.8)d</td>
<td>4.2 (0.6)e</td>
<td>4.2 (0.5)f</td>
<td>16.957</td>
<td>&lt;.001</td>
<td>0.041</td>
<td>1</td>
</tr>
<tr>
<td>Lactate dehydrogenase (U/L)</td>
<td>1339.72 (240.56)d</td>
<td>742.5 (122.0)f</td>
<td>447.7 (91.5)f</td>
<td>1666.635</td>
<td>&lt;.001</td>
<td>0.808</td>
<td>1</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Cluster 1 (n=58)</td>
<td>Cluster 2 (n=300)</td>
<td>Cluster 3 (n=495)</td>
<td>F test (df=2, 850)</td>
<td>P value</td>
<td>( \eta^2 )</td>
<td>1-( \beta )</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>------------------</td>
<td>-------------------</td>
<td>---------</td>
<td>------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Leucocytes (( \times 10^3 )/µL)</td>
<td>9.9 (4.8) ( ^d )</td>
<td>8.5 (4.2) ( ^d )</td>
<td>6.9 (5.2) ( ^e )</td>
<td>13.055</td>
<td>&lt;.001</td>
<td>0.032</td>
<td>0.997</td>
</tr>
<tr>
<td>Lymphocytes (( \times 10^3 )/µL)</td>
<td>1.0 (0.5) ( ^d,e )</td>
<td>1.0 (0.6) ( ^d )</td>
<td>1.3 (2.1) ( ^f )</td>
<td>3.692</td>
<td>.03</td>
<td>0.009</td>
<td>0.679</td>
</tr>
<tr>
<td>Lymphocytes (%)</td>
<td>12.6 (7.8) ( ^d )</td>
<td>14.0 (7.7) ( ^d )</td>
<td>20.0 (9.8) ( ^e )</td>
<td>46.962</td>
<td>&lt;.001</td>
<td>0.106</td>
<td>1</td>
</tr>
<tr>
<td>Monocytes (%)</td>
<td>5.1 (2.9) ( ^d )</td>
<td>6.6 (3.9) ( ^d )</td>
<td>8.7 (4.8) ( ^e )</td>
<td>29.321</td>
<td>&lt;.001</td>
<td>0.069</td>
<td>1</td>
</tr>
<tr>
<td>Sodium (mmol/L)</td>
<td>136.2 (7.1) ( ^d,e )</td>
<td>136.2 (4.4) ( ^d )</td>
<td>137.2 (4.6) ( ^f )</td>
<td>4.016</td>
<td>.02</td>
<td>0.01</td>
<td>0.718</td>
</tr>
<tr>
<td>Neutrophils (( \times 10^3 )/µL)</td>
<td>8.4 (4.7) ( ^d )</td>
<td>6.9 (4.0) ( ^e )</td>
<td>4.9 (2.7) ( ^f )</td>
<td>45.584</td>
<td>&lt;.001</td>
<td>0.103</td>
<td>1</td>
</tr>
<tr>
<td>Neutrophils (%)</td>
<td>81.8 (10.2) ( ^d )</td>
<td>78.8 (9.9) ( ^d )</td>
<td>70.4 (11.9) ( ^e )</td>
<td>62.070</td>
<td>&lt;.001</td>
<td>0.135</td>
<td>1</td>
</tr>
<tr>
<td>C-reactive protein (mg/L)</td>
<td>206.1 (131.7) ( ^d )</td>
<td>152.1 (110.0) ( ^e )</td>
<td>64.2 (63.7) ( ^f )</td>
<td>12.930</td>
<td>&lt;.001</td>
<td>0.223</td>
<td>1</td>
</tr>
<tr>
<td>Platelet count (( \times 10^3 )/µL)</td>
<td>229.0 (92.2) ( ^d,e )</td>
<td>236.3 (96.6) ( ^d )</td>
<td>210.3 (87.2) ( ^e )</td>
<td>7.541</td>
<td>.001</td>
<td>0.019</td>
<td>0.944</td>
</tr>
<tr>
<td>Blood urea nitrogen (mg/dL)</td>
<td>58.9 (56.6) ( ^d )</td>
<td>41.8 (29.0) ( ^e )</td>
<td>40.5 (29.7) ( ^e )</td>
<td>7.579</td>
<td>.001</td>
<td>0.019</td>
<td>0.945</td>
</tr>
</tbody>
</table>

Diseases and surgical procedures, n (%)

| Previous history of disorders of purine and pyrimidine metabolism | 4 (6.9) \( ^d \) | 4 (1.3) \( ^e \) | 25 (5.1) \( ^d \) | 4.179             | .02     | 0.01       | 0.736     |
| Previous history of epilepsy and recurrent seizures               | 3 (5.2) \( ^d \) | 4 (1.3) \( ^e \) | 2 (0.4) \( ^e \) | 5.660             | .004    | 0.014      | 0.862     |
| Previous history of emphysema                                     | 3 (5.2) \( ^d \) | 2 (0.7) \( ^e \) | 2 (0.4) \( ^e \) | 6.663             | .001    | 0.017      | 0.914     |
| Previous history of thoracic, thoracolumbar, and lumbosacral intervertebral disc disorders | 0 (0) \( ^d,e \) | 9 (3.0) \( ^d \) | 3 (0.6) \( ^e \) | 4.385             | .01     | 0.011      | 0.758     |
| Previous history of surgical procedures                           | 0 (0) \( ^d,e \) | 4 (1.3) \( ^d \) | 0 (0) \( ^e \) | 3.753             | .02     | 0.009      | 0.686     |
| Surgical operations during the current hospitalization             | 3 (5.2) \( ^d \) | 2 (0.7) \( ^e \) | 4 (0.8) \( ^e \) | 4.880             | .008    | 0.012      | 0.804     |

\( ^a \)Effect size.
\( ^b \)Observed power.
\( ^c \)These variables were not used for the cluster construction.
\( ^d \)Values in the same row, but in different columns, that do not share footnote letters were significantly different after Bonferroni post hoc correction; values in the same row, but in different columns, that share footnote letters were not significantly different.

For a clearer characterization of the clusters, Figure 1 shows a radar chart with the variables (ie, hospital stay, outcome measures, and laboratory tests) that showed statistically significant differences among the clusters and a medium or high effect size \( (\eta^2>0.06) \) [36].

A web-based cluster assignment tool, based on the results reported here, can be found online [37].

To test the robustness of the identified clusters, we performed a validation analysis using the initially excluded patients who did not have missing values in the variables that statistically differed among the three clusters (Table 3). Specifically, it was based on six variables (ie, first and last oxygen saturation measurement in the emergency department, AST, LDH, neutrophils, and CRP). For this purpose, we selected 349 patients who were initially excluded and who were assigned to one of the three previously identified clusters by the minimum Manhattan distance to the average values of the six mentioned variables of those clusters. Table 4 shows the differences in demographics, hospital stay, and outcome measures in the three clusters. Indeed, the clusters initially obtained were consistent with the clusters assigned in the validation analysis in terms of age, sex, hospital stay, and outcome measures. Specifically, cluster 1 was the one with the oldest and with the highest proportion of deceased patients. By contrast, cluster 3 was the one with the youngest and with the lowest proportion of deceased patients.
Figure 1. Hospital stay, outcome measures, and laboratory tests that showed statistically significant differences among clusters with a medium or high effect size ($\eta^2 > 0.06$). Note that some variables are scaled (transformation between brackets) for the sake of graph legibility. ALT: alanine transaminase; AST: aspartate transaminase; CRP: C-reactive protein; ICU: intensive care unit; LDH: lactate dehydrogenase.
With the application of an unsupervised machine learning approach, we could identify and segregate patients with COVID-19 into subgroups depending on the severity of disease, simply by using standard laboratory tests performed during the first medical assessment in the emergency department. We found that inflammatory (ie, CRP), hematologic (ie, number of neutrophils and percentage of monocytes and lymphocytes), and serum biochemical abnormalities (ie, AST, ALT, and LDH), mainly indicating liver dysfunction, detected upon admission to the hospital could predict the severity of the disease. From a sum of 850 variables collected in the emergency department, only four standard laboratory tests (ie, serum levels of AST, ALT, and LDH) were enough to segregate these patients into three separate clusters. Of these, the levels of LDH had the biggest effect size, practically allowing us to differentiate the three clusters linearly. Further, the percentage of monocytes and lymphocytes characterized cluster 3 (Figure 1). The highest number of neutrophils; and the highest percentages of monocytes and lymphocytes characterized cluster 3 (Figure 1).

Our results have several clinical implications. First, age and sex were not considered while building the clusters. Therefore, our unsupervised machine learning approach, based exclusively on the performance of simple laboratory tests at a primordial stage, would permit the establishment of a strategy for rationing of health care resources and to establish a triage protocol, which would support medical decisions in a transparent and ethical way. Second, since the analyzed data are from standard laboratory tests, this method would be especially valuable for underdeveloped and developing regions that lack medical resources and have affordability issues. Finally, we could tailor treatment to each severity group accordingly at a primordial stage (ie, in the emergency department). For example, more aggressive therapies could be considered in patients classified in cluster 1 (ie, the most severe) and not in those in cluster 3 (ie, the least severe).

Initially, SARS-CoV-2 was primarily considered a respiratory pathogen. However, with time, it has behaved like a virus with the potential to cause multisystem involvement [38,39]. Specifically, hepatic injury related to COVID-19 is only beginning to unravel. Elevated liver injury indicators, particularly AST, are strongly associated with a higher mortality risk in patients with COVID-19 [40]. Of note, high serum levels of AST, ALT, LDH and CRP; the lowest number of neutrophils; and the highest percentages of monocytes and lymphocytes characterized cluster 3 (Figure 1).

### Table 4. Demographics as well as hospital stay and prognosis of the patients (n=349) selected for the validation analysis in the three clusters.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cluster 1 (n=18)</th>
<th>Cluster 2 (n=112)</th>
<th>Cluster 3 (n=219)</th>
<th>F test (df)</th>
<th>P value</th>
<th>η²a</th>
<th>1–βb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>72.8 (14.2)c,d</td>
<td>71.3 (14.3)c</td>
<td>64.2 (15.8)d</td>
<td>9.414 (2, 346)</td>
<td>&lt;.001</td>
<td>0.052</td>
<td>0.979</td>
</tr>
<tr>
<td>Sex (men), n (%)</td>
<td>14 (77.8)c</td>
<td>68 (60.7)c</td>
<td>123 (56.2)c</td>
<td>1.738 (2, 346)</td>
<td>.18</td>
<td>0.01</td>
<td>0.364</td>
</tr>
<tr>
<td><strong>Hospital stay and outcome measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient hospital days, mean (SD)</td>
<td>9.1 (6.4)c</td>
<td>9.3 (5.9)c</td>
<td>8.0 (5.3)c</td>
<td>2.320 (2, 346)</td>
<td>.10</td>
<td>0.013</td>
<td>0.469</td>
</tr>
<tr>
<td>Days until intensive care unit admission, mean (SD)</td>
<td>8 (44.4)c</td>
<td>80 (71.4)d</td>
<td>200 (91.3)d</td>
<td>22.025 (2, 346)</td>
<td>&lt;.001</td>
<td>0.113</td>
<td>1</td>
</tr>
<tr>
<td>Days in intensive care unit, mean (SD)</td>
<td>10 (55.6)c</td>
<td>32 (28.6)d</td>
<td>19 (8.7)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical ventilation need, n (%)</td>
<td>16 (88.9)c,d</td>
<td>101 (90.2)c</td>
<td>213 (97.3)d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical ventilation need, n (%)</td>
<td>2 (11.1)c,d</td>
<td>11 (9.8)c</td>
<td>6 (2.7)d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensive care unit admission, n (%)</td>
<td>6.5 (7.8)c</td>
<td>4.1 (3.9)c</td>
<td>6.3 (13.7)c</td>
<td>0.170 (2,16)</td>
<td>.84</td>
<td>0.021</td>
<td>0.072</td>
</tr>
<tr>
<td>Days in intensive care unit, mean (SD)</td>
<td>4.5 (0.7)c</td>
<td>3.8 (4.5)c</td>
<td>3.2 (4.6)c</td>
<td>0.082 (2,16)</td>
<td>.92</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>Mechanical ventilation need, n (%)</td>
<td>12 (66.7)c</td>
<td>54 (48.2)c</td>
<td>96 (43.8)c</td>
<td>1.854 (2, 346)</td>
<td>.16</td>
<td>0.011</td>
<td>0.385</td>
</tr>
<tr>
<td>Discharge reason, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovered</td>
<td>4.268 (2, 346)</td>
<td>.02</td>
<td>0.024</td>
<td>0.743</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deceased</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aEffect size.
bObserved power.
cValues in the same row, but in different columns, that do not share footnote letters were significantly different after Bonferroni post hoc correction; values in the same row, but in different columns, that share footnote letters were not significantly different.

### Discussion

With the application of an unsupervised machine learning approach, we could identify and segregate patients with COVID-19 into subgroups depending on the severity of disease, simply by using standard laboratory tests performed during the first medical assessment in the emergency department. We found that inflammatory (ie, CRP), hematologic (ie, number of neutrophils and percentage of monocytes and lymphocytes), and serum biochemical abnormalities (ie, AST, ALT, and LDH), mainly indicating liver dysfunction, detected upon admission to the hospital could predict the severity of the disease. From a sum of 850 variables collected in the emergency department, only four standard laboratory tests (ie, serum levels of AST, ALT, and LDH, and the number of neutrophils) were enough to segregate these patients into three separate clusters. Of these, the levels of LDH had the biggest effect size, practically allowing us to differentiate the three clusters linearly. Further, the percentage of monocytes and lymphocytes as well as ALT distinguished cluster 3 patients (ie, less severe) from patients in the other two clusters. Cluster 1 was characterized by the highest proportion of deceased patients; the highest levels of AST, ALT, LDH and CRP; the highest number of neutrophils; and the lowest percentages of monocytes and lymphocytes (Figure 1). Cluster 2 included a lower proportion of deceased patients and intermediate values of the previous laboratory tests (Figure 1). Finally, the lowest proportion of deceased patients;
of LDH predict higher in-hospital mortality in patients with severe and critical condition of COVID-19 [41]. Significant increased CRP levels in the early stages of COVID-19 are correlated with the severity of disease and the degree of internal tissue pathologies [42]. Further, a significant increase in the number of neutrophils with a decrease in the number of lymphocytes, monocytes, and eosinophils may indicate clinical worsening and increased risk of a poor outcome among patients with COVID-19 [43]. Taken together, the presence of elevated biomarkers of inflammation and that of liver injury in serum, as well as the number of neutrophils at admission, are indicative of multiple organ failure in patients with COVID-19 that could lead to death. Our laboratory findings are in agreement with other previous studies worldwide [44-46].

Although one previous multicenter study, based on the analyses of demographics, comorbidities, vital signs, and laboratory test results upon admission, that evaluated the prediction of disease course in patients with COVID-19 has been undertaken [18], there remains much to learn about applying machine learning techniques regarding this novel infectious disease. Comparison with that study is difficult, as they had used different variables and techniques. The accuracy of the model could be influenced by several factors, including the methods. Feature extraction methods, feature selection or classification tools, number of subjects, and demographics are also important considerations. Besides, most COVID-19 diagnostics and prognostic models that have evolved to date have a high risk of generating bias leading to inequality [47], mainly due to the high influence of demographic variables, especially age and sex, in those models and to the nonblinded nature of the supervised machine learning approach between predictors and outcome measures. In fact, our results confirmed that age and sex had a similar and low discriminant value to separate the three clusters (Table 3). Nevertheless, the results obtained in our study are in line with most previous work based on supervised machine learning techniques in COVID-19 [18,47].

The study should be interpreted within the context of several limitations. First, the patients in this study may represent a selected group of patients with COVID-19 (ie, patients with a more severe disease, since all of them were admitted to the hospital); hence, it is questionable as to what extent our results could be generalized to the entire population of patients with COVID-19. The reason for this was that the extreme circumstances in our hospitals at the peak of this pandemic permitted the hospitalization of only the most severe cases. Notwithstanding, our aim was to detect severity subgroups among patients with COVID-19 upon admission to the hospital.

Second, we only kept the records (ie, patients), laboratory tests, and clinical variables from 853 patients from the data set due to the high number of missing values in the remaining 1457 patients. Despite this, the results have been robust.

In closing, to the authors’ knowledge, the work presented in this paper is the first attempt to use unsupervised machine learning to identify severity subgroups among patients with COVID-19 upon admission. A few affordable, simple, and standard laboratory tests, which are expected to be available in any emergency department, have shown promising discriminative power for characterization of severity subgroups among patients with COVID-19. We have also provided an online severity cluster assignment tool for patients with COVID-19 who are admitted to the emergency department [37]. This could permit the classification of patients according to severity subgroups and, hence, initiate earlier interventions.
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Abstract

Background: Persistent olfactory dysfunction is a significant complication of SARS-CoV-2 infection. Olfactory training involving aromatic oils has been recommended to improve olfactory recovery, but quantitative data are missing.

Objective: We aimed to quantify the benefit of olfactory training and visual stimulation assisted by a dedicated web application for patients who experienced olfactory dysfunction for ≥1 month.

Methods: We performed an observational, real-life, data-based study on a cohort of patients who experienced at least 1 month of persistent olfactory dysfunction between January 30 and March 26, 2021. An analysis was performed after a mean olfactory training time of 4 weeks, and at least 500 patients were assessable for primary outcome assessment. Participants exposed themselves twice daily to odors from 4 high-concentration oils and visual stimulation assisted by a dedicated web application. Improvement was defined as a 2-point increase on a 10-point, self-assessed olfactory visual analogue scale.

Results: In total, 548 patients were assessable for primary outcome assessment. The mean baseline, self-assessed olfactory score was 1.9 (SD 1.7), and this increased to 4.6 (SD 2.8) after a mean olfactory training time of 27.7 days (SD 17.2). Olfactory training was associated with at least a 2-point increase in 64.2% (352/548) of patients. The rate of patients’ olfactory improvement was higher for patients who trained for more than 28 days than that rate for patients who trained for less than 28 days (73.3% vs 59%; P=0.002). The time to olfactory improvement was 8 days faster for patients with hyposmia compared to the time to improvement for patients with anosmia (P<.001). This benefit was observed regardless of the duration of the olfactory dysfunction.

Conclusions: Olfactory training and visual stimulation assisted by a dedicated web application was associated with significant improvement in olfaction, especially after 28 days of olfactory training.

(J Med Internet Res 2021;23(5):e29583) doi:10.2196/29583
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Introduction

Anosmia is a frequent symptom of SARS-CoV-2 infection, and its duration is usually less than 2 weeks before recovery [1-3]. However, at least 10% of patients with SARS-CoV-2 infection will experience persistent and chronic olfactory dysfunction such as diminished smell (hyposmia) or the loss of smell (anosmia), which have been shown to result in a decreased quality of life, depressive symptoms, and nutrition issues [4-6]. One treatment option that is recommended for persistent olfactory dysfunction is daily olfactory training involving high-concentration aromatic oils [7]. This showed significant results in treating postinfectious olfactory loss in a randomized, controlled, multicenter study [8]. In this trial, after 18 weeks of olfactory training, olfactory function improved in 63% of patients who experienced olfactory dysfunction for a duration of less than 12 months and used high-concentration oils, whereas olfactory function improved in 19% of patients in the control group who used low-concentration oils. Moreover, the combination of visual stimulations and olfactory training may improve recovery results [9].

No data about olfactory training for persistent olfactory dysfunction are available on patients with SARS-CoV-2 infection and persistent olfactory dysfunction, but most patients who experience hyposmia or anosmia for 30 days or more seem to have a low rate of spontaneous recovery [4].

In order to quantitatively study the time course of olfactory scores during olfactory training in real life, we developed a web application dedicated to olfactory training and visual stimulations as well as the self-assessment and follow-up of olfactory scores. We assessed the results in a real-life observational study.

Methods

The web application users were recruited via a national media campaign in France that was disseminated through social media, radio, and magazines between January 30 and February 15, 2021.

This observational, data-based study was approved by the French National Health Data Institute, which reviews the ethical conduct of human subjects research, data confidentiality, and safety. To participate, individuals were required to connect to the free covidanosmia.eu web application and provide electronic agreement. Respondents anonymously self-entered sociodemographic data and real-time polymerase chain reaction test results and confirmed a diagnosis of SARS-CoV-2–related olfactory dysfunctions. Patients were also asked to complete items about comorbidities, the duration of olfactory symptoms, and the self-assessed intensity of olfactory dysfunction by providing subjective ratings with a visual analogue scale of 0 (no smell) to 10 (no smell alteration) [10]. Patients were retained in the study analysis if they were diagnosed with SARS-CoV-2–related olfactory dysfunction that persisted for at least 1 month and reported at least 7 days of olfactory training, and if their last olfactory function assessment on the web application diary was available. The exclusion criteria were normosmia (visual scale score of >7); other causes of olfactory dysfunction such as chronic rhinosinusitis, nasal polyposis, allergic or idiopathic rhinitis, posttraumatic olfactory loss, and other acute or chronic nasal diseases (eg, acute viral infections); malignant tumors or oncology therapies (radiation therapy and chemotherapy), and a history of surgery for the nose or paranasal sinuses.

Patients had to obtain the olfactory training kit from the web application or from their pharmacist. Olfactory training was performed for a maximum period of 16 weeks. The web application provides videos, tutorials for the training, and periodic encouragements. Participants exposed themselves twice daily to odors from the following four high-concentration oils: phenyl ethyl alcohol (rose odor from Geranium rosa), eucalyptol (eucalyptus odor), citronellal (lemon odor), and eugenol (cloves odor). These four odors were chosen to represent the primary odor categories created by Henning [11,12]. Participants sniffed each odor for approximately 15 seconds while blinded and repeated this process 30 seconds later once while the name and picture of the oil component was on the screen of the web application (eg, a picture of a lemon during the lemon oil sniffing process). Patients were asked to train in the morning and in the evening, resulting in a total of 4 exposures per day per odor. They were asked to keep a daily diary on the web application, in which they rated their overall olfactory abilities per odor. They were asked to keep a daily diary on the web application, in which they rated their overall olfactory abilities for each oil with subjective ratings on a visual analogue scale.

We assessed the rate of self-assessed improvement in overall olfactory function along with training times by using data that were collected anonymously from the web application diaries of patients. Improvement was defined as an increase of ≥2 points on the olfactory visual analogue scale. The analysis was performed when the mean olfactory training time of the study population was at least 4 weeks and when at least 500 patients were assessable for primary outcome assessment.

Categorical variables were summarized by using frequencies and percentages, and chi-square tests or Fisher exact tests were used to make comparisons. For quantitative variables, which were summarized with descriptive statistics, the following values were presented: N values, means, and SDs. A t test was used to compare groups, and the analysis of variance test was used for comparisons of more than 2 groups.

The Kaplan-Meier methodology was used to summarize time-to-event variables. Plots of Kaplan-Meier product limit estimates for time-to-event variables were drawn, and medians were presented in addition to CIs set at 95%. To compare Kaplan-Meier curves of the two groups, the log-rank test was used.

The level of statistical significance was 5% for all statistical tests (exploratory tests). To analyze predictive factors of assessment, logistic regression was used in order to calculate odds ratios, which were presented with CIs set at 95%.

All statistical analyses were conducted with SAS (Statistical Analysis System), version 9.3 (SAS Institute Incorporated).
Results

Between January 30 and March 26, 2021, the web application was used by 6755 unique individuals who completed the baseline questionnaires. Of these individuals, 548 met the inclusion criteria and were assessable for outcome assessments (Figure 1).

Figure 1. Flowchart of patients who used a web application for olfactory training.

The 548 assessable patients’ median age was 42 years (range 18-84 years). Of these patients, 65.5% (n=359) were female, 32.1% (n=176) estimated having a smell sense that was more developed than average before olfactory dysfunction, 69.3% (n=380) reported that smell sense had an important role in their life, and 30.7% (n=168) did not care about their smell sense before SARS-CoV-2 infection. Of the 548 assessable patients, 111 (20.3%) experienced anosmia (level 0 on the olfactory scale), 287 (52.4%) experienced severe hyposmia (level 1 or 2 on the olfactory scale), 125 (22.8%) experienced moderate hyposmia (levels 3-5 on the olfactory scale), 25 (4.6%) experienced mild hyposmia (levels 6-7), 279 (50.9%) reported a reduction in or loss of taste, and 289 (52.7%) reported parosmia. Patients’ baseline characteristics are shown in Table 1. The mean baseline olfactory function of users who were registered on the web application but underwent less than 7 days olfactory training or did not record their last olfactory function assessment on the web application diary (n=2824; olfactory function score: mean 2.23) was higher than that of the studied population (n=548 patients; olfactory function score: mean 1.9; Student test $P<0.001$).

The mean baseline, self-assessed olfactory score was 1.9 (SD 1.7), and this increased to 4.6 (SD 2.8) after a mean olfactory training time of 27.7 days (SD 17.2 days; range 7-65 days).

Olfactory training was associated with at least a 1-point increase on the olfactory scale in 82.1% (450/548) of patients, at least a 2-point increase (ie, the primary outcome) in 64.2% (352/548)...
of patients, and at least a 3-point increase in 49.3% (270/548) of patients during the study period. The rate of olfactory improvement in patients who experienced anterior olfactory dysfunction for 12 months was 58.3%. With regard to patients whose olfactory function score increased by at least 2 points, their scores increased by a mean of 4.1 points (SD 1.9 points).

Table 1. Patients’ characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>189 (34.5)</td>
</tr>
<tr>
<td>Female</td>
<td>359 (65.5)</td>
</tr>
<tr>
<td>Smell level before smell dysfunction</td>
<td></td>
</tr>
<tr>
<td>Standard</td>
<td>354 (64.6)</td>
</tr>
<tr>
<td>Less developed than average</td>
<td>18 (3.3)</td>
</tr>
<tr>
<td>More developed than average</td>
<td>176 (32.1)</td>
</tr>
<tr>
<td>Role of smell before smell loss</td>
<td></td>
</tr>
<tr>
<td>Did not care about smell</td>
<td>168 (30.7)</td>
</tr>
<tr>
<td>Important role</td>
<td>380 (69.3)</td>
</tr>
<tr>
<td>Smell level at baseline</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>111 (20.3)</td>
</tr>
<tr>
<td>1-2</td>
<td>287 (52.4)</td>
</tr>
<tr>
<td>3-5</td>
<td>125 (22.8)</td>
</tr>
<tr>
<td>6-7</td>
<td>25 (4.6)</td>
</tr>
<tr>
<td>Olfactory dysfunction duration (months)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>61 (11.1)</td>
</tr>
<tr>
<td>2.1-3</td>
<td>250 (45.6)</td>
</tr>
<tr>
<td>3.1-6</td>
<td>167 (30.5)</td>
</tr>
<tr>
<td>6.1 to ≥12</td>
<td>70 (12.8)</td>
</tr>
<tr>
<td>Taste dysfunction</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>269 (49.1)</td>
</tr>
<tr>
<td>Dysfunction</td>
<td>279 (50.9)</td>
</tr>
<tr>
<td>Parosmia</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>259 (47.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>289 (52.7)</td>
</tr>
</tbody>
</table>

The duration of the training was associated with better outcomes, and the time to olfactory function improvement was longer in patients with anosmia (olfactory training duration for a 50% probability of improvement: mean 41 days; range 36-53 days) than in patients with hyposmia (mean 33 days; range 28-36 days; log-rank P<.001; Figure 2). There were no significant differences in the duration of training among patients with severe, moderate, and mild hyposmia (severe vs moderate P=.052; severe vs mild P=.96 and moderate vs mild P=.87).

The rate of patients’ olfactory improvement (at least a 2-point increase on the olfactory scale) was higher for patients who trained for more than 28 days than that rate for patients who trained for less than 28 days (73.3% vs 59%; P=.002). Patients who underwent 28 days of olfactory training or more and benefited from olfactory improvement exhibited a mean improvement of 4.4 points (SD 2.0 points) on the olfactory scale, whereas a mean improvement of 3.8 points (SD 1.8) was observed in patients who underwent less than 28 days olfactory training (Student test P=.01).

The mean improvement in self-assessed olfactory scale scores was similar regardless of the anteriority of the olfactory dysfunction (P=.70; Figure 3). No other predictive factors were highlighted (Table 2).
Figure 2. Cumulative incidence of olfactory improvement according to the olfactory training durations of patients with anosmia and hyposmia. The data of patients with mild, moderate, and severe hyposmia were pooled in the blue curve.

Figure 3. Mean improvement of olfactory function stratified by the duration of persistent olfactory dysfunction. Improvement was assessed with a self-assessed olfactory scale of 0-10 after olfactory training.
Table 2. Logistic regression analysis for determining the predictive factors of olfactory function improvement (ie, an increase of ≥2 points on the olfactory scale).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Univariate analysis</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hazard ratio (95% CI)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (N/A)</td>
<td>1</td>
<td>.77</td>
</tr>
<tr>
<td>Female</td>
<td>0.945 (0.654-1.366)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>1.012 (0.997-1.026)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>COVID-19 tests</strong></td>
<td></td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Positive test (N/A)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>No test</td>
<td>0.934 (0.220-3.955)</td>
<td></td>
</tr>
<tr>
<td>Yes; negative test</td>
<td>1.058 (0.462-2.425)</td>
<td></td>
</tr>
<tr>
<td>Yes; no test</td>
<td>1.074 (0.521-2.212)</td>
<td></td>
</tr>
<tr>
<td><strong>Anosmia duration (months)</strong></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>&gt;6</td>
<td>1 (N/A)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.287 (0.627-2.643)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.078 (0.625-1.861)</td>
<td></td>
</tr>
<tr>
<td>3-6</td>
<td>1.212 (0.680-2.160)</td>
<td></td>
</tr>
<tr>
<td><strong>Smell importance</strong></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Standard</td>
<td>1 (N/A)</td>
<td></td>
</tr>
<tr>
<td>Less than standard</td>
<td>0.666 (0.256-1.730)</td>
<td></td>
</tr>
<tr>
<td>Better than standard</td>
<td>0.909 (0.624-1.325)</td>
<td></td>
</tr>
<tr>
<td><strong>Taste lost</strong></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>No</td>
<td>1 (N/A)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.128 (0.795-1.600)</td>
<td></td>
</tr>
<tr>
<td><strong>Parosmia</strong></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>No</td>
<td>1 (N/A)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.149 (0.810-1.630)</td>
<td></td>
</tr>
<tr>
<td><strong>Training duration (days)</strong></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>&lt;28</td>
<td>1 (N/A)</td>
<td></td>
</tr>
<tr>
<td>≥28</td>
<td>1.802 (1.247-2.604)</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \) N/A: not applicable.

After a mean olfactory training time of 28 days, we observed that 17.1% (94/548) of patients had an olfactory score of ≥8. This high recovery was observed in patients regardless of the anteriority of the olfactory dysfunction (\( P= .93 \)); 43.6% (41/94) of these patients experienced more than 3 months of olfactory dysfunction whereas 56.4% (53/94) experienced less than 3 months of dysfunction. However, patients with an olfactory training score of ≥8 had significantly higher baseline scores than users who did not achieve this score after training: the mean baseline scores were 2.9 (SD 2.0) for patients who achieved high recovery and 1.6 (SD 1.5) for those who achieved lower recovery (\( P<.001 \)).

**Discussion**

This study is the first to prospectively assess the real-life benefit of olfactory training for patients who experience persistent olfactory dysfunction after SARS-CoV-2 infection. The mean duration of training was 28 days. In our cohort of 548 patients who underwent olfactory training assisted by the web application, an improvement of 2 points or more in a subjective self-assessed olfactory scale was reported by 64.2% (352/548) of patients. Beyond 28 days of training, the rate of improvement was significantly higher than the rate of improvement after <28 days of training (72.2% vs 59%; \( P=.002 \)). The time to olfactory improvement was 8 days longer for patients with anosmia compared to the time to improvement for patients with hypoosmia. Improvement was observed regardless of the
Spontaneous recovery after persistent olfactory dysfunction in patients with SARS-CoV-2 infection is not well described. Vaira et al [4] reported a mean score of 1 on a 10-point analogue subjective olfactory scale (the same one we used) between 30 and 60 days for 138 patients who did not undergo olfactory training, and 20% of patients exhibited olfactory improvement. Our data suggest that improvement can be achieved tardily after 2 months of training. In our study, olfactory training and visual stimulation assisted by a dedicated web application were associated with 73.3% (165/225) of patients whose olfactory function improved by 2 points or more after at least 28 days olfactory training and a mean improvement of 4.4 points [4].

In another study, Lechien et al [21] reported that 15.3% of patients with anosmia and 4.7% of patients with hyposmia did not objectively recover olfaction after 60 days and 6 months, respectively. The comparison of our study with other studies is, however, limited because different olfactory tests and scale evaluations were used [21].

Our study had several limits. There were many excluded patients. Selection bias may exist because we believe that patients who do not feel improvement will more readily stop undergoing training. This could be due to confusion about how benefits are statistically better if patients follow the training regimen for more than 28 days. The mean baseline olfactory function of users who were registered on the web application but underwent less than 7 days of olfactory training or did not record their last olfactory function assessment on web application diary (n=2824; olfactory function score: mean 2.23) was higher than that of the studied population (n=548; olfactory function score: mean 1.9; Student test \( P < .001 \)). The distribution of the olfactory dysfunction severity among patients suggests that patients with more severe olfactory dysfunction from the whole population were retained in the analysis. These data suggest that the results of olfactory training could be better in the whole population than those in the studied population.

There was no control group in this study; therefore, it remains unclear whether the incidence of spontaneous recovery distorted the results. The scale that was used to measure olfactory dysfunction and changes was subjective, as it was a self-assessment analogue scale; scores were self-reported and data about olfactory assessment were not confirmed by physicians and objective tests. However, the possibility of conducting olfactory training at home increased the number of recruited patients and resulted in higher levels of olfactory function recovery compared to those of spontaneous improvement.

Olfactory training and visual stimulation assisted by a dedicated web application was associated with significant olfactory improvement in persistent olfactory dysfunction following SARS-CoV-2 infection, especially after 28 days of olfactory training.
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Abstract

Background: Several models have been developed to predict mortality in patients with COVID-19 pneumonia, but only a few have demonstrated enough discriminatory capacity. Machine learning algorithms represent a novel approach for the data-driven prediction of clinical outcomes with advantages over statistical modelling.

Objective: We aimed to develop a machine learning–based score—the Piacenza score—for 30-day mortality prediction in patients with COVID-19 pneumonia.

Methods: The study comprised 852 patients with COVID-19 pneumonia, admitted to the Guglielmo da Saliceto Hospital in Italy from February to November 2020. Patients’ medical history, demographics, and clinical data were collected using an electronic health record. The overall patient data set was randomly split into derivation and test cohorts. The score was obtained through the naı̈ve Bayes classifier and externally validated on 86 patients admitted to Centro Cardiologico Monzino (Italy) in February 2020. Using a forward-search algorithm, 6 features were identified: age, mean corpuscular hemoglobin concentration, $\text{PaO}_2/\text{FiO}_2$ ratio, temperature, previous stroke, and gender. The Brier index was used to evaluate the ability of the machine learning model to stratify and predict the observed outcomes. A user-friendly website was designed and developed to enable fast and easy use of the tool by physicians. Regarding the customization properties of the Piacenza score, we added a tailored version of the algorithm to the website, which enables an optimized computation of the mortality risk score for a patient when some of the variables used by the Piacenza score are not available. In this case, the naive Bayes classifier is retrained over the same derivation cohort but using a different set of patient characteristics. We also compared the Piacenza score with the 4C score and with a naı̈ve Bayes algorithm with 14 features chosen a priori.
Results: The Piacenza score exhibited an area under the receiver operating characteristic curve (AUC) of 0.78 (95% CI 0.74-0.84, Brier score=0.19) in the internal validation cohort and 0.79 (95% CI 0.68-0.89, Brier score=0.16) in the external validation cohort, showing a comparable accuracy with respect to the 4C score and to the naïve Bayes model with a priori chosen features; this achieved an AUC of 0.78 (95% CI 0.73-0.83, Brier score=0.26) and 0.80 (95% CI 0.75-0.86, Brier score=0.17), respectively.

Conclusions: Our findings demonstrated that a customizable machine learning–based score with a purely data-driven selection of features is feasible and effective for the prediction of mortality among patients with COVID-19 pneumonia.

KEYWORDS
artificial intelligence; prognostic score; COVID-19; pneumonia; mortality; prediction; machine learning; modeling

Introduction
Despite measureless efforts to limit the spread of COVID-19, over 100 million people have been confirmed positive for SARS-CoV-2 infection and more than 2 million people have died from the virus worldwide, as of February 10, 2021 [1]. While these numbers are rapidly increasing day by day, hospitals have been receiving requests beyond capacity and face extreme challenges concerning a sharp increase in the demand for medical resources as well as a shortage of hospital beds and critical care equipment for the timely treatment of ill patients. Additionally, the clinical spectrum of SARS-CoV-2 infections ranges from asymptomatic status to severe viral pneumonia with respiratory failure and even death, making reliable and successful patient triaging challenging [2].

Data from epidemiological studies suggest that severe illness occurs in approximately 20% of patients and that older age, coexisting medical conditions, and cardiovascular risk factors are associated with worse prognosis [3,4]. In this scenario, identification of the key patient variables driving COVID-19 prognosis is of paramount importance to assist physicians in the early prediction of the pathology trajectory and to improve patient outcomes.

To date, several prognostic models combining clinical and laboratory parameters have been proposed, but they included mainly patients from the first wave of the COVID-19 pandemic. This may cause a risk of bias, making these models unsuitable for clinical decision in daily practice [5,6].

The increasing use of electronic health record (EHR) systems has increased the availability of a large amount of data suitable for machine learning analysis. The latter has already proven its potential to support clinical decisions in many medical fields, including the COVID-19 pandemic [7,8]. Therefore, the aim of this study was to develop and validate a new scoring technique—the Piacenza score—to predict the prognosis of COVID-19 pneumonia, based on a machine learning technique with a purely data-driven selection of prognostic features collected at hospital admission.

We hypothesized that a machine learning score based on data-driven selection of features, which is different from inference statistics, could capture nonlinear relationships among clinical features without human-biased intervention and predict mortality for individual patients more accurately than the currently available risk scores.

Methods

Population and Collected Data
The study was conducted at Guglielmo da Saliceto Hospital, which serves a population of about 300,000 people in the area of Piacenza, Emilia Romagna, in northern Italy. This region has the second highest number of COVID-19 deaths in the country (6219 as of December 7, 2020).

This study retrospectively analyzed the EHRs of a cohort of 852 patients diagnosed with COVID-19 pneumonia according to the World Health Organization interim guidance and admitted to the hospital from February to November 2020. COVID-19 infection was diagnosed by a positive result on a reverse transcriptase–polymerase chain reaction (RT-PCR) assay of a specimen collected on a nasopharyngeal swab. Pregnant women, children (<18 years), and patients with a negative RT-PCR assay were excluded from the study as well as patients presenting with shock and coma.

Data collected in the EHR included patients’ demographic information, comorbidities, triage vitals, and laboratory tests and outcomes (including length of stay, discharge, readmission, and mortality). Routine blood examinations at admission comprised complete blood count, coagulation profile, and serum biochemical tests (including renal and liver function, creatine kinase, lactate dehydrogenase, electrolytes, and C-reactive protein). A total of 62 patient characteristics were considered in the score design and development. The study protocol was approved by the local committee on human research.

Criteria for Discharge and Outcome
The criteria for discharge were at the discretion of the caregiver physician. In most cases, the criteria encompassed absence of fever for at least 3 days, as well as substantial clinical improvement including clinical remission of symptoms and 2 throat-swab samples negative for SARS-CoV-2 RNA obtained at least 24 hours apart. The primary outcome was 30-day in-hospital mortality.

Piacenza Score Design
The Piacenza score is a machine learning–based COVID-19 mortality risk predictor. It was implemented using a naïve Bayes approach, which is a probabilistic classifier describing the dependence from the outcome of each variable characterizing the patient, taken separately from the others. The naïve Bayes algorithm was chosen due to the following advantages: (1) it provides a probability of the final outcome, which thus
represents the mortality risk: (2) it can handle both categorical and continuous features; and (3) it can handle missing values, thus providing a mortality risk even when all variable inputs for a patient are not available. Moreover, it proved a successful approach in predicting clinical outcomes in several medical scenarios [9,10]. Other key advantages of using a naïve Bayes classifier are its easy implementation, computational efficiency, optimal scaling performance, and the fact that it achieves good results even in small data sets. Furthermore, it is not influenced by irrelevant features or outliers.

Its major limitation stands in the assumption at the core of the method: features independence. Even if this assumption is almost never satisfied, the classifier proved to reach reasonable results in many scenarios, especially in text classification. Another drawback of naïve Bayes is that if a categorical feature presents a value in the test data set, which was not observed in the training data set, then the model will be unable to make a prediction. Nevertheless, this issue can be solved with various smoothing techniques. Patients missing some features can be easily handled. In fact, only the features’ probability distributions need to be computed in training a naïve Bayes classifier. Thus, no imputation was performed and all patients were included in the training phase, since not all missing data were considered for every feature. Furthermore, when applying the trained model to make inferences, the final user can insert missing data, still obtaining a reliable result.

**Derivation and Test Cohorts**

The EHRs of 852 patients were randomly split into derivation (70%) and test (30%) cohorts. The derivation cohort was first used to select, among the considered 62 patient features, the most significant ones, and then to train the naïve Bayes classifier using only the best predictors, while the predictive ability of the estimated model was assessed on the test cohort.

**Piacenza Score Development, Optimization, and Identification of Variable Importance**

The Piacenza score has been developed and tailored to (1) minimize the number of clinical variables to be ingested and (2) to maximize the overall prediction performance (i.e., in terms of maximization of the area under the receiver operating characteristic curve [AUC]) and patient stratification ability. The most significant patient features were identified through the so-called forward-search approach [11].

The forward-search approach is a purely data-driven dimensionality reduction technique that is able to identify, given a large set of input features, the minimum combination of those features, which maximizes the performance metrics associated with a machine learning algorithm. The forward-search approach was employed here to reduce the number of patient variables from 62 to the 6 most relevant ones used to train the naïve Bayes classifier.

**Piacenza Score Evaluation and Metrics**

The test cohort was used to assess the performance of the Piacenza score. In order to increase the statistical significance of the results, bootstrapping was used to randomly generate 100 test sets from the original test cohort. Moreover, an external validation cohort has been considered to further validate the Piacenza score performance. The external validation cohort consisted of data from 86 patients with COVID-19 enrolled at Centro Cardiologico Monzino Hospital (Milan, Italy).

The performance of Piacenza score was evaluated in terms of discrimination and calibration capabilities. The discrimination ability was determined by computing the receiver operating characteristic (ROC) curve on the test cohort and the associated AUC, together with its 95% CI. As additional metrics, the negative predictive value (NPV), the positive predictive value (PPV), the accuracy, the sensitivity, the specificity, and the F1 and F2 scores were computed. These metrics were calculated for a threshold value obtained by maximizing the F2 score. The calibration ability was derived by the so-called calibration plots, which compare observed and predicted outcomes with associated uncertainties. The Brier index was used to evaluate the ability of machine learning to stratify and predict observed outcomes. The Brier index is defined as the mean-squared difference between the observed and predicted outcomes and ranges from 0 to 1, with 0 representing the best calibration.

Finally, the variable relative importance was quantified for the identified 6 most relevant patient features. The relative importance is a comparative measure of the patient feature’s weight in determining the Piacenza risk score.

**Usability, Flexibility, and Customization**

The Piacenza score was specifically designed to be an easy, fast, versatile, fair, open, and user-friendly tool. To reach this goal, a web-based calculator of the score, via a website, was released [12]. This calculator can be used by clinicians to estimate a hospitalized patient’s risk of 30-day mortality.

We added a tailored version of the algorithm to the website, which enables an optimized computation of the mortality risk score for a patient even when some variables used by the Piacenza score are not available. In this case, the naïve Bayes classifier is retrained over the same derivation cohort but using a different set of patient characteristics. Moreover, a second naïve Bayes model has been presented as a possible example of the Piacenza score’s customization and flexibility. The above-mentioned model has been trained with the following 14 variables, chosen a priori by the physician for their association with mortality in COVID-19 pneumonia: age, gender, diabetes, length of symptoms before hospital admission, systolic blood pressure, respiratory rate, PaO2/FiO2 ratio, platelets and eosinophil count, neutrophil-to-lymphocyte ratio, C-reactive protein, direct bilirubin, creatinine, and lactate dehydrogenase.

Finally, we compared the performance of the Piacenza score with the above-mentioned “clinical” naïve Bayes classifier to show the flexibility of the method, which can be easily retrained with another subset of predictors.

**Website Design and Development**

The website has been developed in Python (Python Software Foundation), using the Flask framework, and Hosting is managed through Docker.

The site consists of three main pages: *Home*, *Custom Analysis*, and *Multiple Analysis*. The *Home* and the *Custom Analysis*
pages require submitting a form that is dynamically composed in the backend through a Python dictionary variable. This allows us to easily change the form without changing the HTML code. The current dictionary contains the following fields characterizing the features: name, type (continuous or binary), measurement unit, information for the user, value, and mandatory flag.

On the Home page, once a form is submitted, the backend receives and sends the parsed data to the previously trained naïve Bayes classifier, which computes the mortality risk that is visualized on the website, typically in less than 1 second. On the Custom Analysis page, once a form is submitted and parsed, a naïve Bayes classifier is trained using only the specified features. Since the overall training process may be time-consuming as it also performs feature selection, the final results are automatically sent to the email address specified by the user after completing the training. The Multiple Analysis page allows users to compute mortality risks for many patients, without the need to manually fill in a form for every single patient. Clinicians are requested to submit a CSV (comma-separated values) file containing the values of the 6 features characterizing the Piacenza score. An example of the structure of a CSV file is provided on the website.

Comparison With Conventional Risk Models
To further assess the performance of the Piacenza score, we compared it with the 4C mortality score, which considers the following predictors: age, gender, number of comorbidities, respiratory rate, peripheral oxygen saturation (sO₂), level of consciousness (Glasgow coma scale), urea level, and C-reactive protein. The same test cohort used to test the Piacenza score was employed.

Statistical Analysis
Categorical variables were reported as count (%) and continuous variables as mean (SD). A two-sided P value <.05 was considered statistically significant. We used the Fisher exact test to assess differences between binary variables and the Welch two-sample t test to assess differences between continuous variables. The overall implementation of all codes for the machine learning score and analysis tools was performed in the Python 3.7.4 environment. The Python libraries employed were pandas (for data set management), NumPy (for numerical computations), and sklearn (for data set preprocessing; eg, data set splitting). The naïve Bayes classifier at the core of the Piacenza score was manually implemented (without any additional machine learning framework used) since an existing algorithm for naïve Bayes classification dealing both with continuous and categorical variables as well as missing data was not available in the sklearn library. The forward-search algorithm for feature selection was also manually implemented.

Results
Patient Characteristics and Events
A total of 852 patients with SARS-CoV-2 pneumonia were hospitalized during the study period, of which 242 (28%) were admitted to the intensive care unit (ICU). The mean age of the patients was 70 (SD 14) years, and 599 (70%) were male. Comorbidities were present in 602 patients (71%): mainly arterial hypertension (n=499, 59%), dyslipidemia (n=205, 24%), and diabetes (n=157, 18%). The mean time between onset of symptoms and hospital admission was 6.5 (SD 3.9) days. Fever (n=776, 91%), dyspnea (n=543, 64%), and cough (n=400, 47%) were the most common symptoms at admission. A total of 293 patients (34%) died within 30 days after hospital admission. The median time from hospital admission to discharge or death was 9 days. A comparison of clinical characteristics between survivors and nonsurvivors showed that the latter were older (P<.001) and had a higher prevalence of hypertension and cerebrovascular disease (P<.001); longer symptom duration (P<.001); higher respiratory rate (P<.001); and lower SpO₂ (P<.001), PaO₂/FiO₂ ratio (P<.001), and systolic blood pressure at admission (P=.02) (Table 1).
Table 1. Study population characteristics and a comparison of survivors and nonsurvivors.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (N=852)</th>
<th>Patients discharged alive (n=559)</th>
<th>Deceased patients (n=293)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>599 (70)</td>
<td>386 (69)</td>
<td>213 (73)</td>
<td>.30</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>70 (14)</td>
<td>65 (14)</td>
<td>78 (10)</td>
<td>.001</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td>602 (71)</td>
<td>364 (65)</td>
<td>238 (81)</td>
<td>.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>499 (59)</td>
<td>294 (53)</td>
<td>205 (70)</td>
<td>.001</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>109 (13)</td>
<td>58 (10)</td>
<td>51 (17)</td>
<td>.005</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>130 (15)</td>
<td>76 (14)</td>
<td>54 (18)</td>
<td>.07</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>205 (24)</td>
<td>132 (24)</td>
<td>73 (25)</td>
<td>.67</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>75 (9)</td>
<td>42 (8)</td>
<td>33 (11)</td>
<td>.07</td>
</tr>
<tr>
<td>Diabetes</td>
<td>157 (18)</td>
<td>90 (16)</td>
<td>67 (23)</td>
<td>.02</td>
</tr>
<tr>
<td>Cancer</td>
<td>65 (8)</td>
<td>38 (7)</td>
<td>27 (9)</td>
<td>.22</td>
</tr>
<tr>
<td>Stroke</td>
<td>28 (3)</td>
<td>9 (2)</td>
<td>19 (6)</td>
<td>.001</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>19 (2)</td>
<td>10 (2)</td>
<td>9 (3)</td>
<td>.23</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>96 (11)</td>
<td>58 (10)</td>
<td>38 (13)</td>
<td>.26</td>
</tr>
</tbody>
</table>

Symptoms

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (N=852)</th>
<th>Patients discharged alive (n=559)</th>
<th>Deceased patients (n=293)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever, n (%)</td>
<td>776 (91)</td>
<td>513 (92)</td>
<td>263(90)</td>
<td>.32</td>
</tr>
<tr>
<td>Dyspnea, n (%)</td>
<td>543 (64)</td>
<td>317 (57)</td>
<td>225(77)</td>
<td>.002</td>
</tr>
<tr>
<td>Cough, n (%)</td>
<td>400 (47)</td>
<td>280 (50)</td>
<td>120 (41)</td>
<td>.18</td>
</tr>
<tr>
<td>Fatigue, n (%)</td>
<td>174 (20)</td>
<td>118 (21)</td>
<td>56 (19)</td>
<td>.32</td>
</tr>
<tr>
<td>Diarrhea, n (%)</td>
<td>77 (9)</td>
<td>66 (12)</td>
<td>114(4)</td>
<td>.05</td>
</tr>
<tr>
<td>Syncope, n (%)</td>
<td>43 (5)</td>
<td>36 (6.5)</td>
<td>7 (2)</td>
<td>.18</td>
</tr>
</tbody>
</table>

Baseline clinical findings, mean (SD)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (N=852)</th>
<th>Patients discharged alive (n=559)</th>
<th>Deceased patients (n=293)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaO₂/FiO₂ ratio</td>
<td>225.93 (96.34)</td>
<td>270.54 (83.82)</td>
<td>196.54 (92.70)</td>
<td>.001</td>
</tr>
<tr>
<td>pH</td>
<td>7.45 (0.07)</td>
<td>7.46 (0.07)</td>
<td>7.45 (0.07)</td>
<td>.35</td>
</tr>
<tr>
<td>PaO₂</td>
<td>60.16 (18.58)</td>
<td>59.68 (15.94)</td>
<td>60.56 (20.54)</td>
<td>.71</td>
</tr>
<tr>
<td>PaCO₂</td>
<td>35.75 (10.37)</td>
<td>35.36 (8.52)</td>
<td>36.05 (11.58)</td>
<td>.62</td>
</tr>
<tr>
<td>HCO₃</td>
<td>25.43 (6.78)</td>
<td>26.22 (9.12)</td>
<td>24.81 (3.97)</td>
<td>.23</td>
</tr>
</tbody>
</table>

aP value refers to either the Student t test or the chi-square test. Italicized values are significant.

Major laboratory markers were tracked upon admission. Specifically, lactate dehydrogenase, creatine kinase, cholinesterase, creatinine, and glycemia were significantly higher in nonsurvivors than survivors (P<.001). Nonsurvivors had a significantly lower lymphocyte and eosinophil percentage and red blood cell count as well as lower hemoglobin, mean corpuscular hemoglobin concentration (MCHC), and hematocrit values (P<.001). Furthermore, nonsurvivors showed significantly higher levels of inflammatory biomarkers such as neutrophil count, C-reactive protein, and neutrophil-to-lymphocyte ratio (P<.001). Other differences in laboratory findings among the two groups are summarized in Table 2.
<table>
<thead>
<tr>
<th>Laboratory parameter</th>
<th>All patients (N=852), mean (SD)</th>
<th>Patients discharged alive (n=559), mean (SD)</th>
<th>Deceased patients (n=293), mean (SD)</th>
<th>( P ) value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose (mg/dl)</td>
<td>145 (66)</td>
<td>137 (59)</td>
<td>159 (76)</td>
<td>.001</td>
</tr>
<tr>
<td>Urea (mg/dl)</td>
<td>57 (40)</td>
<td>47 (24)</td>
<td>76 (54)</td>
<td>.001</td>
</tr>
<tr>
<td>Creatinine (mg/dl)</td>
<td>1.24 (0.90)</td>
<td>1.06 (0.54)</td>
<td>1.59 (1.27)</td>
<td>.001</td>
</tr>
<tr>
<td>Sodium (mEq/l)</td>
<td>137 (8)</td>
<td>137 (8)</td>
<td>137 (7)</td>
<td>.24</td>
</tr>
<tr>
<td>Potassium (mEq/l)</td>
<td>4.17 (0.55)</td>
<td>4.14 (0.49)</td>
<td>4.24 (0.65)</td>
<td>.04</td>
</tr>
<tr>
<td>Chloride (mEq/l)</td>
<td>99.26 (7.21)</td>
<td>98.84 (7.19)</td>
<td>100.05 (7.17)</td>
<td>.02</td>
</tr>
<tr>
<td>Total bilirubin (mg/dl)</td>
<td>0.75 (0.48)</td>
<td>0.72 (0.35)</td>
<td>0.82 (0.66)</td>
<td>.02</td>
</tr>
<tr>
<td>Direct bilirubin (mg/dl)</td>
<td>0.22 (0.60)</td>
<td>0.21 (0.69)</td>
<td>0.25 (0.37)</td>
<td>.31</td>
</tr>
<tr>
<td>AST&lt;sup&gt;b&lt;/sup&gt; (U/L)</td>
<td>61 (84)</td>
<td>53 (37)</td>
<td>79 (136)</td>
<td>.004</td>
</tr>
<tr>
<td>ALT&lt;sup&gt;e&lt;/sup&gt; (U/L)</td>
<td>48 (70)</td>
<td>47 (44)</td>
<td>48 (103)</td>
<td>.90</td>
</tr>
<tr>
<td>LDH&lt;sup&gt;f&lt;/sup&gt; (U/L)</td>
<td>430 (220)</td>
<td>391 (160)</td>
<td>509 (292)</td>
<td>.001</td>
</tr>
<tr>
<td>Creatine kinase (U/L)</td>
<td>300 (637)</td>
<td>231 (387)</td>
<td>429 (932)</td>
<td>.001</td>
</tr>
<tr>
<td>Amylase (U/L)</td>
<td>73 (48)</td>
<td>69 (37)</td>
<td>80 (63)</td>
<td>.01</td>
</tr>
<tr>
<td>Lipase (U/L)</td>
<td>47 (72)</td>
<td>43 (46)</td>
<td>56 (105)</td>
<td>.06</td>
</tr>
<tr>
<td>Serum cholinesterase (U/L)</td>
<td>6275 (1858)</td>
<td>6674 (1763)</td>
<td>5576 (1812)</td>
<td>.001</td>
</tr>
<tr>
<td>WBC&lt;sup&gt;c&lt;/sup&gt; × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>8.12 (4.68)</td>
<td>7.86 (4.72)</td>
<td>8.63 (4.56)</td>
<td>.02</td>
</tr>
<tr>
<td>RBC&lt;sup&gt;c&lt;/sup&gt; × 10&lt;sup&gt;12&lt;/sup&gt;/µl</td>
<td>4.69 (0.72)</td>
<td>4.79 (0.68)</td>
<td>4.51 (0.77)</td>
<td>.001</td>
</tr>
<tr>
<td>Hemoglobin (g/dl)</td>
<td>13.59 (1.91)</td>
<td>13.83 (1.72)</td>
<td>13.14 (2.16)</td>
<td>.001</td>
</tr>
<tr>
<td>Hematocrit (%)</td>
<td>41.84 (5.70)</td>
<td>42.37 (5.34)</td>
<td>40.83 (6.22)</td>
<td>.001</td>
</tr>
<tr>
<td>MCV&lt;sup&gt;g&lt;/sup&gt; (fl)</td>
<td>89.74 (6.66)</td>
<td>89.18 (5.62)</td>
<td>90.80 (8.19)</td>
<td>.003</td>
</tr>
<tr>
<td>MCH&lt;sup&gt;h&lt;/sup&gt; (pg)</td>
<td>29.13 (2.38)</td>
<td>29.05 (2.12)</td>
<td>29.28 (2.80)</td>
<td>.23</td>
</tr>
<tr>
<td>MCHC&lt;sup&gt;i&lt;/sup&gt; (g/dl)</td>
<td>32.43 (1.36)</td>
<td>32.56 (1.15)</td>
<td>32.17 (1.66)</td>
<td>.001</td>
</tr>
<tr>
<td>Platelets × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>217.75 (117.90)</td>
<td>221.08 (127.10)</td>
<td>211.41 (97.72)</td>
<td>.22</td>
</tr>
<tr>
<td>RDW&lt;sup&gt;j&lt;/sup&gt; (%)</td>
<td>13.65 (1.65)</td>
<td>13.27 (0.27)</td>
<td>14.29 (1.99)</td>
<td>.001</td>
</tr>
<tr>
<td>Neutrophils (%)</td>
<td>77.45 (11.57)</td>
<td>75.81 (11.75)</td>
<td>80.56 (10.55)</td>
<td>.001</td>
</tr>
<tr>
<td>Lymphocytes (%)</td>
<td>15.17 (9.20)</td>
<td>16.48 (9.45)</td>
<td>12.67 (8.15)</td>
<td>.001</td>
</tr>
<tr>
<td>Monocytes (%)</td>
<td>6.89 (4.30)</td>
<td>7.16 (4.01)</td>
<td>6.36 (4.76)</td>
<td>.02</td>
</tr>
<tr>
<td>Eosinophils (%)</td>
<td>0.32 (0.91)</td>
<td>0.38 (1.05)</td>
<td>0.20 (0.54)</td>
<td>.001</td>
</tr>
<tr>
<td>Lymphocytes × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>1.09 (0.99)</td>
<td>1.15 (0.94)</td>
<td>0.98 (1.09)</td>
<td>.03</td>
</tr>
<tr>
<td>Monocytes × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>0.51 (0.41)</td>
<td>0.52 (0.35)</td>
<td>0.51 (0.51)</td>
<td>.77</td>
</tr>
<tr>
<td>Eosinophils × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>0.02 (0.07)</td>
<td>0.03 (0.08)</td>
<td>0.02 (0.05)</td>
<td>.04</td>
</tr>
<tr>
<td>Neutrophils × 10&lt;sup&gt;3&lt;/sup&gt;/µl</td>
<td>6.41 (3.72)</td>
<td>6.05 (3.41)</td>
<td>7.11 (4.15)</td>
<td>.001</td>
</tr>
<tr>
<td>PT&lt;sup&gt;k&lt;/sup&gt; (seconds)</td>
<td>15.84 (8.38)</td>
<td>15.07 (5.83)</td>
<td>17.03 (11.11)</td>
<td>.02</td>
</tr>
<tr>
<td>Prothrombin activity (%)</td>
<td>68.40 (15.96)</td>
<td>69.86 (14.38)</td>
<td>66.27 (17.82)</td>
<td>.009</td>
</tr>
<tr>
<td>INR&lt;sup&gt;l&lt;/sup&gt;</td>
<td>1.40 (0.76)</td>
<td>1.34 (0.65)</td>
<td>1.51 (0.93)</td>
<td>.01</td>
</tr>
<tr>
<td>PTT&lt;sup&gt;m&lt;/sup&gt; (seconds)</td>
<td>31.70 (5.74)</td>
<td>31.32 (4.48)</td>
<td>32.29 (7.22)</td>
<td>.08</td>
</tr>
<tr>
<td>PT ratio</td>
<td>1.02 (0.19)</td>
<td>1.00 (0.14)</td>
<td>1.04 (0.25)</td>
<td>.06</td>
</tr>
<tr>
<td>C-reactive protein (mg/dl)</td>
<td>11.19 (8.55)</td>
<td>9.85 (7.88)</td>
<td>13.74 (9.17)</td>
<td>.001</td>
</tr>
</tbody>
</table>
Using the forward-search algorithm, the following 6 most important predictors at hospital admission were identified and used to compute the Piacenza score: age, MCHC, PaO\textsubscript{2}/FiO\textsubscript{2} ratio, temperature, previous cerebrovascular stroke, and gender.

The median of the ROC curve over 100 test cohorts (generated through bootstrapping) is reported in Figure 1. The corresponding median of the AUC is equal to 0.78 (95% CI 0.74-0.84) with a sensitivity of 94% and specificity of 37%.

The NPV of the Piacenza score was 93% with a PPV of 40% (Table 3).

The calibration plot of the Piacenza score over the range of risk showed a Brier score of 0.19. The risk deciles are grouped into three levels: low risk (first to fifth deciles), intermediate risk (sixth to eighth deciles), and high risk (ninth and tenth deciles). A gradual and progressive increase in absolute event rates was observed across risk classes for all the Piacenza scores (death: 14% [18/125] in low-risk deciles vs 36% [27/75] in intermediate-risk deciles vs 66% [33/50] in high-risk deciles).

### Table 1: Laboratory parameters

<table>
<thead>
<tr>
<th>Laboratory parameter</th>
<th>All patients (N=852), mean (SD)</th>
<th>Patients discharged alive (n=559), mean (SD)</th>
<th>Deceased patients (n=293), mean (SD)</th>
<th>P value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLR\textsuperscript{b}</td>
<td>7.99 (6.74)</td>
<td>6.78 (5.04)</td>
<td>10.27 (8.68)</td>
<td>0.001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}P value refers to either the Student t test or the chi-square test. Italicized values are significant.

\textsuperscript{b}AST: aspartate aminotransferase.

\textsuperscript{c}ALT: alanine aminotransferase.

\textsuperscript{d}LDH: lactate dehydrogenase.

\textsuperscript{e}WBC: white blood cell count.

\textsuperscript{f}RBC: red blood cell count.

\textsuperscript{g}MCV: mean corpuscular volume.

\textsuperscript{h}MCH: mean corpuscular hemoglobin.

\textsuperscript{i}MCHC: mean corpuscular hemoglobin concentration.

\textsuperscript{j}RDW: red cell distribution width.

\textsuperscript{k}PT: prothrombin time.

\textsuperscript{l}INR: international normalized ratio.

\textsuperscript{m}PTT: partial thromboplastin time.

\textsuperscript{n}NLR: neutrophil-to-lymphocyte ratio.

### Significant Predictors and the Piacenza Score

Using the forward-search algorithm, the following 6 most important predictors at hospital admission were identified and used to compute the Piacenza score: age, MCHC, PaO\textsubscript{2}/FiO\textsubscript{2} ratio, temperature, previous cerebrovascular stroke, and gender.

The median of the ROC curve over 100 test cohorts (generated through bootstrapping) is reported in Figure 1. The corresponding median of the AUC is equal to 0.78 (95% CI 0.74-0.84) with a sensitivity of 94% and specificity of 37%.

The NPV of the Piacenza score was 93% with a PPV of 40% (Table 3).

The calibration plot of the Piacenza score over the range of risk showed a Brier score of 0.19. The risk deciles are grouped into three levels: low risk (first to fifth deciles), intermediate risk (sixth to eighth deciles), and high risk (ninth and tenth deciles). A gradual and progressive increase in absolute event rates was observed across risk classes for all the Piacenza scores (death: 14% [18/125] in low-risk deciles vs 36% [27/75] in intermediate-risk deciles vs 66% [33/50] in high-risk deciles).

Figure 1. (A) Receiver operating characteristic (ROC) curves obtained by evaluating the Piacenza score (red curve) on the test cohort and on the external validation cohort. (B) ROC curves obtained by evaluating the Piacenza score (red curve) and the naïve Bayes (NB) model trained with 14 manually chosen features (green curve). AUC: area under the ROC curve.
Table 3. Negative predictive value (NPV), positive predictive value (PPV; or precision), accuracy, sensitivity (or recall), specificity, F1 score, and F2 score for all scores. These metrics have been calculated for a specific threshold value on the final risk score probability chosen by maximizing the F2 score, the reason being that F2 privileges a high recall and therefore a broader confidence for correctly identifying patients at risk.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Threshold</th>
<th>NPV</th>
<th>PPV</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1 score</th>
<th>F2 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piacenza score</td>
<td>0.16</td>
<td>0.93</td>
<td>0.40</td>
<td>0.55</td>
<td>0.94</td>
<td>0.37</td>
<td>0.56</td>
<td>0.74</td>
</tr>
<tr>
<td>Piacenza score–external validation</td>
<td>0.16</td>
<td>0.97</td>
<td>0.37</td>
<td>0.57</td>
<td>0.95</td>
<td>0.44</td>
<td>0.53</td>
<td>0.72</td>
</tr>
<tr>
<td>Naive Bayes model trained with 14 manually chosen features</td>
<td>0.04</td>
<td>0.88</td>
<td>0.54</td>
<td>0.67</td>
<td>0.88</td>
<td>0.55</td>
<td>0.67</td>
<td>0.78</td>
</tr>
<tr>
<td>4C mortality score</td>
<td>0.12</td>
<td>0.98</td>
<td>0.39</td>
<td>0.53</td>
<td>0.99</td>
<td>0.34</td>
<td>0.56</td>
<td>0.76</td>
</tr>
</tbody>
</table>

From the computed calibration plot, we can observe that the mortality risk is underestimated only in the first few deciles, while in the higher deciles the risk is slightly overestimated (Figure 2A-D).

Regarding the relative importance of each features independent from the others, age was the most important feature to predict death followed by MCHC, PaO₂/FiO₂ ratio, previous cerebrovascular stroke, gender, and temperature (Figure 3).
External Validation

The corresponding median of the AUC in the external validation cohort was 0.79 (95% CI 0.68-0.89) with a Brier score of 0.16 (Figure 1A), a sensitivity of 95%, and a specificity of 44% (Table 3).

The calibration plot is reported in Figure 2B and showed again a gradual and progressive increase in absolute event rates across risk classes (death: 10% [4/40] in low-risk deciles vs 29% [7/24] in intermediate-risk deciles vs 38% [6/16] in high-risk deciles).

Comparison With the 4C Mortality Score and the Naive Bayes Model Using Manually Chosen Features

The median of the AUC was 0.78 (95% CI 0.73-0.83) with a sensitivity of 99% and specificity of 34% for the 4C score when evaluated on the test cohort. The corresponding Brier score was equal to 0.26 (Figure 4). The naive Bayes model with 14 features chosen manually based on clinician experience achieved an AUC of 0.80 (95% CI 0.75-0.86) with a sensitivity of 88%, a specificity of 55%, and a Brier score of 0.17 (Figure 1B). The detailed performance metrics of both scores are reported in Table 3. The relative importance of the selected 14 features of the naive Bayes model is shown on the radar plot in Figure 3.

The observed mortality increased gradually and progressively for the naive Bayes model with manually chosen features—death: 14% (17/125) in low-risk deciles vs 32% (41/125) in intermediate-risk deciles vs 36% (18/50) in high-risk deciles. This was not observed for the 4C score—death: 33% (41/125) in low-risk deciles vs 31% (23/75) in intermediate-risk deciles vs 36% (18/50) in high-risk deciles. Both scores achieved a satisfactory patient stratification only in the last three deciles whereas the 4C mortality score overestimated the prediction in the high-risk deciles and underestimated it in the low-risk ones (Figures 2C-4).
Discussion

Principal Findings

In this study, we developed and validated a machine learning–based risk score—the Piacenza score—to predict mortality risk among hospitalized patients with COVID-19 pneumonia. This score is based on only 6 variables that are readily available at hospital admission.

Satisfactory performance, measured in terms of AUCs in both the testing and external validation cohorts, was achieved with excellent patient stratification. More specifically, the Piacenza score showed a higher sensitivity with a lower specificity. Likewise, it underestimated the mortality risk in the first three risk deciles; slight overestimation occurred in the other deciles. This behavior is acceptable and preferred in an acute setting since the score has been designed as a screening predictive tool capable of correctly identifying patients at low risk from those at high risk of mortality.

In crowded hospitals, and with shortages of medical resources, this simple model can help to quickly prioritize patients: if the patient’s estimated risk is low, the clinician may choose to monitor the patient, whereas a high-risk estimate might support aggressive treatment or admission to the ICU. Data from China, Europe, and the United States reported a hospitalization rate of 20% to 31%, an ICU admission rates from 17% to 35%, and an in-hospital mortality rate between 15% and 40% [13]. In our study, the in-hospital 30-day mortality rate was 34% with lower survival rates for older patients with pre-existing comorbidities and with clinical signs and symptoms suggesting respiratory failure at hospital admission. In line with previous findings, we found that the most common laboratory abnormalities among patients who died were related to the inflammatory process, renal and liver damage, and procoagulation status [14,15].

In the presence of a large number of patients requiring extensive care and threatening to overwhelm healthcare systems around the world, several models to predict survival and guide clinical decisions in COVID-19 pneumonia were developed [16]. However, many of these models have been found to have a high risk of bias, which could reflect their development based on a small study population with high risk of overfitting and poor generalization properties to new cohorts, and without clear details of model derivation and testing [6].

The recent spread of artificial intelligence has brought novel ways to combat current global pandemics by collecting and analyzing large amounts of data, identifying trends, stratifying patients on the basis of risk, and proposing solutions at the population level instead of at the single individual level [17,18].

Comparison With Other Risk Stratification Scores

During the COVID-19 pandemic, machine learning approaches have been used to predict the outbreak, to diagnose the disease, to analyze chest x-ray and CT (computed tomography) scan images, and more recently to predict mortality or progression risk to severe respiratory failure [19,20].

Yuan and colleagues [21] developed a simple prognostic risk score based on a logistic regression classifier that included 3 laboratory markers: lactate dehydrogenase, high-sensitivity C-reactive protein, and lymphocyte percentage. This score was developed from a cohort of 1479 patients and externally validated in 2 independent cohorts, reaching an accuracy of 95% in predicting the risk of mortality. However, the model comprised only Chinese patients during the early stages of the outbreak and, more importantly, it seems to have a significant selection bias as it did not include patients with mild and moderate disease at admission [21].

The 4C mortality score, developed and validated by the International Severe Acute Respiratory and Emerging Infections Consortium, based on 8 clinical and laboratory variables, achieved an AUC of 0.78 in predicting mortality. It is easy to use and has a pragmatic design. In fact, to calculate the score, no external tool or complex mathematical equation is required, and results can be immediately retrieved at the bedside [5]. However, due to the rapidly evolving characteristics of the virus and its impact on the population, the score should be continuously updated. For example, the 4C score did not include patients from the second wave of the pandemic. At the same time, if a broad range of individuals are included, the score may become unsuitable for more specific clinical scenarios, such as patients affected by severe pneumonia.

The performance of our model is comparable with the 4C mortality score applied to the test cohort used in this paper. However, we remark that the 4C mortality score was derived based on a population of 35,000 patients, while the naive model providing the Piacenza score was trained using information coming only from 852 patients. This is indicative of the high representativeness of the training cohort considered in our study. Furthermore, although there is a similar discriminative power between the 4C score and the Piacenza score, the latter score showed better performance in stratifying patients according to their mortality risk, which is of paramount importance in selecting the appropriate treatment and for resource allocations. We also externally tested our score, achieving good performance and confirming that our data-driven model is robust despite its reliance on variables deemed relevant in this context without actually knowing their semantics.

Characteristics of the Piacenza Score

The Piacenza score contains parameters reflecting patient demographics, comorbidity, and physiology at hospital admission. It shares some characteristics with the 4C score such as age, gender, comorbidities, and PaO2/FIO2 but also includes unexplored features like temperature and MCHC deriving from a substantially different selection of variables. Unlike traditional scores based on logistic regression analysis mixed with a knowledge-driven approach where a score is assigned by an expert to each of the limited number of selected variables, the proposed predictive model is purely data driven and is not affected by a clinically oriented, potentially biased choice of variables [22].

The Piacenza score is highly customizable and can be adapted as more information becomes available on disease progression and the impact of interventions like vaccines and new pharmacological treatments. In fact, the naive Bayes algorithm, during its learning phase, generates a summary of the data set.
where each variable is associated with the outcome in terms of a probabilistic dependence. This summary describes the distribution of the current data set and can be quickly and easily updated when a new observation is available, adapting itself to changes within the population. Likewise, if new data are available, they can be used to train a new version of the Piacenza score and study the possible fingerprints of COVID-19 variants.

The Piacenza score is thus highly flexible; if some of the required variables are missing, the model can be retrained and the physician can still receive a customized result (associated with the best possible accuracy with respect to the variables provided). The retraining process can take up to 10 hours, depending on the number of features inserted. However, depending on future requests, codes can be easily optimized and run on more powerful hardware.

An example of a personalized model different from the Piacenza score is the naïve Bayes model trained with 14 manually chosen features, which showed a predictive power comparable to that of the Piacenza score. Other models differ in performance; however, as demonstrated, the variables age and PaO₂/FiO₂ ratio have the biggest contribution to the predictive power of the model. Therefore, starting with age and the PaO₂/FiO₂ ratio and adding more variables will lead to predictive performances similar to that of the Piacenza score, which represents the best combination for stratifying patients and predicting mortality.

Finally, our score’s predictors were not chosen a priori (like, for example, the 4C mortality score) but as the product of a machine learning–based optimization technique, which considers the smallest possible subset of leading predictors associated with the best possible performance.

The Piacenza Score Beyond the COVID-19 Pandemic

The approach proposed in our paper is suitable for risk stratification and mortality assessment of other conditions as well, such as heart failure (HF), which constitutes a growing public health issue. In fact, although machine learning has made significant contributions to health care in just a few years, little evidence exists on the role of machine learning in predicting mortality in patients with HF and in general with cardiovascular diseases. In this context, several researchers have developed prognostic risk scores for HF such as the Seattle Heart Failure Model and the Meta-Analysis Global Group in Chronic Heart Failure [23,24]. However, these models do not necessarily predict mortality in patients with HF at the individual level and do not present the same flexibility as the Piacenza score. When dealing with cardiovascular diseases, the flexibility of the scores is of crucial importance due to the continuous and rapid changes in therapeutic strategies; this makes the above-mentioned scores less useful or not reliable in clinical practice.

Limitations

This study has room for further improvement, which is left for future work. First, given that the proposed machine learning method is purely data driven, our model may vary if a different data set is used. As more data become available, the model can be refined and performance of the Piacenza score can further increase. To this aim, we are currently looking forward to subsequent large-sample and multicentered studies. Second, the forward-selection algorithm (used to select the Piacenza score predictors and most importantly to personalize the Piacenza score on any other subset of features) may be an expensive option to be considered and may surely be optimized in further versions of the code. Finally, new variables such as d-dimer and troponin, currently not available, but which are known to be associated with a higher mortality risk in cases of COVID-19 pneumonia may be included in future analyses.

Conclusion

In conclusion, we have developed and validated robust machine learning models, which could be used to predict the prognosis of patients with COVID-19. The Piacenza score has several advantages: first, it relies on objective clinical and laboratory measurements not affected by human interpretation; second, it was tested and validated in patients belonging to the second wave of the pandemic; third, it is automatically generated through a combination of variables widely available at hospital admission and can be calculated through a user-friendly web interface; and finally, as opposed to traditional epidemiological predictive models, the Piacenza score has the added advantage of adaptive learning, trend-based recalibration, and flexibility.
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Abstract

Background: Classic compartmental models such as the susceptible-exposed-infectious-removed (SEIR) model all have the weakness of assuming a homogenous population, where everyone has an equal chance of getting infected and dying. Since it was identified in Hubei, China, in December 2019, COVID-19 has rapidly spread around the world and been declared a pandemic. Based on data from Hubei, infection and death distributions vary with age. To control the spread of the disease, various preventive and control measures such as community quarantine and social distancing have been widely used.

Objective: Our aim is to develop a model where age is a factor, considering the study area’s age stratification. Additionally, we want to account for the effects of quarantine on the SEIR model.

Methods: We use the age-stratified COVID-19 infection and death distributions from Hubei, China (more than 44,672 infections as of February 11, 2020) as an estimate or proxy for a study area’s infection and mortality probabilities for each age group. We then apply these probabilities to the actual age-stratified population of Quezon City, Philippines, to predict infectious individuals and deaths at peak. Testing with different countries shows the predicted number of infectious individuals skewing with the country’s median age and age stratification, as expected. We added a Q parameter to the SEIR model to include the effects of quarantine (Q-SEIR).

Results: The projections from the age-stratified probabilities give much lower predicted incidences of infection than the Q-SEIR model. As expected, quarantine tends to delay the peaks for both the exposed and infectious groups, and to “flatten” the curve or lower the predicted values for each compartment. These two estimates were used as a range to inform the local government’s planning and response to the COVID-19 threat.

Conclusions: Age stratification combined with a quarantine-modified model has good qualitative agreement with observations on infections and death rates. That younger populations will have lower death rates due to COVID-19 is a fair expectation for a disease where most fatalities are among older adults.

(J Med Internet Res 2021;23(5):e19544) doi:10.2196/19544

KEYWORDS
COVID-19; epidemic modeling; age stratification theory; infection probability; SEIR; mathematical modelling
Introduction

The initial impression that came out of Wuhan, China, in late 2019 and early 2020 was that COVID-19 most affects older adult males with pre-existing conditions. Classic compartmental models like the susceptible-exposed-infectious-removed (SEIR) model all assume a homogenous population, and that everyone has equal chances of getting infected. The SEIR model is initialized by “dividing” the population into four compartments; people “progress” through being susceptible, to getting exposed, to being infectious, to getting removed, either via recovery with permanent immunity or death. Permanent immunity is a common assumption when modelling viral infections, and it is assumed here. In future, the model may be modified for temporary immunity, as soon as we get reliable data on reinfection rates. A scan of the preprints from various modeling efforts during the first quarters of 2020 gave high estimates for the peaks of the exposed and infectious groups (40% of the population, by some estimates). Even our quarantine-modified model suffered from this, and this inspired us to use age-stratified infection probabilities, which gave us a lower bound for estimates.

Methods

Estimates by Age Stratification

This calculates the “mathematical expectation” of future infections per age group, by multiplying an age group’s infection probability by the population in that age group. Initially, we used the data of patients with COVID-19 in Hubei [1], stratified by ages. As data came in, we repeated the calculations with updated Quezon City data. We treat the percentages of incidence in each age group as a proxy or estimate for the corresponding probabilities of infection for people in the corresponding age group. The true probabilities are and continue to be unknown, but the scatter of the data from Hubei is consistent with the virus affecting older adults with pre-existing conditions more than other groups (Figure 1).

Figure 1. Projected age-stratified percentages of cases for China.

Next, we took the proxy probabilities from Hubei, and applied them to the actual age stratification of the Philippines. Due to its young population, this resulted in a “skewed to the right” distribution (Figure 2) compared to the Hubei distribution, and the true distribution for the study area will be revealed as actual cases are reported.
The Philippines has a median age of 25.7 years [2] compared to China’s 38.4 years [2]. This means half of the population is aged <25.7 years, so more than half of the population will be in the “safer” age groups, with lower probabilities of getting infected, and significantly greater chances of survival if they should contract the disease. Those who do get infected account for only 10.2% of cases (see Table 1, sum of the percentages of those aged 0-29 years old). We expect this to be true for other countries with low median ages.

Using the United Nations World Population Prospects 2019 data [3], we did a similar experiment with Japan (median age 48.6 years) and Kenya (median age 20 years) [2]. We see the younger population also skewing right (Figure 3). Martinez [4] did similar calculations, but did not treat the age-stratified incidence as a proxy for infection probability.

Table 1. Quezon City, Philippines, projection of COVID-19 cases and mortality using COVID-19 data from Hubei, China.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Hubei, China</th>
<th>Quezon City, Philippines</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COVID-19 cases, %</td>
<td>Case fatality rate, %</td>
</tr>
<tr>
<td>0-9</td>
<td>0.9</td>
<td>0</td>
</tr>
<tr>
<td>10-19</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>20-29</td>
<td>8.1</td>
<td>0.2</td>
</tr>
<tr>
<td>30-39</td>
<td>17</td>
<td>0.2</td>
</tr>
<tr>
<td>40-49</td>
<td>19.2</td>
<td>0.4</td>
</tr>
<tr>
<td>50-59</td>
<td>22.4</td>
<td>1.3</td>
</tr>
<tr>
<td>60-69</td>
<td>19.2</td>
<td>3.6</td>
</tr>
<tr>
<td>70-79</td>
<td>8.8</td>
<td>8.0</td>
</tr>
<tr>
<td>≥80</td>
<td>280</td>
<td>14.8</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>28.7</td>
</tr>
</tbody>
</table>
Estimates Using a Quarantine-Modified SEIR Model

The quarantine-modified SEIR equations are shown below.

The insertion of the $Q(t)$ term serves to control the $S \times I$ or susceptible-infectious interactions, hence lowering exposure. $Q(t)$ equal to one means no quarantine (ie, no change to the model). A $Q(t)$ value of 0.4 means a 60% effective quarantine, while $Q(t)=0.6$ means the quarantine is only 40% effective; therefore, the lower the $Q(t)$, the better. We allowed $Q(t)$ to vary day by day (since cases began before the quarantine), and we also estimated the success of the quarantine. Henceforth, we refer to this model as Q-SEIR. Solution was via the Euler method, and time stepping was one day. We used Excel (Microsoft Corp) worksheets for our calculations.

The model was ground-truthed to the estimated number of exposed individuals at the national level on April 1, 2020 (N=7400) [5]. From the nationally reported number of exposed individuals (patients under investigation + persons under monitoring), Quezon City represents almost 10% of cases (~740); the Q-SEIR model predicted 705 cases.

Results

Applying the Hubei infection probabilities on Quezon City with an age distribution as shown in Table 1 (from the 2015 Census, projected to 2020 at a 2% growth rate [6]) gave an estimate of 322,586 infectious individuals (accumulated, which we equate with the Q-SEIR peak), which accounts for less than 10% of the population of Quezon City. Deaths were predicted at 22,390 cases (6.94%), which lies between the World Health Organization (WHO) morbidity estimates of 5.58% [7] and the 12.47% reported in Italy [8]. These estimates were what was available as of April 2020, and will be updated in the discussion.

Discussion

Principal Results

Initial reports (around April 2020) estimated the Philippines’ death or mortality rate to be at 4.70% (4.05%-5.43%) [8]. This high estimate may be explained by sampling bias, wherein severe cases may have been overrepresented because of a lack of testing. Those who are infectious but are asymptomatic or exhibit mild symptoms should also be equally represented in the testing guidelines (at the moment, they are not), as well as those who were infectious with no symptoms and have recovered.

We tried the calculations from [4] using the death rate, which was reported at 2.3% for China [1]. This gave a much lower number of around 2857 deaths, for a Quezon City death rate of 0.89%. This figure is surprisingly low compared to the 6.94% projected using the estimated infection probability. The latest estimate of the Philippine COVID-19 death rate is 1.82% [9].

The delay in test reporting (estimate of 5-7 days [10]) factors in the estimation of the initial E-I-R values. In addition, this delay is compounded by the incubation period and, in our opinion, moves the quarantine effect further down from the actual date of implementation (March 15, 2020). We started the Q-SEIR simulation on March 20, 2020, with no quarantine assumed because the steep jump in cases occurred on this date; 60% effective quarantine was set for April 2, 2020.

The Q-SEIR model predicted 14.00% of the population will be infectious (I) at the peak. The two methods now give us a low and high estimate for Quezon City: infectious individuals will peak between 9.95% (from age stratification) and 14.00% (from Q-SEIR) of the population, around the third week of May 2020. These figures seemed high compared to the reported incidence during the same period, but were not in any way unique (compared to modeling done in other countries). At that time, the suspicion was that actual cases were undertested/underreported by as much as 90% (ie, only 10% of
cases were being detected). Nevertheless, this range of values serves as a guide for planners in anticipating the need for personal protective equipment, mass testing, hospital beds, and other basic needs.

Figure 4 shows the scatter of cases for Quezon City projected by the Hubei data, and the actual scatter as of May 2020.

Figure 4. Projected versus actual age-stratified case distribution for Quezon City.

![Projected Cases Distribution vs Actual Case Distribution](image)

Limitations
Like many research groups, we were and continue to be hampered by a lack of reliable data in a usable format. Even now, we refer to multiple data sets including the Philippine Department of Health’s DataDrop, WHO, and other data sources.

Comparison With Prior Work
We were one of the first groups to forward the theory of age stratification when it comes to modeling COVID-19 infections. Recently, we came across works by Balabdaoui et al [11], Undurraga et al [12], and the WHO [13]. However, we are uniquely using incidence percentages as proxies for infection probabilities with good results.

Conclusions
In conclusion, age stratification predicted the scatter of cases for Quezon City fairly well. It also predicted later observations of lower cumulative confirmed cases for the same time period (eg, 6587 cases per million compared to Italy’s 58,417 cases per million as of March 28, 2021); there is a color-coded world map in [14]. Some African countries have lower median ages than the Philippines, and they have generally lighter colors than Europe and North America. The best prediction is the noticeably lower death or mortality rate of 1.82% compared to Italy’s 3.05% and Indonesia’s 2.7% (all as of March 29, 2021) [9]. Since COVID-19 disproportionately affects older adults more than younger populations, we expect the Philippines to have a lower mortality rate than countries with older populations (eg, Italy has a median age of 47.3 years and Indonesia has a median age of 29.7 years, compared to 25.7 years in the Philippines). Later work can use actual infection probabilities to include the effect of age stratification in the model.
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Abstract

Background: Frontline health care workers are experiencing a myriad of physical and psychosocial challenges amid the COVID-19 pandemic. There is growing recognition that digital technologies have the potential to improve the well-being of frontline workers. However, there has been limited development of wellness interventions using mobile health (mHealth) technology. More importantly, little research has been conducted on how frontline workers perceive mHealth-based support to promote their well-being.

Objective: This study aimed to explore frontline workers’ experience of conventional psychological wellness programs and their perceptions of the usefulness of mHealth apps and features for promoting well-being. It also sought to identify factors that could potentially influence uptake and retention of an mHealth-based wellness program.

Methods: We conducted semistructured interviews using purposive sampling with frontline workers involved in the COVID-19 response. Various visual materials, collated from existing mHealth app features, were presented to facilitate discussion. Interviews were audio-recorded and transcribed verbatim. Thematic analysis based on grounded theory was undertaken. Themes were subsequently mapped to key nudge strategies—those commonly used for mHealth development—to assess participants’ preferences for particular features and their reasoning.

Results: A total of 42 frontline workers participated in 12 one-on-one interviews or focus group discussions. Frontline workers generally had a limited ability to identify their own psychological problems and liked the reminders functionality of the app to track their mood over time. A personalized goal-setting feature (ie, tailoring) and in-app resources were generally valued, while frequent coaching and messages (ie, framing) were seen as a distraction. The majority of participants desired a built-in chat function with a counselor (ie, guidance) for reasons of accessibility and protection of privacy. Very few participants appreciated a gamification function. Frontline workers commonly reported the need for ongoing social support and desired access to an in-app peer support community (ie, social influence). There were, however, concerns regarding potential risks from virtual peer interactions. Intrinsic motivational factors, mHealth app technicality, and tangible rewards were identified as critical for uptake and retention.

Conclusions: Our study highlights the potential of mHealth apps with relevant features to be used as wellness tools by frontline health care workers. Future work should focus on developing a nonintrusive and personalized mHealth app with in-app counseling, peer support to improve well-being, and tangible and extrinsic rewards to foster continued use.

(J Med Internet Res 2021;23(5):e26282) doi:10.2196/26282
KEYWORDS
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Introduction

As the COVID-19 pandemic continues to claim more lives, health systems globally have been severely strained. The consequence has been mounting pressure on frontline health care workers [1]. Being at the heart of delivering essential health services during the pandemic, frontline workers face an increased burden and risk of developing physical and psychosocial problems [2]. Studies of previous infectious disease crises, such as SARS, H1N1, and Ebola, reported that frontline workers suffered from poor emotional and social functioning, depressive symptoms, and insomnia, all in addition to the distress relating to the risk of being infected and infecting their loved ones [3-5]. Likewise, emerging literature on COVID-19 consistently indicates a myriad of physical, psychological, and social challenges faced by frontline workers, including burnout, posttraumatic stress symptoms, anxiety, and depression [6,7].

Learning from the experience of prior public health emergencies, it has been suggested that support for the mental well-being of frontline workers is a requisite strategy to ensure a healthy and resilient workforce capable of providing a sustained COVID-19 response. Many institutions worldwide have begun to develop wellness intervention plans to support frontline workers during the pandemic [8-10]. These programs have included specialized mental care clinics, employee assistance counseling, and hospital-based interactive activities [11,12]. However, with few exceptions, the majority of the psychosocial support and wellness programs have been based on in-person interventions or one-off support, without much consideration given to sustained monitoring and impact assessment.

Organizations such as NHS (National Health Service) Digital in the United Kingdom and the US Department of Health and Human Services have underlined the importance of using mobile technology to improve access to care [13,14]. There is also a growing recognition that information and communication technologies have the potential to address the many challenges faced by the public and frontline workers during public health emergencies [15]. This technology focus has led to a surge in the development of mobile health (mHealth) apps during the ongoing COVID-19 pandemic [16,17]. According to recent review studies, a total of 29 mHealth apps pertaining to COVID-19 have been developed by 19 countries [18]. Yet, all of them were exclusively designed for contact tracing and symptom management with the primary purpose of containing disease transmission.

Despite increased rhetoric and enthusiasm for wellness support for frontline workers via virtual platforms, there remain limited advances toward developing psychosocial interventions using mHealth technology for this population. More importantly, little research so far has been undertaken on how frontline workers perceive mHealth-based support to meet their psychological needs and challenges during the ongoing COVID-19 situation. In light of the dearth of research, this study aimed to explore frontline workers’ experience of conventional psychosocial wellness programs and their perceptions of the usefulness of mHealth apps and various features for promoting well-being. The study also sought to identify factors that could potentially influence uptake and retention of mHealth-based wellness support programs. Exploring frontline workers’ perspectives as end users will inform future efforts to design evidence-based and user-centered mHealth interventions.

In this study, we adopted nudge theory as a way to better understand perceptions of mHealth app features designed to support psychosocial well-being. Nudge theory is a novel concept that affects the process of decision making in individuals through choice architecture [19]. The theory has been widely used to develop mHealth apps in general and has also been applied to interventions promoting mental well-being. A growing body of literature has demonstrated evidence of nudge elements that promote health behavior and optimize user outcomes with varying degrees of effectiveness in mHealth interventions [20]. For example, a study by Wieczek et al highlighted that use of reminders is a successful intervention component for mHealth apps to improve medication adherence, as participants are regularly “nudged” to take their medication [21]. Martin et al called for the incorporation of gamification in an mHealth app, as it motivates the user to adopt intended behavior through gamified activities [22]. Social influence has also been considered an important nudge that increases the effects of intervention outcomes by fostering a feeling of belonging to a community with a common goal [23]. Individualized tailoring has been found to be an effective nudge in sustaining user engagement for digital mental health interventions [24-26]. In addition, provision of app-based resources yielded a positive outcome that alleviated chronic stress of working women [27]. Taken together, nudge theory has proved to be useful in effecting behavior change for mHealth interventions. Ahead of the design of an intervention to support the well-being of frontline workers, we sought to explore their views and preferences for app features that underpin these key nudge strategies.

Methods

Setting and Participants

This qualitative study was conducted in Singapore during the peak of the COVID-19 outbreak from April to August 2020. Singapore is a multiethnic city-state in Southeast Asia. Although the country’s public health care system consists of a team of highly trained health care professionals and efficient services, the surge in COVID-19 infections placed considerable strains on the health system [28]. Mass outbreaks in foreign worker dormitories in April 2020 spurred the government’s decision to impose a 2-month lockdown [29]. The evolving outbreak situation posed unprecedented risks that could compromise the well-being of frontline workers. In response, a multidisciplinary task force of the Singapore General Hospital, the largest public hospital in Singapore, swiftly rolled out a wellness program aimed at mitigating the risk of burnout and adverse stress.
reactions among frontline workers. The program included operational and psychological education, provision of a written handout for family members, active support of staff who were involved in high-risk areas, and close communication between peer support leaders and clinical team members.

It is against this background that a study was conducted to explore perceptions of frontline workers (ie, doctors and nurses) about mHealth apps to improve their well-being. The study was introduced to clinical teams at the Singapore General Hospital and Community Care Facilities—large-scale institutional isolation units—at their staff meetings. Participants were identified using official websites, the study team’s professional networks, and recommendations from other study participants. In this study, we defined frontline workers as those who were (1) doctors and nurses and (2) in direct contact with suspected and confirmed COVID-19 patients and provided essential health care services. Potential participants were invited to participate by email and were provided with background information. We used a purposive sampling approach to maximize the diversity of experiences and opinions. As the data collection and concurrent analyses progressed, the variation in emergent themes was explored by recruiting subsequent participants for focus groups and interviews based on profession and years of experience to improve our understanding of specific aspects of the studied phenomenon. Prior to interviews, informed consent was sought via email.

Data Collection
A semistructured interview guide was developed based on relevant literature and the study team’s expert knowledge [30-32]. Major topics included perceptions of the existing wellness program available for frontline workers, perceived usefulness of mHealth apps for mental well-being, features that might be valuable for improving wellness, and factors affecting adoption of mHealth apps for wellness. In addition, self-reported demographic information, such as age, gender, ethnicity, and years of experience in health care, were collected. During the interview, various visual materials, collated from existing mHealth app features for wellness promotion, were presented to facilitate the discussion. These materials were organized according to key nudge strategies commonly used for mHealth app development [33,34]. They included, but were not limited to, the following strategies: framing, tailoring, reminders, social influence, guidance, social modeling, gamification, and resources [19]. These strategies enabled a structured way to collect participants’ perspectives on the usefulness of mHealth features for improving well-being. Due to the constraints of participants’ working hours, consented individuals took part in either a one-on-one interview or focus group discussion, subject to availability. For safety reasons, all interviews were conducted virtually over Zoom by two interviewers trained in qualitative research (SY and HG). Reflections and memos were written after each interview to capture insights. Interviews lasted 31 to 65 minutes. This study was approved by the National University of Singapore Institutional Review Board (NUSIRB No: S-20-115)

Data Analysis
All interviews were audio-recorded following consent and were transcribed verbatim. Thematic data analysis was undertaken using grounded theory. A grounded theory approach based on the work of Glaser and Strauss was chosen because it explored experiential aspects of psychosocial programs and how participants perceived the usefulness of key features in a wellness app. The grounded theory approach allowed for emerging constructs and themes through iterations of data collection and analysis [35,36]. Two independent coders (SY and HG) reviewed the interview materials, summarized and extracted meaningful statements, and carried out open coding and axial coding using NVivo 12 (QSR International), a qualitative data analysis software. During open coding, transcripts were analyzed to develop categories of information. This allowed for subthemes to be derived from the data instead of pre-existing ideas. During axial coding, common subthemes were grouped into unifying themes. The iterative process of independent coding and consensus meetings continued until no new emergent themes were identified. The codes were independently applied to all transcripts, and coding discrepancies were resolved by iterative discussions. Lastly, for mHealth features, themes were mapped against the nudge strategies to assess participants’ preferences for particular features and their reasoning [34]. For rigor and transparency, we anchored our methodology according to the Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist (Multimedia Appendix 1) [37].

Results
Characteristics of Participants
A total of 42 frontline workers participated in 12 one-on-one interviews or focus group discussions. Two one-on-one interviews and 10 focus group discussions were conducted, comprising 21 doctors and 21 nurses (for composition of participants in each session, see Table S1 in Multimedia Appendix 2). The recruitment rate was 93% (42/45). A total of 3 individuals out of 45 (7%) declined participation for reasons of lack of time and disinterest. During the peak of the COVID-19 outbreak, health care workers from a variety of clinical departments had been deployed to frontline clinical duties. Participants’ clinical home departments ranged across anesthesiology, dentistry, community nursing, and cardiology, among others. Data saturation was reached after the 10th interview, with no new themes emerging from subsequent interviews. We conducted two additional focus groups beyond data saturation to ensure that the point of information redundancy had been achieved. Table 1 shows the characteristics of participants, including 21 (50%) doctors and 21 (50%) nurses out of 42; 76% (32/42) of participants were female and 64% (27/42) were Chinese. The mean age of the sample was 29.6 (SD 3.9) years, with slightly more than half of the participants (24/42, 57%) aged 30 years and below. Participants’ experience in the health care sector ranged from 2 to 18 years.
Table 1. Characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>29.6 (3.9)</td>
</tr>
<tr>
<td><strong>Category, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>24 (57)</td>
</tr>
<tr>
<td>30-50</td>
<td>18 (43)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>27 (64)</td>
</tr>
<tr>
<td>Malay</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Indian</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Others</td>
<td>3 (7)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>32 (76)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (24)</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>21 (50)</td>
</tr>
<tr>
<td>Nurse</td>
<td>21 (50)</td>
</tr>
<tr>
<td><strong>Years of experience in health care, mean (SD)</strong></td>
<td>6.8 (3.6)</td>
</tr>
</tbody>
</table>

Experience and Perceptions of the Conventional Psychosocial Program

Table 2 shows the experience of participants regarding the existing wellness program and their coping strategies. By and large, the wellness program was perceived to be appropriate, with some participants expressing positive thoughts about the educational nature of the session. In particular, junior doctors who had never experienced an outbreak response appreciated the opportunity to learn how to protect themselves and where to find resources in the event of burnout. However, as the program comprised a one-off session delivered to a mixture of different health care teams, some expressed the need for building rapport and relationship to enhance the experience. As one participant noted, the session was felt to be a “random group meeting with strangers” (Participant #19, doctor). A minority of participants were not aware of the program’s existence. The inherent absence of team spirit and social connectivity, coupled with limited awareness, seemed to discourage frontline workers from active involvement. Most participants preferred that the program session be organized according to clinical teams. A recurring theme was that informal help-seeking appeared to be the most common avenue to ameliorate the emotional “fallout” from work for our participants. The majority indicated seeking support from family and friends when there was “emotional exhaustion.” This was more apparent for participants who had limited awareness of the formal support program or felt that the current program did not meet their expectations. Importantly, participants commonly noted that they often could not recognize their own symptoms of burnout. The cumulative psychological effects of burnout at times unwittingly resulted in high anger expression and feelings of frustration. When prompted, some participants cited constant fatigue and physical exhaustion amid longer work hours as the main reason that limited their ability to self-identify psycho-emotional signs and symptoms.
To enhance the user experience, the acceptability of a framing feature was explored. Given frequent changes in work protocols in light of the COVID-19 situation and its consequential work demands, occasional messages and coaching were favored compared to daily push notifications, which were seen as an “annoyance.” Participants felt that the former would offer a sense of human touch without causing intrusion into private life. Under the social influence nudge strategy, features such as forum chats and in-app peer support groups were seen as an essential component of psychosocial support. Despite the positive perceptions of the social influence features, participants highlighted that proper safeguarding measures should be in place to ensure appropriate balance between freedom of expression and emotional manipulation, especially by users who post malicious comments. Related to this, some participants had concerns about disclosure of their personal well-being state that might inadvertently affect assessment of their work performance. This concern was more salient among junior doctors.

The gamification function, a widely used nudge strategy to improve self-efficacy, was not something participants were keen to use. While a minority saw a gaming strategy as entertainment, most believed that competition via scoring may be demotivating and backfire when individuals fall behind their peers and colleagues. Virtual rewards such as earning badges, intended to nudge individuals to act positively, were seen as an “annoyance.” Participants felt that the former would offer a sense of human touch without causing intrusion into private life. Under the social influence nudge strategy, features such as forum chats and in-app peer support groups were seen as an essential component of psychosocial support. Despite the positive perceptions of the social influence features, participants highlighted that proper safeguarding measures should be in place to ensure appropriate balance between freedom of expression and emotional manipulation, especially by users who post malicious comments. Related to this, some participants had concerns about disclosure of their personal well-being state that might inadvertently affect assessment of their work performance. This concern was more salient among junior doctors.

Table 3 presents perceived usefulness of various features for an mHealth app. Across seven nudge strategies (ie, reminders, tailoring, guidance, framing, social influence or modeling, gamification, and resources), 14 themes emerged. It was commonly perceived that using reminders to nudge individuals to monitor their own psychological well-being would be helpful in improving self-awareness, particularly when tracking was visualized in a graphic form for easy interpretation. As one participant noted, the tracking feature would allow for “reflection on stressors” (Participant #4, doctor) by alerting users of the presence of mood deterioration. However, frequent notifications were seen as an “annoyance.” In addition to the tracking feature, participants valued a personalized goal-setting feature (ie, tailoring), which could aid them by altering them to diet and sleep patterns. Almost all the participants desired a built-in chat with a counselor (ie, guidance), as it would offer greater convenience and enable ready access to professional care compared to the conventional mode of in-person counseling. However, many participants did not appreciate the artificial intelligence–driven chatbot, due to the loss of human interactivity. They expressed hesitance toward this feature, although some recognized that it might be useful for simple tasks such as requests for mental health resources.

To enhance the user experience, the acceptability of a framing feature was explored. Given frequent changes in work protocols...
Table 3. Perceived usefulness of features in wellness mobile health apps.

<table>
<thead>
<tr>
<th>Nudge strategy and categories</th>
<th>Theme</th>
<th>Illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reminders (ie, timely cues)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mood monitoring</td>
<td>Regular in-app tracking of a mood trend perceived as a tool for improving self-awareness of emotions</td>
<td>“I think the feature can help me to record when is the day that I am feeling low or happy.” (Participant #2, doctor)</td>
</tr>
<tr>
<td>Progress tracking</td>
<td>Regular in-app tracking of a mood trend perceived as a tool for improving self-awareness of emotions</td>
<td>“You can keep track of your progress and monitor your mood. Eventually, you can see a trend which might potentially help you to identify stressors in daily life. I won’t mind using it.” (Participant #5, doctor)</td>
</tr>
<tr>
<td>Push notification for engagement</td>
<td>Frequent notifications being felt as a distraction</td>
<td>“I do not like this idea [periodical receipt of push notifications], as I find it [to be] annoying. But as long as there is this option of turning it off, then it is fine.” (Participant #11, doctor)</td>
</tr>
<tr>
<td><strong>Tailoring (ie, context-sensing based on input)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailored feedback</td>
<td>Feedback system aids users in making beneficial changes</td>
<td>“I think this feature [feedback] is a good thing. I wouldn’t mind using it, as it allows me to understand better where I have done great and in which area I can work to improve my mental well-being.” (Participant #21, nurse)</td>
</tr>
<tr>
<td>Personalized goal setting</td>
<td>Setting personalized goals are perceived to be improving general well-being</td>
<td>“I think being able to set goals, like exercise for half an hour a day or sleep before 11 PM, might promote healthy living.” (Participant #18, doctor)</td>
</tr>
<tr>
<td><strong>Guidance (ie, provision of practical advice)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artificial intelligence–based chatbot</td>
<td>Loss of human contact for emotional support is deemed meaningless</td>
<td>“If you are having some emotional issues, you probably wouldn’t want to talk to a robot who might not even understand your question properly.” (Participant #21, nurse)</td>
</tr>
<tr>
<td>Chat with counselor</td>
<td>In-app counseling providing greater convenience and access to care compared to conventional mode of interaction</td>
<td>“I think the chat with a counselor might be helpful, as it is pretty hard to get an appointment with them. And with the built-in feature, one can get a response almost immediately.” (Participant #17, doctor)</td>
</tr>
<tr>
<td>Chat with counselor</td>
<td>Enabling anonymous care</td>
<td>“I think we do a lot of texting nowadays, so I think texting with a counselor might help, especially if the counselor does not know our identity. So privacy is guaranteed while getting your problems sorted out with a professional.” (Participant #34, nurse)</td>
</tr>
<tr>
<td><strong>Framing (ie, shaping of information that alters its perceived nature)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personalized messages</td>
<td>Personalized messages offer a sense of human touch</td>
<td>“A message like this [personalized message] might encourage me to check on myself more frequently. It feels like someone is concerned and telling me to take care of myself.” (Participant #12, doctor)</td>
</tr>
<tr>
<td><strong>Social influence (ie, social support and conforming to a social trend)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forum</td>
<td>Emphasis on anonymity for concerns about risk of emotional manipulation and privacy</td>
<td>“Although it may be useful for sharing experiences and support one another, we will definitely need moderators to watch out for potential bullying or manipulation on the forum. In a support group, you can still have other people playing the [role] as a whistleblower, but for an anonymized forum chat, there may be someone who will keep posting malicious comments.” (Participant #51, nurse)</td>
</tr>
<tr>
<td>App-based peer support group</td>
<td>Peer support perceived as useful as a platform for seeking comfort and sharing experience with colleagues</td>
<td>“For people who require emotional support but choose not to share their problems in a face-to-face format, I think this is a handy feature to have.” (Participant #26, nurse)</td>
</tr>
<tr>
<td><strong>Gamification (ie, tapping into an individual’s desire to progress in a game setting)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive game activities</td>
<td>Reservations about the effectiveness of game elements in improving wellness</td>
<td>“I think it might motivate people who like to play games or have the habit of playing games regularly to use the app. But it might not appeal to people who do not play games.” (Participant #40, doctor)</td>
</tr>
<tr>
<td>Scoring system</td>
<td>Comparing scores between users may discourage usage</td>
<td>“Personally, I feel that comparing points [between users] will only add to the stress, because people become competitive.” (Participant #27, nurse)</td>
</tr>
<tr>
<td><strong>App-based resources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindfulness-based exercises</td>
<td>In-app tutorials and short readings perceived as handy and useful</td>
<td>“This [mindfulness-based exercise] is very useful. It can potentially help me destress myself after my shift and sleep well.” (Participant #29, nurse)</td>
</tr>
<tr>
<td>Self-help aids (eg, short articles and videos)</td>
<td>In-app tutorials and short readings perceived as handy and useful</td>
<td>“Some people may want to look for useful articles, and if the articles are provided in the app itself, it will be really convenient and can potentially benefit a lot of people. It would be good if they are [presented] in point form.” (Participant #40, doctor)</td>
</tr>
</tbody>
</table>
Factors That Could Affect Adoption and Sustained Use of a Wellness mHealth App

Factors that could potentially influence the adoption of a wellness mHealth app among frontline health care workers are presented in Table 4. Three overarching factors and nine themes were identified: (1) technical factors, with the themes perceived ease of use, convenience, security, and information technology (IT) support; (2) personal factors, with the themes perceived usefulness, perceived vulnerability, and awareness; and (3) external factors, with the themes rewards and price of app. Participants noted that nonintrusiveness with a minimum set of features relevant to the needs of frontline workers would be of prime importance in prompting adoption and ensuring continued use. As one participant noted, a simple interface that requires “minimum manual input” (Participant #12, doctor) was one of the most desired features for continued use. A robust IT and security system was also brought up by participants to help them start or continue using an mHealth app.

A few participants did not consider an mHealth app as necessary for promoting their mental health and wellness, mainly because they felt that they were coping well. Nonetheless, they thought that such an app might be helpful for colleagues who require psycho-emotional support or who are keen to improve their well-being. Increasing awareness of the availability of an app would be vital to its adoption. To encourage and sustain usage, affordable pricing of the app and attractive rewards could be considered to motivate users. Cost was one of the determining factors for app adoption: the majority of participants favored a free app or were willing to pay a small amount (eg, US $10) if it lived up to their expectations. More tangible and extrinsic rewards, such as Continuing Professional Education (CPE) points and taxi credits after accruing virtual points for adherence, were also suggested as motivation to sustain usage. Figure 1 summarizes the factors that may influence adoption and sustainability of a wellness mHealth app for frontline workers.

Figure 1. Factors affecting adoption and sustained use of a mobile health app. IT: information technology.
Table 4. Factors affecting potential adoption and sustained use of wellness mobile health (mHealth) apps.

<table>
<thead>
<tr>
<th>Factors and themes</th>
<th>Illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technical factors</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>“I will use the app if it is easy to use. I think judicious use of color might catch people’s attention.” (Participant #12, doctor)</td>
</tr>
<tr>
<td>Convenience</td>
<td>“Because we are always using the phone, if you are feeling down, at least you can use the app to help you manage your emotions. I think it is quite convenient and handy.” (Participant #20, nurse)</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>“A moderator has to be present to watch out for potential bullying and malicious comments [in forum chats] so as to make people feel safe.” (Participant #34, nurse)</td>
</tr>
<tr>
<td>Information technology (IT) support</td>
<td>“It will be good if there is a team of dedicated IT personnel to ensure the app is running well and to minimize the potential [hacking] and leaking of information.” (Participant #34, nurse)</td>
</tr>
<tr>
<td><strong>Personal factors</strong></td>
<td></td>
</tr>
<tr>
<td>Tangible benefits</td>
<td>“I guess for the general health care workers, it [the app] might be useful in helping them to manage their emotions better, as there are many features that I feel are quite useful, such as the virtual counseling service and peer support.” (Participant #41, doctor)</td>
</tr>
<tr>
<td>Perceived vulnerability to wellness risks</td>
<td>“I might not use the app routinely, as I have been coping well, but for some colleagues, I can tell they are struggling with burnout. If the app is introduced to them, I feel they are likely to use it.” (Participant #19, nurse)</td>
</tr>
<tr>
<td>Awareness of app</td>
<td>“Many people did not participate in the wellness program, simply because they were not aware or did not feel the need to. Same thing for the app; it has to be made known to us before we can decide to use it.” (Participant #26, nurse)</td>
</tr>
<tr>
<td><strong>External factors</strong></td>
<td></td>
</tr>
<tr>
<td>Rewards and incentives</td>
<td>“I think you need some rewards to encourage usage, apart from CPE [Continuing Professional Education] points; I think it will be great if rewards like grocery vouchers and taxi credits can be exchanged with the points we have accumulated in the app.” (Participant #21, nurse)</td>
</tr>
<tr>
<td>Cost</td>
<td>“I stopped using [previous mHealth app] because they wanted to charge a lot. So, if your app is free, then it will be wonderful. I will totally use it!” (Participant #5, doctor)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This study sought to build on limited literature by exploring the perceived usefulness of mHealth apps and features to improve psychosocial well-being from the perspectives of frontline workers responding to the COVID-19 pandemic. Previous studies have suggested that psychological interventions could help frontline workers cope with emotional exhaustion and could ameliorate work-induced stress during public health emergencies [8,38,39] and that counseling reduces the risk of depression in frontline workers [40]. However, our study found that our current in-person counseling has limitations in its ability to monitor and manage physical and mental health issues faced by frontline workers. Our participants, who are working on the front line, commonly reported that lack of rapport and limited continuity and awareness of the program inhibited uptake and appreciation of in-person counseling and psycho-emotional education. This finding from our study reinforces that from a previous study that insufficient rapport-building led to diminished utilization of wellness support services among frontline workers [31]. These factors, together, underscore the importance of developing an optimal set of psychosocial interventions that address pertinent concerns and needs of frontline workers. Delivery of psychological interventions through digital devices can possibly help in overcoming some of the barriers identified, with the potential for wide implementation in a convenient, efficient, and cost-effective manner [41]. Current evidence indicates that mHealth-based interventions increased accessibility to counseling and psycho-education and improved resilience among health care workers [42,43]. Leveraging digital platforms to provide wellness support to frontline workers may be a viable approach. Consistent with previous research, frontline workers generally had limited ability to recognize their psychological problems [44]. Constant exposure to a high-intensity work environment and chronic fatigue appeared to impair the participants’ ability to recognize their psycho-emotional signs and symptoms. Hence, assisting frontline workers to identify their symptoms early in the process could be an important strategy for mitigating the risk of developing severe mental health issues. To this end, it is encouraging to note that frontline workers in our study desired a reminder functionality, such as tracking of mood and psychological stress, to understand their own mental health states. Another mHealth app feature that was highly valued by the frontline workers was in-app resources. This finding is consistent with evidence from previous studies indicating that reminders in mHealth apps played a vital role in improving emotional well-being. For instance, regular monitoring of mood was found to be associated with timely detection and mitigation of potential stressors [45]. Routine in-app reporting of thoughts and feelings can increase emotional self-awareness, which in turn, fosters coping skills [46]. A recent randomized controlled trial demonstrated that mood tracking resulted in improved coping ability, better adaptive response, and enhanced self-care [47]. Likewise, in-app resources, such as meditation and
mindfulness exercises, were found to have a positive effect on improving subjective well-being and behavioral regulation [48]. Therefore, future mHealth interventions should incorporate key nudge strategies that are favored by frontline workers into the design to increase effectiveness.

It has been well-recognized that social support, such as being esteemed, valued, and part of a social network of mutual assistance, is strongly associated with improved mental health [49-51]. Perceived availability of social support may bolster one’s ability to cope with challenges, providing an avenue for emotional expression. Our study found that informal help-seeking from family and friends or non–help-seeking (ie, ignoring symptoms) were prevailing practices for frontline workers in response to emotional exhaustion associated with COVID-19. Frontline workers commonly reported the need for ongoing social support and desired an mHealth app with features that would enable them to readily access and check in with a virtual peer support community. Indeed, having similar experiences during the pandemic, peer health care workers may be in a unique position to provide practical and emotional support. A systematic review showed that digital peer support interventions led to improved self-coping and adaptation [27]. Through candid sharing of experiences and validation of feelings, app-based peer support, embedded in a social influence nudge strategy, could complement existing in-person support and have a positive impact on frontline workers’ psychological well-being [52]. There was, however, a common concern among our participants regarding potential risks arising from virtual peer interactions, such as the spread of misleading information, derogatory comments, and disclosure of personal mental health issues. Therefore, an appropriate safeguarding mechanism should be in place to ensure the best possible outcomes for frontline workers.

Despite several mHealth features that were valued by frontline workers, a crucial issue remains to be considered: adoption and sustained engagement. A recent study reported that nearly 70% of users abandoned mHealth apps after a single use or stopped using the apps after a month [53]. This trend could stem from various factors. Participants in our study reported that mHealth app technicality and intrinsic factors were critical for uptake and retention. This finding resonates with prior research [54] and highlights that a simple user interface would be one of the most important aspects of an mHealth wellness program for frontline workers. Communicating the benefits and relevance of the wellness app, as well as transparency of data management, would be equally important for the successful implementation of an mHealth app [55,56]. In contrast to prior literature, frontline workers were more inclined to engage with a wellness app if external incentives, such as CPE points, were offered [57]. Therefore, it may be helpful to consider incorporating app features that can be manipulated to optimize incentive effectiveness (ie, type of incentives, timing, and magnitude) to maintain engagement of frontline workers.

**Strengths and Limitations**

This study added important evidence to the potential for wellness interventions delivered through an mHealth app from the perspectives of frontline health care workers. Findings from this study could provide valuable insight into the development and implementation of mHealth apps for improving the well-being of frontline workers involved in the response to COVID-19. Notwithstanding its strengths, this study was limited in several aspects. The results of this study were derived from qualitative research alone, which is, by nature, prone to a degree of potential subjectivity. Despite our efforts to recruit a balanced mix of genders, almost three-quarters of the participants were female. This might have introduced potential selection bias into the study. However, we did not find any considerable gender differences in viewpoints on key topics of interest. The discussion on mHealth features during the interviews was primarily based on visual materials underpinned by nudge strategies. Thus, participants’ responses might have been influenced by the mHealth features presented. Lastly, the study participants were limited to doctors and nurses; further research is needed to explore perceptions of mHealth app features to support well-being among administrative and ancillary staff as well as allied health care professionals working on the front line.

**Conclusions**

Emerging technologies hold considerable promise for significantly expanding the reach of wellness programs for frontline health care workers. Traditional face-to-face modes of episodic support in times of public health emergencies seem to have limited utility to monitor and address the needs of frontline workers in a timely and holistic manner. Our study highlighted the need to take into account frontline workers’ preferences and values when designing mHealth-based models of care to promote their well-being. Future work should focus on developing a nonintrusive and personalized app with in-app counseling and peer support features to improve well-being as well as tangible and extrinsic rewards to foster continued use.
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Abstract

Background: There is a strong demand for an accurate and objective means of assessing acute pain among hospitalized patients to help clinicians provide pain medications at a proper dosage and in a timely manner. Heart rate variability (HRV) comprises changes in the time intervals between consecutive heartbeats, which can be measured through acquisition and interpretation of electrocardiography (ECG) captured from bedside monitors or wearable devices. As increased sympathetic activity affects the HRV, an index of autonomic regulation of heart rate, ultra–short-term HRV analysis can provide a reliable source of information for acute pain monitoring. In this study, widely used HRV time and frequency domain measurements are used in acute pain assessments among postoperative patients. The existing approaches have only focused on stimulated pain in healthy subjects, whereas, to the best of our knowledge, there is no work in the literature building models using real pain data and on postoperative patients.

Objective: The objective of our study was to develop and evaluate an automatic and adaptable pain assessment algorithm based on ECG features for assessing acute pain in postoperative patients likely experiencing mild to moderate pain.

Methods: The study used a prospective observational design. The sample consisted of 25 patient participants aged 18 to 65 years. In part 1 of the study, a transcutaneous electrical nerve stimulation unit was employed to obtain baseline discomfort thresholds for the patients. In part 2, a multichannel biosignal acquisition device was used as patients were engaging in non-noxious activities. At all times, pain intensity was measured using patient self-reports based on the Numerical Rating Scale. A weak supervision framework was inherited for rapid training data creation. The collected labels were then transformed from 11 intensity levels to 5 intensity levels. Prediction models were developed using 5 different machine learning methods. Mean prediction accuracy was calculated using leave-one-out cross-validation. We compared the performance of these models with the results from a previously published research study.

Results: Five different machine learning algorithms were applied to perform a binary classification of baseline (BL) versus 4 distinct pain levels (PL1 through PL4). The highest validation accuracy using 3 time domain HRV features from a BioVid research
paper for baseline versus any other pain level was achieved by support vector machine (SVM) with 62.72% (BL vs PL4) to 84.14% (BL vs PL2). Similar results were achieved for the top 8 features based on the Gini index using the SVM method, with an accuracy ranging from 63.86% (BL vs PL4) to 84.79% (BL vs PL2).

Conclusions: We propose a novel pain assessment method for postoperative patients using ECG signal. Weak supervision applied for labeling and feature extraction improves the robustness of the approach. Our results show the viability of using a machine learning algorithm to accurately and objectively assess acute pain among hospitalized patients.

International Registered Report Identifier (IRRID): RR2-10.2196/17783

(J Med Internet Res 2021;23(5):e25079) doi:10.2196/25079
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Introduction
Overview
Pain assessment is a critical public health burden and is essential to effective pain management, which is associated with many illnesses [1]. Pain is “an unpleasant sensory and emotional experience expressed in terms of actual or potential tissue damage” [2], according to the most widely accepted definition. Pain is considered to be a subjective experience that is related to each individual in early life through experiences related to injury [3]. Such pain, which is termed acute pain, usually lasts hours, days, or weeks. Acute pain is associated with soft tissue damage, a surgical procedure, or a brief disease process and fosters avoidance of the harmful action in the future and promotes healing by inhibiting activities that might cause further tissue damage [4]. Pain, as a susceptible and ambiguous phenomenon, is difficult to quantify [5], particularly when the patient’s own opinion is difficult to reach due to their limited ability to communicate, as in patients under sedation or anesthesia, persons with intellectual disabilities, infants, and patients during critical illness [6]. Uncontrolled pain could cause some serious complications and may evolve into chronic pain. This could cause longer recovery in hospitals and delayed discharge, higher health care costs, and major psychological, financial, and social ramifications for patients [7]. However, overtreatment of pain can also result in adverse effects such as hospital readmission due to poorly controlled pain after discharge or long-term opioid dependence.

The current and “gold standard” pain assessment relies on patient self-reporting with tools such as the Visual Analogue Scale (VAS) and Numerical Rating Scale (NRS). Although these unidimensional models are considered powerful in acute pain assessment, they are rife with deficits given their interactive communication requirement between the patient and nurses, which is a serious problem in noncommunicative patients [8,9]. Such tools rely on nurses’ knowledge, physical assessment skills, and interviewing techniques. It is thus meaningful to develop better tools to assess pain intensity for continuous real-time pain monitoring. Such a tool not only improves the care process of noncommunicative patients but can also benefit other patient populations with timelier treatment, accurate assessment, and reduced monitoring burden on clinicians [10].

State-of-the-art objective pain intensity assessment algorithms consist of analysis of physiological and physical pain indicators, as multiparameter analysis is superior to a singular physiological parameter [11-13]. Objective pain assessment leverages using wearable devices to capture the physiological parameters. Internet-of-Things (IoT) devices, including wearable devices, play a significant role in objective pain monitoring systems [10]. As an example, Vatankhah et al [14] measured and diagnosed pain levels of human using discrete wavelet transform via electroencephalographic signals. These devices are in charge of various real-time health monitoring services as well as continuously processing and analyzing pain intensity levels to classify them automatically and objectively. However, these solutions to date have only been evaluated on healthy volunteers (stimulated pain). This was the motivation to develop a multimodal data set from postoperative adult patients in hospitals to get a better understanding of pain intensity characteristics of real patients. We call the data set UCI iHurt Database (UCI_iHurtDB) [15]. The data set is planned to be released for research purposes and, to the best of our knowledge, is the first comprehensive data set collected from patients suffering from real postoperative pain.

Electrocardiography (ECG) is useful for indicating the perception of pain among all of the physiological signals captured by wearable devices. Heart rate (HR) and heart rate variability (HRV) are the essential parameters that can be derived from ECG, as they are both coupled to autonomic nervous system activity, when internal body functions are involuntarily regulated, and they can provide a suitable proxy for examining pain intensity [16]. The most frequently used vital sign in pain studies is HR as the number of heartbeats, while HRV features with the extent to which the heart rate changes over a time interval or the extent to which it is spread over different frequencies are observed individually and selectively in some pain studies [17-19]. There are several approaches for classifying pain intensity of healthy subjects using machine learning techniques. Lopez-Martinez and Picard [18] explored traditional machine learning algorithms such as logistic regression and support vector machine (SVM) with different kernels, as well as recurrent neural network, to create a model for no pain versus pain at different intensities. Köenig et al [19] revealed that HRV is a promising measure of autonomic reactivity to nociceptive stimulation in healthy adults. Therefore, we examine HR and HRV features with their correlation with pain for future biosignal fusion in pain intensity assessment and pain detection.
To the best of our knowledge, this is the first work to study the relations between ECG physiological signal and pain intensity of postoperative patients to predict different pain intensity levels. This will promote advancements in both observational and physiological pain measurement. The technology used in this paper for objective pain assessment was developed by our group and presented in our previous work by Sarkar et al [20]. The prototype device can be variably configured for inclusion in a wide range of applications. It is also validated on healthy adults under thermal and electrical experimental pain stimuli [21].

In this paper, we looked into the ECG signal as one of the physiological signals from the human body and examined HR and HRV features extracted from ECG in several categories to assess their correlation with pain intensity for future physiological data fusion in pain intensity assessment. Due to limited available self-report pain intensity labels, we explored weak supervision, which has shown that performance of the end-model can asymptotically improve with data set size, although noisy sources of supervision are used [22,23]. Thus, the contributions of this work are twofold: (1) We present UCI_iHurtDB, a freshly collected data set from postoperative patients consisting of multimodal biosignals (ECG, electromyography, photoplethysmography, accelerometer). (2) We provide a novel weakly supervised method to enhance the sparsely labeled data set. To the best of our knowledge, this is the first study using weak supervision in pain assessment.

**Interpretation of ECG in Pain Studies**

Interpretation of ECG in pain studies starts with the ability to detect the QRS complex as one of the morphological parts of the ECG waves, with the focus on the RR intervals (distance between adjacent R-waves). These peaks are essential in HRV analysis, where in literature they are usually referred to as NN intervals. HRV features have been traditionally calculated over a short period of 5 minutes or over a long period in 24 hours. However, in some cases such as acute physiological changes, some HRV features in less than a minute are also taken on as ultra–short-term analysis.

Within each time window, HRV features can be extracted from NN intervals in several domains including (1) time domain features and (2) frequency domain features. HRV features in the time domain consist of statistical features including but not limited to SD of NN intervals, SD of average NN intervals, root mean square of successive differences (RMSSD), NN50, pNN50, and Max(HR) − min(HR). HRV features in the frequency domain are extracted by the Welch averaging method using power spectral density.

In literature, HRV analysis has been examined as one of the main ways to measure pain in different types; in Sesay et al [24], for instance, with the majority of 120 patients, it was observed that regarding acute pain after minor surgery, NRS was correlated with low-frequency (LF) band and the ratio of LF to high-frequency (HF) band but not with HF. To monitor the nociception level of patients with multiple physiological parameters, HF in a 1-minute window was calculated in Ben-Israel et al [11]. Jiang et al [17] experimented with the correlation of HRV features in the ultrashort term with acute pain. They suggested that multiple HRV features can indicate the change from no pain to pain. Werner et al [25] compared no pain among pain levels 1–4 using a random forest (RF) classifier. They reported the detection of pain using a set of features from ECG signals.

**Methods**

**Setting**

The study was approved by the University of California, Irvine (UCI) institutional review board (HS: 2017-3747). Candidates were selected from the Acute Pain Service (APS) patient list at UCI Health in Orange, California. The APS unit at the medical center serves approximately 100 patients weekly, enabling the lead Doctor of Medicine to recruit patients.

**Study Description, Participants, and Recruitment**

This study is a prospective observational data collection from postoperative patients likely having mild to moderate pain. All 25 participants recruited for this study met the following criteria: (1) age at least 18 years, (2) received a consult by the APS, (3) able to communicate, (4) able to provide written informed consent, and (5) healthy, intact facial skin. They were excluded if they had (1) any diagnosed condition affecting cognitive functions (dementia, psychosis), (2) any diagnosed condition affecting the central nervous system, facial nerves or muscles, (3) deformities on hand that prevent sensor placement, or (4) significant facial hair growth in the area where the sensors were going to be attached.

Potential participants were selected if they were determined to be eligible to participate in this study based on the aforementioned inclusion and exclusion criteria. Patients got both oral and written information about the details of the study. Candidates were provided at least 24 hours to consider participation in the study before finalizing the consent form, and they were recruited to participate in this study after obtaining the written consent form.

**Study Design**

After obtaining the written consent form, approximately 30 minutes of continuous ECG data was collected from the patients in their private room using multiple wearable sensors in two parts. In the first part, we used a transcutaneous electrical nerve stimulation (TENS) unit to obtain the baseline of the person. Patients were asked to increase the intensity of the TENS device up to the level that was tolerable for them, hold it for at least 10 seconds, and then decrease it to level 0, including additional rest between TENS challenges. In the second part, patients were engaged with soft activities such as walking, coughing, sitting, and lifting legs that may cause pain sensation. To achieve a better statistical analysis, data collection in both parts, with and without TENS unit, was repeated two to three times. Subject's self-report of pain was recorded using NRS. The NRS for pain is a segmented numeric version of the VAS to measure pain intensity in one dimension in which a respondent points to the number on the NRS, an integer from 0 to 10, that best represents their pain intensity from “no pain” to “worst pain” [26]. We expect to find solutions from multiple parameters that are robust in response to different acute pain cases or study designs.
Data Collection
To develop an algorithm for pain assessment in hospitalized patients, we tracked physiological signals such as HR, HRV, and respiratory rate from their ECG signals. The technology used in this study to capture the aforementioned signals includes the following components:

1. Biopotential acquisition system for ECG recording—ECG is a biopotential signal captured from the skin surface with a device developed by Sarker et al [20]. The system includes commercially available electrodes (eg, in 24 mm diameter), electrode-to-device lead wires, an ADS1299-based portable device, and computer software receiving streaming data from the portable device. The raw data of each channel at the rate of 500 samples per second is sent to the computer software through Bluetooth. The software visualizes the waveforms and saves the raw data into files. The common reference electrode is placed on the neutral bony area behind the ear. This device uses two channels to collect 2-lead ECG. One channel is to measure the potential between ECG - right arm and reference, and the other channel is to measure the potential between ECG - left arm and reference.

2. TENS unit device (Food and Drug Administration–cleared Class II over-the-counter HealthmateForever YK15AB electrotherapy device)—TENS units work by delivering small electrical impulses through electrodes that have adhesive pads to attach them to a person’s skin.

Data Preprocessing

Data Synchronization
The ECG signals from each patient were sampled at a rate of 500 Hz. Data from two channels (left arm, right arm) were obtained. The patient’s pain levels were simultaneously recorded and saved as labels. For the purpose of synchronicity, the corresponding Unix timestamps were also obtained while extracting both ECG and label data. The ECG signals were trimmed from start to end to match the corresponding label timestamps. Since the sampling frequency was 500 Hz, each timestamp had 500 ECG samples associated with it.

Peak Detection
Once these clean signals were obtained, the second step in the pipeline was to extract peaks. To find the peaks, the signals were first sampled down to 250 Hz. A bidirectional long short-term memory network was used to obtain the probabilities and locations of peaks [27]. A window size of 1000 samples and stride of 100 samples was used to generate these predictions. Mean values were obtained from predictions that came from overlapping windows. The predictions that were below a particular threshold (0.05) were discarded and filtered out. Only those peaks that were in local maximum were selected. Once the peaks were obtained, the signal was resampled back to 500 Hz, and the peak probabilities and locations were obtained. This method, however, might still be susceptible to false positives that are likely generated due to the presence of noise or irregular heartbeats. Therefore, another preprocessing step that removes peaks that occur too close to each other was employed. A rolling window was used to remove peaks that occurred in a time period of 450 milliseconds or less between neighboring peaks. The final selected peaks were then appended with their corresponding Unix timestamps. This process was repeated for every patient.

Noise Removal
The third and final preprocessing step is to remove noise from the NN interval data. NN intervals are the time intervals between two successive peaks. They are obtained by subtracting two successive peak indices. All data points that are within 2 standard deviations of the mean were selected. The rest of the data points were considered outliers and were removed. Even after removing these outliers, however, there might still be anomalous (not a number [NaN]) values in noisy sections of the data. If the proportion of NaN values exceeded 50 percent, the noisy sections were discarded. Otherwise, only NaN values were discarded, and the remaining values were interpolated. The filtered NN intervals were then saved and used for feature extraction.

Feature Extraction
In the experiments conducted by Werner et al [25], they used 5.5 seconds of ECG signals and extracted 3 time domain HRV features from the ECG signal of each subject: (1) the arithmetic mean of time in between consecutive heartbeats or mean of NN intervals (AVNN), (2) RMSSD, and (3) the slope of the linear regression of NN intervals or the measure of acceleration of the heart rate. We use an open-source Python toolbox named pyHRV [28] to compute HRV features in our feature extraction process.

In addition to the 3 time domain features used by Werner et al [25], we also computed a few other time domain and frequency domain features. For classification, we conducted two separate experiments: (1) with the three above features only and (2) with additional time and frequency domain features using feature selection. The additional extracted features are mentioned below.

Time Domain Features
There were 19 time domain features extracted from the NN interval series. They include the slope of the ECG signals and 18 statistical measures. These features were computed using 5.5-second sliding windows. The definitions of these time domain features are mentioned in Table 1.
Table 1. Time domain heart rate variability features and their definitions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR&lt;sup&gt;a&lt;/sup&gt; (ms)</td>
<td>Beats per minute</td>
</tr>
<tr>
<td>AVNN (ms)</td>
<td>Mean of NN intervals</td>
</tr>
<tr>
<td>SDNN (ms)</td>
<td>Standard deviation of NN intervals</td>
</tr>
<tr>
<td>RMSSD (ms)</td>
<td>Root mean square of successive NN interval differences</td>
</tr>
<tr>
<td>NNXX (ms)</td>
<td>Number of NN interval differences greater than the specified threshold</td>
</tr>
<tr>
<td>pNNXX (%)</td>
<td>Percentage of successive NN intervals that differ by more than XX ms</td>
</tr>
</tbody>
</table>

<sup>a</sup>HR: heart rate.

The breakdown of the 19 aforementioned features is explained as follows: slope of NN intervals—a polynomial fit of degree 1; 5 NN interval features—total count, mean, minimum, maximum, SD; 9 NN interval difference features—mean difference, minimum difference, maximum difference, SD of successive interval differences, root mean square of successive interval differences, number of interval differences greater than (a) 20 milliseconds and (b) 50 milliseconds, and percentage of successive interval differences that differ by more than (a) 20 milliseconds and (b) 50 milliseconds; and 4 heart rate features—mean, minimum, maximum, and SD.

**Frequency Domain Features**

There were 13 frequency domain features extracted by estimating of power spectral density using the Welch method. These features were computed using 250-second rolling windows with a minimum threshold of 50 values per window. The definitions of these frequency domain features are mentioned in Table 2.

Table 2. Frequency domain heart rate variability features and their definitions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLF power (s&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>Absolute power in very low-frequency band (≤0.04)</td>
</tr>
<tr>
<td>LF power (s&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>Absolute power in low-frequency band (0.04-0.15)</td>
</tr>
<tr>
<td>HF power (s&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>Absolute power in high-frequency band (0.15-0.4)</td>
</tr>
<tr>
<td>LF peak (Hz)</td>
<td>Peak frequency in low-frequency band (0.04-0.15)</td>
</tr>
<tr>
<td>HF peak (Hz)</td>
<td>Peak frequency in high-frequency band (0.15-0.4)</td>
</tr>
<tr>
<td>Total power (s&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>Total power over all frequency bands</td>
</tr>
<tr>
<td>LF/HF (%)</td>
<td>Ratio of LF-to-HF power</td>
</tr>
</tbody>
</table>

The breakdown of the 13 frequency domain features is explained as follows: total power—total spectral power over all frequency bands; 4 HF band fast Fourier transform (FFT) features—peak, absolute, relative, normalized; 4 LF band FFT features—peak, absolute, relative, normalized; 3 very low-frequency (VLF) band FFT features—peak, absolute, relative; and FFT ratio of HF and LF bands.

**Feature Selection**

To ensure generalization and avoid overfitting, it is important to perform feature selection. This, in turn, reduces computational complexity and the time for training and validating models. Feature selection models can be placed under three broad categories: filter-based methods, wrapper-based methods, and embedded methods. Filter-based methods statistically determine the relationship between input variables (features) and the target variable (label). They provide a metric for evaluating and filtering out features that will be used by the model. They are also computationally cheaper than the other two methods and have a reduced risk of overfitting [29]. Among the filter-based methods, Gini impurity/information gain is a widely used method to select the most informative features for a classification problem. Usually, a decision tree–based model like an RF classifier is used to output a feature importance vector. Every node of a decision tree represents a condition on how to split values present in a single feature. In this process, similar data on the condition variable end up on the same side of the split. The splitting condition is based on impurity of the features chosen in every node. During the training process, how much each feature contributed to the decrease in impurity is calculated, and features are then ranked based on this measure.

**Labels**

**Label Distribution**

Table 3 shows the distribution of NRS pain labels reported by patients during the clinical trials.
Table 3. Numerical Rating Scale distribution for 11 pain classes.

<table>
<thead>
<tr>
<th>Reported Numerical Rating Scale labels</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
</tr>
<tr>
<td>4</td>
<td>83</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>46</td>
</tr>
<tr>
<td>9</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

Since the NRS labels recorded during clinical trials were collected from real postoperative patients, there are some inherent challenges due to the distribution of data. For example, there are 83 occurrences of NRS pain label 4, but there are only 4 occurrences of NRS pain label 10 among all patients. Due to the subjective nature and the different sources of pain among our recruited patients, the imbalanced distribution of pain levels among all patients is inevitable.

To compare our pain assessment algorithm’s performance with Werner et al [25], we downsampled our pain labels from 11 NRS classes (0-10) to 5 classes (0-4). Data points from NRS pain label 0 were considered as a baseline, and the remaining NRS pain labels were distributed among 4 classes. Thresholds for each downsampled class were carefully chosen in order to minimize an imbalanced class distribution. Table 4 shows the resulting distribution after downsampling the NRS pain labels. The relatively large number of occurrences of NRS pain label 4 increased the number of downsampled PL2 labels over other downsampled pain labels.

Table 4. Downsampled pain distribution with 5 classes.

<table>
<thead>
<tr>
<th>Downsampled pain labels</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL(^a)</td>
<td>37</td>
</tr>
<tr>
<td>PL(^b)</td>
<td>89</td>
</tr>
<tr>
<td>PL2</td>
<td>144</td>
</tr>
<tr>
<td>PL3</td>
<td>92</td>
</tr>
<tr>
<td>PL4</td>
<td>76</td>
</tr>
</tbody>
</table>

\(^a\)BL: baseline.
\(^b\)PL: pain level.

**Labeling ECG Features**

Since the patients’ NRS values were only reported after performing some activities, labels were stored sparsely. While combining ECG features with their corresponding labels, their timestamps were matched based on the nearest 5.5 seconds (labeling threshold). More precisely, any ECG feature window that was within 5.5 seconds of a reported NRS value was given that value as its label. However, as a consequence of this, all the feature windows that were not within the labeling threshold were not given a corresponding label.

To label the remaining unlabeled data points, we employed Snorkel [23], a weak supervision framework for rapid training data creation. Snorkel is an end-to-end system that combines weak supervision sources to label training data with limited ground truth data. Rather than hand-labeling training data, Snorkel allows its users to write labeling functions that make use of heuristics, patterns, third-party machine learning models, external knowledge bases, and more. Weak supervision is typically employed to label large amounts of unlabeled data when there are noisy, limited, or imprecise sources. This approach eliminates the burden of continuously obtaining NRS values from patients. The use of Snorkel in our labeling process allowed us to make use of more data for the purpose of training and testing our pain algorithm. This consequently led to better performance during validation. Figure 1 depicts the architecture that was used to label these unlabeled instances.
All the data points that were within the labeling threshold were considered “strong” labels, or labels used for training labeling functions. These strong labels were collected directly from the patients. The remaining unlabeled data points were considered “weak” data and were kept aside for the weak supervision algorithm to label. For the labeling process, only each patient’s strongly labeled data was used to label their own unlabeled instances. This was done to avoid the possibility of data leakage during the validation process.

The labeling functions consist of a group of three off-the-shelf machine learning models: (1) an SVM with a radial basis function kernel, (2) an RF classifier, and (3) a k-nearest neighbor (KNN) classifier with uniform weights. Once each of these models is trained on strong labels, they are used to make predictions on the weak or unlabeled data. Their predictions are then collected and converted into a single confidence-weighted label per data point using Snorkel’s `LabelModel` function. The most confident label predictions from each datapoint were considered as labels for the weak data. It is important to note that weak supervision does not compromise on the reliability of our algorithm because we use the weakly labeled data only for training our models. This way, the performance of our algorithm can be measured using only real data collected from patients.

### Classification

To compare the performance of our pain algorithm with Werner et al [25], we performed binary classification on our test data using the 3 time domain features mentioned in their work. We split the binary classification problem into 4 different categories: baseline (BL) versus pain level 1 (PL1), BL versus PL2, BL versus PL3, and BL versus PL4. Since 1 of the patients had data from only one downsampled label class, they were discarded from the classification process. Consequently, we were left with data from 19 patients.

We evaluated the performance of our pain algorithm using leave-one-out cross-validation (LOOCV) with the focus on optimizing the area under the curve (AUC) score. During each iteration of LOOCV, the data of 18 of the 19 patients, including those data points that were labeled by Snorkel, were used for training. For testing, only the strongly labeled data points from the one patient left out were used. This process is repeated for all 19 patients to estimate the algorithm’s performance on unseen data. Due to the presence of an imbalanced distribution of pain levels within patients, data points from some pain levels were nonexistent from their data. As a result, it was not possible to compute either precision or recall for most patients.

The following five classification methods were deployed in our experiments to identify the best performing model for our pain assessment algorithm: AdaBoost classifier, XGBoost classifier, RF classifier, SVM classifier, and KNN classifier.

We also conducted separate experiments with feature selection using the 32 features mentioned in the Feature Extraction section. To get the best set of features for classification, we run LOOCV using an RF classifier. We compute the Gini importance of each of the features at every fold and select those features that were at least one standard deviation above the mean importance score. As a result, it was possible to have different sets of features in every fold. After computing the best set of features at every fold, we consider those features that were used in most of the folds for classification. The following 8 features were used in the final feature set: (1) total spectral power, (2) absolute LF power, (3) absolute HF power, (4) mean HR, (5) relative HF power, (6) normalized HF power, (7) relative VLF power, and (8) normalized LF power.

### Results

#### Pain Demographic Characteristics

A total of 25 patients with acute pain were engaged by APS and recruited for this study at UCI Medical Center. However, the ECG data from 2 patients were missing due to connectivity issues. Moreover, we found that 3 of the patients had arrhythmia, so we removed those 3 as well. The average age of patients was 55.6 years (SD 16.24, range 23-89); 52% (13/25) of patients were male and 48% (12/25) of patients were female (Table 5). All of the patients (n=20) were taking prescription medication...
at the time of the study. The nature of the procedures for each participant included the following domains: 50% general surgery (diagnostic laparoscopy, exploratory laparotomy, and vascular), 25% orthopedics, 15% trauma (thoracic pain and rib plating), and 10% urology (cystectomy and bladder augmentation).

**Table 5.** Patient demographic characteristics (N=25).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients excluded due to arrhythmia, n (%)</td>
<td>3 (12)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Patients excluded due to missing ECGb data, n (%)</td>
<td>2 (8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender, male, n (%)</td>
<td>13 (52)</td>
<td>N/A</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>76.56 (17.31)</td>
<td>52.2-112.2</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>170.9 (10.44)</td>
<td>152.4-193</td>
</tr>
<tr>
<td>BMIc (kg/m²), mean (SD)</td>
<td>26.33 (6.14)</td>
<td>15.1-38.73</td>
</tr>
<tr>
<td>PROCEDURE DOMAIN (n=20), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General surgery</td>
<td>10 (50)</td>
<td>N/A</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>5 (25)</td>
<td>N/A</td>
</tr>
<tr>
<td>Trauma</td>
<td>3 (15)</td>
<td>N/A</td>
</tr>
<tr>
<td>Urology</td>
<td>2 (10)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bECG: electrocardiography.
cBMI: body mass index.

**Pain Engagement Results**

To make a fair comparison between our pain assessment algorithm and the work of Werner et al [25], we replicated their settings into our data set. The comparisons of the accuracy achieved by our algorithm on all five classifiers while using only 3 time domain features are shown in Figure 2. Similarly, Figure 3 shows the same comparison while performing feature selection. These figures show the mean accuracy across all subjects while performing 4 different binary classifications based on pain levels. The final scores are presented in Table 6 and Table 7 below.
Figure 2. Validation accuracy of all classifiers on BioVid features. BL: baseline; PL: pain level; KNN: k-nearest neighbor; RF: random forest; SVM: support vector machine; XGB: XGBoost.

Figure 3. Validation accuracy of all classifiers on top 8 features. BL: baseline; PL: pain level; KNN: k-nearest neighbor; RF: random forest; SVM: support vector machine; XGB: XGBoost.
We were able to achieve the highest accuracy on the SVM classifier for both settings, with and without feature selection. Moreover, there is no noteworthy difference in the performance of the SVM classifier in both settings. However, while comparing the other classifiers, it is evident that there is a great improvement in performance while using feature selection in the BL versus PL1 category. The performances of the AdaBoost, XGBoost, RF, and KNN classifiers have a marked increase of about 12% on average when compared to their counterparts without feature selection. However, there is a slight decrease in the AdaBoost and RF classifiers and significant decrease in the KNN performance in the BL versus PL4 category. On the other hand, there is an improvement of about 16% in the XGBoost classifier while performing feature selection in the BL versus PL4 category. We speculate that the lower accuracy scores could be due to the relatively smaller number of training examples available from the downsampled PL4. On the flip side, due to the relative abundance of training examples from PL2, there is a spike in performance for all classifiers across both feature settings in the BL versus PL2 category.

While comparing our algorithm’s performance to Werner et al [25], we can see that our SVM classifier fares significantly better than their model. The SVM classifier outperforms their model by an average of 20% across both feature settings for the first three pain categories (BL vs PL1, BL vs PL2, and BL vs PL3). Conversely, there is only a slight increase in performance across both feature settings in the BL versus PL4 category.

**Discussion**

**Strengths**

To the best of our knowledge, this is the first study that uses ECG signals from real postoperative adult patients for the purpose of developing an automatic pain assessment tool. Moreover, the use of weak supervision in our data labeling process is a novel approach that has not been implemented in pain assessment studies before. It eliminates the need for constantly asking patients for their pain levels and therefore reduces the burden placed on them during the trials. The accuracy scores for this data set with the focus of optimizing it for AUC using the SVM classifier, especially in the first three pain categories, are considerably higher than the scores achieved by Werner et al for both feature settings (with and without feature selection). We also achieve comparable results for the last pain category (BL vs PL4). Furthermore, the use of feature selection in our procedure helps determine the most informative features and reduces the complexity of our pain models. We were able to identify the 8 most informative features and improve the performance of our models in the process.

**Limitations**

The main limitation in our algorithm is the presence of noise, in the form of motion artifacts, in our physiological data. Since we collect data from real postoperative patients in a clinical setting, they were allowed to move more freely when compared to experiments performed in a laboratory setting on healthy subjects. The presence of noise diminished the quality of our
data. Thus, this negatively impacted the performance of our algorithm.

Another limitation in our investigation is the presence of imbalanced labels in each patient’s data. Since we did not collect data in a laboratory setting, most patients did not report all the different pain levels during the trials. Most noticeably, this led to a relatively smaller number of labeled examples from the highest pain level (PL4). This consequently decreased the performance accuracy for that pain category (BL vs PL4). In a controlled laboratory setting, one can design the study to force the pain intensity levels to be balanced, which is not feasible in real settings.

Furthermore, we could not find a significant difference between different pain levels in our study. We believe this is due to the fact that variations in ECG signals in response to different pain levels are much harder to distinguish in comparison to different pain levels versus baseline. Moreover, it is worth mentioning that the state of the art in pain assessment focuses on comparing baseline with other pain levels (eg, Werner et al [25]). We believe the reason is to find out if the patient has pain (baseline vs other pain levels).

Conclusions

The experiments proposed in this study show the viability of our pain assessment algorithm on data from postoperative patients. The use of weak supervision for labeling and feature extraction improves the robustness of our approach. We plan to incorporate multimodal pain assessment methods to further improve our performance and robustness.
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Abbreviations

APS: Acute Pain Service
AUC: area under the curve
BL: baseline
ECG: electrocardiography
FFT: fast Fourier transform
HF: high-frequency
HRV: heart rate variability
IoT: Internet of Things
KNN: k-nearest neighbor
LF: low-frequency
LOOCV: leave-one-out cross-validation
NaN: not a number
NRS: Numerical Rating Scale
PL: pain level
RF: random forest
RMSSD: root mean square of successive differences
SVM: support vector machine
TENS: transcutaneous electrical nerve stimulation
UCI: University of California, Irvine
VAS: Visual Analogue Scale
VLF: very low-frequency