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Abstract

Background: With nearly 20% of the US adult population using fitness trackers, there is an increasing focus on how physiological data from these devices can provide actionable insights about workplace performance. However, in-the-wild studies that understand how these metrics correlate with cognitive performance measures across a diverse population are lacking, and claims made by device manufacturers are vague. While there has been extensive research leading to a variety of theories on how physiological measures affect cognitive performance, virtually all such studies have been conducted in highly controlled settings and their validity in the real world is poorly understood.

Objective: We seek to bridge this gap by evaluating prevailing theories on the effects of a variety of sleep, activity, and heart rate parameters on cognitive performance against data collected in real-world settings.

Methods: We used a Fitbit Charge 3 and a smartphone app to collect different physiological and neurobehavioral task data, respectively, as part of our 6-week-long in-the-wild study. We collected data from 24 participants across multiple population groups (shift workers, regular workers, and graduate students) on different performance measures (vigilant attention and cognitive throughput). Simultaneously, we used a fitness tracker to unobtrusively obtain physiological measures that could influence these performance measures, including over 900 nights of sleep and over 1 million minutes of heart rate and physical activity metrics. We performed a repeated measures correlation ($r_{rm}$) analysis to investigate which sleep and physiological markers show association with each performance measure. We also report how our findings relate to existing theories and previous observations from controlled studies.

Results: Daytime alertness was found to be significantly correlated with total sleep duration on the previous night ($r_{rm}=0.17$, $P<.001$) as well as the duration of rapid eye movement ($r_{rm}=0.12$, $P<.001$) and light sleep ($r_{rm}=0.15$, $P<.001$). Cognitive throughput, by contrast, was not found to be significantly correlated with sleep duration but with sleep timing—a circadian phase shift toward a later sleep time corresponded with lower cognitive throughput on the following day ($r_{rm}=-0.13$, $P<.001$). Both measures show circadian variations, but only alertness showed a decline ($r_{rm}=-0.1$, $P<.001$) as a result of homeostatic pressure. Both heart rate and physical activity correlate positively with alertness as well as cognitive throughput.

Conclusions: Our findings reveal that there are significant differences in terms of which sleep-related physiological metrics influence each of the 2 performance measures. This makes the case for more targeted in-the-wild studies investigating how physiological measures from self-tracking data influence, or can be used to predict, specific aspects of cognitive performance.

(J Med Internet Res 2021;23(2):e23936) doi:10.2196/23936
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Introduction

Background
The cognitive functioning of an individual, characterized by a range of neurobehavioral metrics such as alertness, working memory, and cognitive throughput, is subject to systematic interday and intraday fluctuations [1]. These fluctuations are driven by the interplay of 3 biological processes: a circadian component $C$, a homeostatic component $H$, and a sleep inertia component $W$ [2]. The circadian process $C$, governed by the circadian pacemaker (commonly referred to as the “body clock”) located in the hypothalamus, is an endogenous oscillatory process with a roughly 24-hour period. The exact phase of the circadian pacemaker in each individual is subject to variation and is determined by their chronotype—a measure of their early-bird or late-owlness [3]. This measure determines their individual time of minimum sleep propensity or peak cognitive performance during the day. Sleeping out of phase with one’s circadian rhythm—which is especially common among, but not limited to, populations such as shift workers [4]—leads to a phenomenon known as circadian misalignment. This misalignment has been shown to impact work-related fatigue [5], academic and work performance [6,7], performance on memory tests [8], etc.

In addition to this endogenous circadian rhythm, prior work has also established that an increase in the duration of wakefulness contributes to an exponential increase in sleep propensity, or homeostatic pressure [9]. This rise in homeostatic pressure $H$ results in a corresponding decline in alertness and cognitive performance [10]. Other physiological measures such as heart rate variability (HRV) [11,12] and physical activity [13] have also been investigated to determine their impact on cognitive function [14]. Cognitive performance has also been found to be influenced by a variety of other factors, including sleep patterns [15], exposure to light [16], and consumption of caffeine [17].

Such fluctuations in cognitive performance are known to affect an individual’s productivity on the job and influence work-related fatigue levels [5], as well as increase the risk of occupational hazards and accidents [18]. Therefore, there is considerable interest in understanding the nature of these fluctuations in real-world settings. However, much of prior work has been done within strict experimental protocols to study the effect of individual variables while controlling for all other factors [19,20]. Thus, the effect of multiple factors on cognitive performance in real-world settings is not as well-understood.

In this work, we attempt to discern the effects of various physiological measures on cognitive performance in a real-world setting and contextualize our findings within existing theories proposed based on controlled experiments.

Performance Prediction and Intervention Strategies
Given the widespread use of wearable devices and fitness trackers, recent efforts have explored using physiological data from these devices to characterize in-the-wild cognitive fluctuations. For example, one of the focus areas of Alphabet’s Moonshot Factory is developing a “daytime score” that goes beyond yielding data from the previous night’s sleep by harnessing this datum to tell users how prepared they are for the next day [21]. Various commercial fitness trackers are also advertised as providing metrics that can help track workplace productivity and cognitive performance [22,23].

There has been increasing work in the mobile health (mHealth) community on evaluating whether performance measures can be predicted from sleep- and circadian rhythm–based features. For instance, Abdullah et al [24] showed that alertness can be measured in the wild using a smartphone-based version of the Psychomotor Vigilance Task (PVT) [25]. Mark et al [26] studied engagement in the workplace and reported how job-related stress levels depend on the type of work being performed, and how rhythms of attention states can be identified in the workplace environment. Prior work has also looked into the effect of sleep duration and sleep debt on productivity and the use of technology among students [27]. Wahl and Amft [28] explored chronotype estimation using smartphone usage information and the 2-process circadian/homeostatic model of sleep regulation [9]. Althoff et al [29] used the speed of keystroke and click interactions on a web search engine as measures of cognitive performance and show that both metrics follow a circadian trend. Murnane et al [30] attempted to estimate sleep timings and circadian disruption from technology-mediated social interactions and, in a later study, showed that coarse-grained alertness levels can be gauged from app use features [31]. Abdullah et al [24] used sleep metrics estimated from smartphone usage to predict performance on the PVT test.

However, most studies to date have mainly focused on a single indicator of cognitive performance (eg, [24,29,31]). We argue that it is imperative to consider multiple dimensions of performance separately, because different aspects of cognitive function (eg, alertness, working memory, decision making) are known to be differently affected by factors such as sleep loss [32]. Therefore, to fully understand the effects of physiological variables on cognitive performance, one needs to take into account the multiplicity of these measures. This is especially important because different tasks may require different cognitive capabilities in order to be completed safely and responsibly. Further, many studies are constrained to a specific population, such as students or office workers, while studying cognitive performance. Our work targets a diverse population with an aim to generalize our understanding of the impact of physiological variables on 2 different cognitive measures.

Objective of the Study
While there is substantial work on studying variations in performance, there are 3 key gaps that we try to bridge in this work: (1) connecting in-the-wild studies to theories on the influence of sleep, activity, and circadian/homeostatic rhythms on performance; (2) taking into account multiple performance measures; and (3) generalizing our analysis across diverse populations.

We examine the effects of multiple physiological parameters on different dimensions of performance in a real-world setting, and thereafter contextualize our observations in the space of existing theories. To this end, our work investigates performance...
across 2 axes: alertness and cognitive throughput. Through a 6-week-long research study, we collect physiological data relating to sleep and physical activity using a Fitbit fitness tracker and neurobehavioral task performance measures through a dedicated Android app. We deliberately ensure that we consider a diverse pool of participants with varying sleep and work patterns, recruiting individuals part of a regular workforce, shift workers, and graduate students. We then investigate the effects of a range of physiological and sleep-related parameters on alertness and cognitive throughput.

Our results provide insights into how sleep and activity metrics relate to work performance in different ways across alertness/cognitive throughput performance measures. We show that while alertness is sensitive to sleep duration as well as sleep stages, cognitive throughput exhibits no deteriorating effect from lack of sleep. By contrast, irregular sleep timings (ie, earlier or later bedtimes and wake-up times) indicate a significant effect on cognitive throughput, but not on alertness. We also quantify the influence of time of day, heart rate, and physical activity on both these measures.

Methods

Participants

We recruited 24 participants (14 female and 10 male), including 8 graduate students, 7 regular workers, and 9 shift workers, to participate in a 6-week-long research study between February and December 2019. These groups were chosen in order to ensure that our study encompasses a diverse set of participants with varying sleep and work patterns. Regular workers were individuals working jobs with a 9-to-5 schedule (or similar 8-hour daytime working hours) from Mondays to Fridays. Graduate students loosely followed a 9-to-5 weekday schedule, but reported that they also frequently worked late, occasionally worked on weekends, and had at least some flexibility in choosing their work hours. Shift workers in our study, by contrast, worked varying hours on different days of the week with shifts ranging from 8 hours to 24 hours in duration.

The study participants were recruited through convenience sampling roughly stratified by the groups mentioned above. The study was publicized through emailing lists at the authors’ institution as well as flyers posted in the surrounding area. The local police and fire departments were also contacted in an attempt to recruit emergency responders. Three of the shift workers, and graduate students. We then investigate the effects of a range of physiological and sleep-related parameters on alertness and cognitive throughput.

Our results provide insights into how sleep and activity metrics relate to work performance in different ways across alertness/cognitive throughput performance measures. We show that while alertness is sensitive to sleep duration as well as sleep stages, cognitive throughput exhibits no deteriorating effect from lack of sleep. By contrast, irregular sleep timings (ie, earlier or later bedtimes and wake-up times) indicate a significant effect on cognitive throughput, but not on alertness. We also quantify the influence of time of day, heart rate, and physical activity on both these measures.

Methods

Participants

We recruited 24 participants (14 female and 10 male), including 8 graduate students, 7 regular workers, and 9 shift workers, to participate in a 6-week-long research study between February and December 2019. These groups were chosen in order to ensure that our study encompasses a diverse set of participants with varying sleep and work patterns. Regular workers were individuals working jobs with a 9-to-5 schedule (or similar 8-hour daytime working hours) from Mondays to Fridays. Graduate students loosely followed a 9-to-5 weekday schedule, but reported that they also frequently worked late, occasionally worked on weekends, and had at least some flexibility in choosing their work hours. Shift workers in our study, by contrast, worked varying hours on different days of the week with shifts ranging from 8 hours to 24 hours in duration.

The study participants were recruited through convenience sampling roughly stratified by the groups mentioned above. The study was publicized through emailing lists at the authors’ institution as well as flyers posted in the surrounding area. The local police and fire departments were also contacted in an attempt to recruit emergency responders. Three of the shift workers, and graduate students. We then investigate the effects of a range of physiological and sleep-related parameters on alertness and cognitive throughput.

Our results provide insights into how sleep and activity metrics relate to work performance in different ways across alertness/cognitive throughput performance measures. We show that while alertness is sensitive to sleep duration as well as sleep stages, cognitive throughput exhibits no deteriorating effect from lack of sleep. By contrast, irregular sleep timings (ie, earlier or later bedtimes and wake-up times) indicate a significant effect on cognitive throughput, but not on alertness. We also quantify the influence of time of day, heart rate, and physical activity on both these measures.

Study Protocol

We used a Fitbit Charge 3 (Fitbit Inc.) and a smartphone app to collect different physiological and neurobehavioral task data, respectively, as part of our 6-week-long in-the-wild study.

Smartphone-Based Alertness and Cognitive Throughput Measures

Prior studies such as [32] have found that sleep deprivation can have varying effects on tasks that require sustained information processing as opposed to vigilance-based tasks. Therefore, we elected to study 2 fundamentally different aspects of human performance: alertness and cognitive throughput. We collected these metrics using an Android app to measure in-the-wild cognitive performance that was based on the toolkit produced by Dingler et al [33].

The app includes a questionnaire asking participants to rate their subjective sleepiness levels on the Karolinska Sleepiness Scale [34], and whether they had consumed a caffeinated drink in the last hour. This is followed by a task battery comprising the Psychomotor Vigilance Test (PVT; [25]) to measure alertness and an Addition Test (ADD; [35,36]) to measure cognitive throughput.

The PVT is a standard tool used to measure momentary alertness consisting of a 10-minute reaction time test that presents test takers with a visual stimulus at random intervals. The user has to press a button in response to these stimuli, and the response time is used as an objective marker of momentary alertness. Previous research has also validated the use of shorter, smartphone-based PVT tests [37-39], prompting us to use a 2-minute version of the test administered through the Android app.

Similar to prior studies such as [4,24], we studied fluctuations in alertness in terms of percentage deviation from the individual’s response time at baseline, or relative response time. Because each PVT task session consists of multiple stimuli that the participants respond to, we first compute the median response time $MRT_{s,p}$ for each session $s$ completed by participant $p$. In doing so, we ignore all instances of false clicks where the participant taps the screen before the stimulus appears. We then discard all sessions where $MRT_{s,p}$ exceeds 800 ms (in comparison, the standard threshold to classify a reaction as a lapse is 500 ms [40]). Further, we remove sessions where $MRT_{s,p}$ falls outside 3SDs of the mean as outliers, and calculate (mean$_{MRT}$) for each participant as the average $MRT_{s,p}$ across all sessions completed by $p$. Then, we calculate RRT$_{s,p}$ for each of their sessions as

$$RRT_{s,p} = \left\{ 1 - \frac{(|MRT_{s,p}|)(mean_{MRT})_{s,p}}{100}\right\}$$

where RRT is relative response time.

It is important to note that while higher values of response time indicate lower alertness, higher values of relative response time indicate increased alertness.

Cognitive throughput is measured using a 1-minute addition/calculator performance test (ie, ADD) [35,36], where participants sum as many pairs of 2-digit numbers as possible within a fixed duration. The user’s cognitive performance is
calculated as a percentage deviation from the user’s baseline, or the relative number of additions attempted. Similar to the calculation of relative response time above, we first find $\text{NAA}_{s,p}$ that is, the number of additions attempted by participant $p$ in session $s$. We then remove sessions where $\text{NAA}_{s,p}$ lies more than 3 SDs from the mean across all sessions for that participant. We further calculate $(\text{mean NAA})_p$ for each participant across all sessions, and compute $\text{RAA}_{s,p}$ as

$$\text{RAA}_{s,p} = \frac{[\text{NAA}_{s,p}]/[\text{mean NAA}]_p - 1}{} \times 100$$

where $\text{RAA}$ is relative number of additions attempted.

As with relative response times, a higher $\text{RAA}$ indicates higher cognitive throughput.

Figure 1 shows the sleepiness and caffeineation questionnaire in our Android app, while Figures 2 and 3 show the PVT and ADD tasks that participants were asked to complete. Throughout the 6-week-long study period, participants were asked to complete the task battery at least four times a day, with at least two hours between each session. As a reminder, the study app issued push notifications every 2 hours. However, participants were told to complete tasks only when they had a 5-minute distraction-free time window. We also discard the first instance of each task for each participant, as they are unfamiliar with the app at this point.

Figure 1. Screenshot of the Karolinska Sleepiness Scale and caffeineation survey.
Figure 2. Screenshot of the PVT task.

Tap the gray box below as soon as a number appears. Numbers will appear at random times. The test lasts about 2 minutes.

Figure 3. Screenshot of the ADD task.

Enter the sum of the two numbers that appear below and click submit. Try to answer as many as you can before time runs out!
Physiological Measures From Fitbit Fitness Tracker

We further collected physiological data from participants using a Fitbit Charge 3, which they were asked to wear on their nondominant hand throughout the study period. Participants were specifically instructed to wear the Fitbit while they slept and while they completed the PVT and ADD tests on their phones. They were also asked to either enable auto-sync via Bluetooth on their Fitbit app or to sync their trackers periodically so as to avoid loss of data.

We obtained participants’ consent to collect data relating to their sleep, activity levels, and heart rate from Fitbit. Sleep data included the start and end time of each sleep session, time taken for sleep onset and waking up, and time spent in each stage of sleep (awake, light sleep, deep sleep, and rapid eye movement [REM] sleep) during each sleep session longer than 3 hours. Activity data included a minute-by-minute count of number of steps walked, distance covered, floors climbed, and calories burnt. Heart rate data included heart rate values each minute and the current day’s resting heart rate.

Compliance and Compensation

For our analysis, we only used data from participants who had completed at least forty-two PVT and ADD tasks each over the entire study period (an average of at least one task per day). We excluded 8 participants through this criterion and were left with data from 1596 PVT and ADD sessions each. We describe our data set in more detail in the “Results” section.

Participants were compensated for granting access to their Fitbit data at the rate of US $10 per week, and for completing the PVT and ADD tasks on their smartphones at US $25 per week if they completed at least four tasks each day. Monetary compensation was pro-rated for the period they contributed data if it was shorter than the study duration. Participants associated with the local police and fire departments were not offered monetary compensation in accordance with the departments’ regulations. All participants were allowed to keep the Fitbit after the completion of the study. The study was approved by the Institutional Review Board of the University of Massachusetts Amherst.

Quantifying Chronobiological Sleep Metrics

Sleep Data and Components Considered

We use the sleep data obtained from Fitbit to calculate 2 sets of metrics corresponding to the circadian component C and the homeostatic component H. These components, along with the sleep inertia component W, collectively modulate cognitive performance in humans [2]. For simplicity, we ignore W in our analysis.

Circadian Component

The phase of the circadian component is regulated by the individual’s chronotype [3]. To determine chronotype from Fitbit data, we leverage prior work on estimating individual chronotypes quantitatively using the mid-sleep point on free days (MSF), that is, the midpoint between sleep onset and wake up times on nonworking days [41]. As people tend to compensate for the sleep debt accumulated over work days by sleeping longer on free days, the quantitative measurement is typically adjusted accordingly. MSF is calculated as follows [24,41]:

\[ \text{MSF} = \text{MSF}_{uc} - 0.5(\text{SD}_f - [N_w \times \text{SD}_w + N_f \times \text{SD}_f]/[N_w + N_f]) \]

Here, MSF_{uc} is the uncorrected average mid-sleep point of the participant observed across the study duration. SD_f and SD_w represent the sleep duration on free and work days, while N_f and N_w are the number of free and work days, respectively. Based on this reference marker of the individual’s circadian rhythm, an individual’s internal time (InT) is defined as the time since the individual’s MSF, or, in terms of the external (or “wall-clock”) time ExT as InT=ExT–MSF. We also quantify the misalignment between the actual mid-sleep time of an individual and their MSF, hereafter referred to as sleep shift.

Homeostatic Component

The sleep homeostat is responsible for building up sleep pressure during wakefulness in a sigmoidal manner and then releasing this sleep pressure during recovery sleep sessions [2,9]. One metric that captures this sleep pressure is the time since waking up from the previous sleep session.

Further, to quantify whether enough recovery sleep has been obtained to release sleep pressure, we use 2 metrics, sleep need and sleep debt. We calculate sleep debt based on individual sleep need [4]. Sleep need SN for an individual is defined as

\[ \text{SN}=\Sigma(\text{SD}_w \times N_w + \text{SD}_f \times N_f)/\Sigma(N_w + N_f) \]

where SD_w and SD_f are the sleep durations on workdays and free days, respectively; N_w is the number of work days; and N_f is the number of free days. Sleep debt accrued on a given night is defined as 1–(sleep duration/SN).

Results

Data Description

The data set collected as part of our study consisted of 923 nights of sleep data, 1,032,518 minutes of heart rate data over 813 days, and 1,169,510 minutes of activity data (calories burnt, steps walked, distance traveled, and floors climbed) over 903 days. In addition to these physiological data from the Fitbit, the 24 participants in our study also completed 2059 PVT and ADD tasks through our smartphone app over the study period. In this section, we describe the collected data in further detail.

Smartphone-Based Neurobehavioral Task Data

As described earlier, participants were asked to complete at least four PVT and ADD tasks each day, with at least two hours between each pair of consecutive tasks. The study app reminded users to complete these neurobehavioral tasks through push notifications every 2 hours. The average daily compliance rate between each pair of consecutive tasks. The study app reminded users to complete these neurobehavioral tasks through push notifications every 2 hours. The average daily compliance rate between each pair of consecutive tasks. The study app reminded users to complete these neurobehavioral tasks through push notifications every 2 hours. The average daily compliance rate across all participants was found to be 51%. We first filtered our data set to exclude all participants who had completed less than 42 PVT and ADD tasks throughout the 6-week study period (<1 task per day on average). This resulted in a data set consisting of 16 users who completed a total of 1596 tasks. The average number of tasks completed per day by these participants was 2.81 (SD 0.62). For the rest of the paper, we base our...
analysis on the data from these participants alone. **Figure 4** shows the average number of tasks completed by these participants each week of the study. While compliance rates dropped as the study progressed, the longitudinal nature of the study ensured that all participants completed a minimum of 47 tasks or more (mean 99.75 [SD 33.06] tasks).

**Figure 4.** Total number of tasks attempted per participant each week of the study. The markers show the mean across all participants and the error bars indicate the standard error of the mean.

Table 1 shows the distribution of the task completion times in terms of time of day (or wall-clock time), internal time, and time since waking up. The participants’ performance on these tasks is also reported—both PVT response times and ADD attempts were approximately normally distributed for each participant. **Figure 5** shows the distribution of tasks completed by time of day.

**Table 1.** Distribution of task completion timings and performance on PVT\(^a\) and ADD\(^b\) tasks.

<table>
<thead>
<tr>
<th>Task completion timings and performance</th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Timing, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time of task completion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time of day (hh:mm)</td>
<td>1596</td>
<td>3.22</td>
<td>23.58</td>
<td>15:34 (310.72 minutes)</td>
</tr>
<tr>
<td>Internal time (hh:mm)</td>
<td>1596</td>
<td>0.13</td>
<td>23.57</td>
<td>11:33 (318.19 minutes)</td>
</tr>
<tr>
<td>Time since waking up (minutes)</td>
<td>1596</td>
<td>1</td>
<td>1223</td>
<td>471.83 (309.75)</td>
</tr>
<tr>
<td><strong>PVT task performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median response time (milliseconds)</td>
<td>1596</td>
<td>234.0</td>
<td>798.0</td>
<td>354.53 (90.79)</td>
</tr>
<tr>
<td>Relative response time (%)</td>
<td>1596</td>
<td>-49.28</td>
<td>27.83</td>
<td>0.23 (8.93)</td>
</tr>
<tr>
<td><strong>ADD task performance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of additions attempted</td>
<td>1596</td>
<td>7.0</td>
<td>30.0</td>
<td>17.96 (3.95)</td>
</tr>
<tr>
<td>Relative number of additions attempted (%)</td>
<td>1596</td>
<td>-47.51</td>
<td>40.08</td>
<td>0.99 (13.46)</td>
</tr>
</tbody>
</table>

\(^a\)PVT: Psychomotor Vigilance Test.

\(^b\)ADD: Addition Test.
Physiological Data From Fitbit

From the 923 sleep sessions collected, we first extracted sleep sessions preceding the 1596 neurobehavioral task instances described in the previous subsection. This resulted in a subset of 556 sleep sessions across 16 participants. The features extracted from these sleep sessions include sleep timings and duration, percentages of sleep sessions spent in different sleep stages (REM, light, and deep sleep), the duration of these sleep stages, and a Fitbit-provided sleep efficiency score. We use these metrics to further calculate chronobiological measures of sleep such as sleep debt and sleep shift. We also calculate average sleep measures over the last 7 days, imputing missing nights of sleep data with the average across all previous sleep sessions. The distribution of these sleep metrics is reported in Table 2. We investigate the effect of these sleep measures on median daytime alertness and cognitive throughput on the day following the sleep session.
Table 2. Distribution of sleep metrics obtained from the Fitbit as well as weekly averages of the same for all sleep sessions preceding the cognitive tasks.

<table>
<thead>
<tr>
<th>Distribution of sleep metrics</th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Previous night’s sleep metrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep duration (minutes)</td>
<td>556</td>
<td>180.0</td>
<td>761.0</td>
<td>433.12 (87.47)</td>
</tr>
<tr>
<td>REM sleep (%)</td>
<td>556</td>
<td>2.8</td>
<td>34.25</td>
<td>18.18 (5.32)</td>
</tr>
<tr>
<td>Light sleep (%)</td>
<td>556</td>
<td>30.04</td>
<td>73.71</td>
<td>52.92 (6.95)</td>
</tr>
<tr>
<td>Deep sleep (%)</td>
<td>556</td>
<td>0.0</td>
<td>33.57</td>
<td>15.92 (5.1)</td>
</tr>
<tr>
<td>Duration of REM sleep (minutes)</td>
<td>556</td>
<td>6.0</td>
<td>190.0</td>
<td>79.24 (29.04)</td>
</tr>
<tr>
<td>Duration of light sleep (minutes)</td>
<td>556</td>
<td>79.0</td>
<td>429.0</td>
<td>228.98 (54.13)</td>
</tr>
<tr>
<td>Duration of deep sleep (minutes)</td>
<td>556</td>
<td>0.0</td>
<td>157.0</td>
<td>68.69 (25.12)</td>
</tr>
<tr>
<td>Number of awake periods &gt;5 minutes</td>
<td>556</td>
<td>0.0</td>
<td>8.0</td>
<td>3.03 (1.33)</td>
</tr>
<tr>
<td>Sleep efficiency (out of 100)</td>
<td>556</td>
<td>27</td>
<td>100</td>
<td>89.6 (14.11)</td>
</tr>
<tr>
<td>Sleep debt</td>
<td>556</td>
<td>-0.81</td>
<td>0.55</td>
<td>0.0 (0.18)</td>
</tr>
<tr>
<td>Sleep shift</td>
<td>556</td>
<td>-425.04</td>
<td>1199.21</td>
<td>7.1 (122.18)</td>
</tr>
<tr>
<td><strong>Sleep metrics over last 1 week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average sleep duration (minutes)</td>
<td>556</td>
<td>221.0</td>
<td>564.25</td>
<td>433.27 (50.53)</td>
</tr>
<tr>
<td>Average REM sleep duration (minutes)</td>
<td>556</td>
<td>23.0</td>
<td>163.0</td>
<td>78.94 (15.59)</td>
</tr>
<tr>
<td>Average light sleep duration (minutes)</td>
<td>556</td>
<td>84.0</td>
<td>310.2</td>
<td>228.67 (36.2)</td>
</tr>
<tr>
<td>Average deep sleep duration (minutes)</td>
<td>556</td>
<td>28.0</td>
<td>123.5</td>
<td>69.14 (15.86)</td>
</tr>
<tr>
<td>Average sleep debt</td>
<td>556</td>
<td>-0.17</td>
<td>0.19</td>
<td>0.0 (0.06)</td>
</tr>
<tr>
<td>Average sleep shift</td>
<td>556</td>
<td>-311.47</td>
<td>202.93</td>
<td>6.97 (62.04)</td>
</tr>
</tbody>
</table>

REM: rapid eye movement.

We also obtained minute-by-minute heart rate, calories burnt, steps walked, distance traveled, and floors climbed data from the participants’ Fitbit trackers, along with an estimate of the current day’s resting heart rate. Similar to sleep data, we extract heart rate and activity data corresponding to the time of completion of each of the PVT and ADD tasks. The distribution of these metrics at task time is represented in Table 3. We examined the effect of these momentary physiological measures and their aggregates over the last 60- and 10-minute intervals on both alertness and cognitive throughput.

Table 3. Distribution of heart rate and activity metrics obtained from the Fitbit during completion of the cognitive tasks.

<table>
<thead>
<tr>
<th>Distribution of metrics</th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heart rate metrics during PVTa and ADDb tasks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current heart rate (bpm)</td>
<td>1596</td>
<td>45.0</td>
<td>131.0</td>
<td>79.95 (13.81)</td>
</tr>
<tr>
<td>Resting heart rate (bpm)</td>
<td>1596</td>
<td>47.0</td>
<td>88.0</td>
<td>66.99 (9.14)</td>
</tr>
<tr>
<td><strong>Activity metrics during PVT and ADD tasks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calories burnt</td>
<td>1596</td>
<td>0.77</td>
<td>9.12</td>
<td>1.48 (0.91)</td>
</tr>
<tr>
<td>Distance traveled (km)</td>
<td>1596</td>
<td>0.0</td>
<td>0.08</td>
<td>0.0 (0.01)</td>
</tr>
<tr>
<td>Number of steps walked</td>
<td>1596</td>
<td>0</td>
<td>112</td>
<td>2.35 (10.58)</td>
</tr>
</tbody>
</table>

aPVT: Psychomotor Vigilance Test.
bADD: Addition Test.

Effect of Sleep on Daytime Alertness and Cognitive Throughput

In order to examine the effect of sleep on interday alertness and cognitive throughput, we first calculated the daily median response times and median number of additions attempted for each individual based on each day’s completed tasks. We then calculate the relative daily response times and relative daily number of additions attempted for each day for each individual. These daily measures are calculated relative to the average scores of that individual across all days of participation (analogous to relative response times and relative numbers of additions attempted). We then examined the relationship between these relative cognitive measures and sleep features.
Table 4. Effect of sleep duration on daytime alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>P value</th>
<th>Effect on cognitive throughput</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous night’s sleep duration</td>
<td>$r_{rm}$ (95% CI)</td>
<td>$P$</td>
<td>$r_{rm}$ (95% CI)</td>
<td>$P$</td>
</tr>
<tr>
<td></td>
<td>0.17 (0.08 to 0.25)</td>
<td>&lt;.001</td>
<td>-0.004 (-0.09 to 0.08)</td>
<td>.92</td>
</tr>
<tr>
<td>Average nightly sleep debt incurred</td>
<td>-0.16 (-0.24 to -0.08)</td>
<td>&lt;.001</td>
<td>0.06 (-0.02 to 0.15)</td>
<td>.13</td>
</tr>
</tbody>
</table>

$^{a}$ $r_{rm}$: repeated measures correlation coefficient.
Sleep Timing

Prior work has shown that sleeping in late, that is, a later sleep end time, can lead to higher sleep onset latency on the following night as well as higher daytime fatigue and sleepiness on subsequent days [56]. However, its effect on higher-order cognitive functions has not been studied previously. Even with a fixed wake-up time, a delayed bedtime leads to a sleep phase shift, which has been shown to produce a shift in salivary dim light melatonin onset—a marker of one’s endogenous circadian rhythm [57]. We hypothesize that this circadian shift might adversely impact cognitive performance similar to a shift in wake-up times. As described earlier, sleep shift is calculated with respect to the participant’s individual chronotype, or MSF.

Table 5 shows the findings from our study, which indicate that a phase shift in sleep sessions toward a later mid-sleep time corresponds to a decline in cognitive throughput the following day ($r_{rm}=-0.13, P<.001$). A later wake up time also has a similar effect on cognitive throughput ($r_{rm}=-0.09, P=.03$). However, alertness scores were not found to be significantly correlated with change in sleep timings ($P=.09$ for sleep shift, $P=.74$ for sleep end time).

### Table 5. Effect of sleep timings on daytime alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>$P$ value</th>
<th>Effect on cognitive throughput</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep shift</td>
<td>$r_{rm}=-0.07 (-0.16$ to $0.01)$</td>
<td>.09</td>
<td>$r_{rm}=-0.13 (-0.21$ to $-0.05)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep end time</td>
<td>$0.02 (-0.07$ to $0.1)$</td>
<td>.74</td>
<td>$-0.09 (-0.18$ to $-0.01)$</td>
<td>.03</td>
</tr>
</tbody>
</table>

*a* $r_{rm}$: repeated measures correlation coefficient.

Sleep Stages

There has been significant interest in understanding the effect of various sleep stages on daytime performance metrics, especially with the rising number of commercial wearables that claim to detect coarse-grained sleep stages. However, most experts advise caution in attributing performance to sleep stages inferred from these devices, and studies have shown that first-generation sleep trackers were generally quite poor at estimating sleep stages [58]. Nevertheless, prediction accuracies have shown improvement over time—for example, Fitbit Charge 2 showed 61% accuracy in detecting wake periods, 81% accuracy in detecting light sleep, 49% accuracy in detecting deep sleep, and 74% accuracy in detecting rapid eye movement (REM) sleep [59], whereas Garmin VivoFit 3 (Garmin International, Inc.) predicts deep, light, and REM sleep stages at roughly 69% accuracy rate, and predicts wake at 73% accuracy [60], which is a significant improvement over previous incarnations of these devices. As wearables get better at estimating sleep stages, it becomes more important to understand if we can leverage these insights to explain cognitive performance.

While the literature on the effect of sleep stages on cognitive performance is limited, studies have shown that electroencephalogram spindle density in non-REM sleep is a predictor of visual attention, verbal learning, and verbal fluency performance [61]. It has also been noted that light sleep, slow wave sleep, and REM sleep contribute to the recuperation of the dorsolateral prefrontal and inferior parietal cortices, which are areas involved in higher-order cognitive tasks [62].

Some studies have linked a reduction in total sleep duration specifically to a reduction in REM and stage 2 (light) sleep [63]. However, other studies have also claimed that selective REM sleep deprivation did not demonstrate changes in daytime sleepiness/alertness [64].

From Table 6, we see that there is a significant positive correlation between both REM ($r_{rm}=0.012, P<.001$) and light sleep ($r_{rm}=0.15, P<.001$) duration and daytime alertness. By contrast, sleep stages were not found to have a significant impact on cognitive throughput on the following day ($P=.52$ for REM sleep, $P=.80$ for light sleep). Duration of deep sleep was not found to have a significant impact on either alertness ($P=.22$) or cognitive throughput ($P=.53$).

### Table 6. Effect of sleep stages on daytime alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>$P$ value</th>
<th>Effect on cognitive throughput</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of rapid eye movement sleep</td>
<td>$0.12 (0.04$ to $0.2)$</td>
<td>&lt;.001</td>
<td>$0.03 (-0.06$ to $0.11)$</td>
<td>.52</td>
</tr>
<tr>
<td>Duration of light sleep</td>
<td>$0.15 (0.07$ to $0.23)$</td>
<td>&lt;.001</td>
<td>$0.01 (-0.07$ to $0.09)$</td>
<td>.80</td>
</tr>
<tr>
<td>Duration of deep sleep</td>
<td>$0.05 (-0.03$ to $0.14)$</td>
<td>.22</td>
<td>$-0.03 (-0.11$ to $0.06)$</td>
<td>.53</td>
</tr>
</tbody>
</table>

*a* $r_{rm}$: repeated measures correlation coefficient.

Factors Affecting Momentary Alertness and Cognitive Throughput

Having looked at the factors that influence day-to-day variations in daytime alertness and cognitive throughput, we now examine other factors that may impact momentary performance measures (ie, fluctuations in performance within a day). We specifically look into the effect of physical activity and heart rate, along with circadian and homeostatic effects.
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Time of Day and Internal Time

Time of day has emerged as an important factor affecting multiple aspects of cognitive performance due to the circadian modulation of alertness and cognitive throughput [1]. Both alertness and cognitive throughput levels have been found to oscillate with a period approximately equal to 24 hours, with individuals achieving peak performance at similar times each day [65]. Further, it has been noted that an individual’s chronotype influences the phase of this circadian modulation (also referred to as process C), thus determining the exact time at which this peak is observed [66].

Based on this well-established model of circadian fluctuations in performance, we would expect to see a roughly sinusoidal variation in PVT and ADD performance based on the time of day and participants’ internal time. To examine whether such a relationship is indeed evident in our data, we fit cosinor models [67] with a period of 24 hours to relative response time and relative number of additions attempted based on both time of day and participants’ internal time.

As seen in Table 7, both alertness and cognitive throughput are influenced by the current time, exhibiting an acrophase (circadian maxima) in the morning hours even if they do not coincide exactly. It is also important to note that interindividual differences, including chronotype, also influence these rhythms, which prompts us to study the variations in performance measures with respect to individuals’ internal time. We see that the acrophase of these rhythms is reached about 13-14 hours after the individuals’ MSF.

Table 7. Effect of time of day on momentary alertness and cognitive throughput. a

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>P value</th>
<th>Effect on cognitive throughput</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time of day</td>
<td>Alertness varies sinusoidally with time of day, with an acrophase at 10:24 (09:26 to 11:21)</td>
<td>&lt;.001</td>
<td>Cognitive throughput varies sinusoidally with time of day, with an acrophase at 09:19 (08:13 to 10:26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internal time</td>
<td>Alertness varies sinusoidally with internal time, with an acrophase at 14:24 (13:20 to 15:31)</td>
<td>&lt;.001</td>
<td>Cognitive throughput varies sinusoidally with internal time, with an acrophase at 13:20 (12:02 to 14:38)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThe acrophase of the 24-hour circadian rhythm of cognitive performance is reported in hh:mm format with the corresponding 95% confidence intervals and P values.

Figure 6 visually illustrates the fluctuations in both performance measures across time of day. Here, we show the mean relative response times and number of additions attempted during each 4-hour time bin during the course of the day, omitting the 12:00-04:00 hours bin due to lack of data. We see that alertness increases through the day until around noon, after which it deteriorates through the evening. Cognitive throughput is lowest early in the morning, increases through the day peaking in the late afternoon, and decreases in the evening. In general, both alertness and cognitive throughput peak during the regular working hours of 08:00-16:00 hours.

Figure 6. Fluctuations in cognitive performance by time of day. The x-axis represents alertness in terms of relative response times, and the y-axis represents cognitive throughput in terms of relative number of additions attempted. The dots represent the mean scores in the marked time range while the error bars represent the standard error of the mean along each axis.

Homeostatic Pressure (ie, Time Since Waking Up)

The homeostatic component of sleep regulation is governed by a process \( H \) that induces sleep pressure (or “sleepiness”) as a sigmoidal function of time since waking up from the last sleep session (typically previous night’s sleep). During sleep, this pressure is released and \( H \) decays in a saturating exponential manner [9]. The homeostatic component of sleep regulation is known to affect alertness, and possibly cognitive throughput,
interacting with the circadian component described previously [2,15].

The effect of this sleep homeostat on daytime performance has been studied in terms of time awake in total sleep-deprivation studies, where participants are kept fully awake for very long periods (often up to 3 nights) [50]. The results of such studies generally indicate that alertness declines with an increase in hours of wakefulness [2,68,69], whereas there are conflicting theories about the effect of total sleep deprivation on more complex cognitive functions.

Traditionally, the effects of sleep deprivation were explained analogous to that of stress, based on the inverted-U model proposed by Yerkes and Dodson [70]. This “arousal” model essentially focused on the overall decline in arousal in sleep-deprived individuals in order to explain impairment of cognitive performance [71,72]. However, increasing empirical evidence showed that while performance on vigilance tasks decreased significantly across a night of sleep deprivation, performance did not vary significantly on more complex cognitive tasks [32,73]. This led to the proposal of several new theories to explain the effect of sleep deprivation on various cognitive functions.

Several researchers have proposed to single out vigilant attention as the cognitive process most susceptible to detrimental effects of sleep deprivation, while other cognitive tasks have varied sensitivity to [74], or a nonspecific effect of [75], sleep deprivation. Other studies have sought to explain their findings by claiming that tasks mediated by prefrontal cortex function are most impacted by homeostatic pressure [76,77]. Recent studies of neural activation patterns during cognitive tasks using functional magnetic resonance imaging have lent further support to this neuropsychological theory [78]. Another theory often used to explain sleep-deprivation effects is the controlled attention model [32], which posits that performance on tasks that require attentiveness and active engagement is less likely to be affected by sleep deprivation as compared to that on tasks that are not intrinsically interesting or engaging.

However, most of the aforementioned studies focus on the effects of sleep deprivation, that is, homeostatic pressure beyond at least one full day, which is much longer than typical homeostatic pressure in the working population. It is therefore still unclear how homeostatic pressure affects performance at points in time sooner after waking up, which is of greater relevance to us. To this end, we calculated the repeated measures correlation coefficient between the time since waking up from the last sleep session and performance on the corresponding PVT and ADD tasks.

As reported in Table 8, our analysis shows that alertness tends to decline with time since waking up (r_{rm} = −0.1, P <.001) while no significant effect is observed on cognitive throughput (P = .87). This finding agrees with observations from the early stages of sleep deprivation or constant routine protocol studies (eg, [65]). This suggests that cognitive throughput may indeed be affected less by sleep homeostasis (or the effect can be overcome by effort) or may be considerably affected by sleep inertia (ie, the drowsiness felt right after waking up).

### Table 8. Effect of homeostatic pressure on momentary alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>Effect on cognitive throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time since waking up</td>
<td>r_{rm} = −0.1 (95% CI)</td>
<td>P value = &lt;.001</td>
</tr>
<tr>
<td></td>
<td>−0.1 (−0.15 to −0.05)</td>
<td>0.004 (−0.05 to 0.05)</td>
</tr>
<tr>
<td></td>
<td>P = .87</td>
<td></td>
</tr>
</tbody>
</table>

a\( r_{rm} \): repeated measures correlation coefficient.

### Heart Rate

While there is limited prior research on understanding the impact of heart rate on cognitive performance, heart rhythm is generally thought to affect performance. In particular, there has been substantial work on understanding the relationship between HRV and alertness/cognitive performance [79]. HRV is considered a useful measure because it captures some aspects of the interplay between the sympathetic and parasympathetic nervous systems [80,81], which in turn has associations with the prefrontal cortex and hence cognitive performance [82].

Sleepiness is also known to relate to HRV—for example, Chua et al [83] showed that the R–R-interval power density correlates strongly with lapses on the PVT and can be used to estimate decrements in PVT performance caused by sleepiness. Henelius et al [12] report that HRV spectral power reflects vigilant attention in participants exposed to partial chronic sleep restriction. Heart rate measures have also been extensively studied in the context of fatigue driving, wherein several heart rate measures were found to be strong indicators of drowsiness under conditions of low mental workload [84]. Other work has reported that individuals with high HRV performed better on executive tasks compared to those with low HRV, but the 2 groups did not differ with regard to simple reaction time [11].

Recent work in ubiquitous computing research has also explored heart rhythm (and perceived heart rhythm) based interventions to improve cognitive performance—for example, Costa et al [85] showed that even changes in the perception of heart rate can lead to cognitive function improvement in an individual.

While our data set does not contain raw HRV information (this was not exposed by the device used for the study), we looked into the effects of coarser timescale variations in heart rate as well as direct heart rate measures on alertness and cognitive throughput. Table 9 reports the repeated measures correlation coefficients (along with the corresponding 95% confidence intervals) between various heart rate–based measures and both alertness and cognitive performance. We find that the current heart rate (measured minute-to-minute by the Fitbit) and the current day’s resting heart rate are correlated with ADD performance (r_{rm} = .16, P <.001), but a similar correlation with PVT scores was not observed (P = .05). Average heart rate values
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higher variance in a shorter interval of 10 minutes before task time corresponds to higher alertness measures (P=.04). While the correlations between variance in heart rate and task performance are low, they do further underscore the importance of investigating the effects of HRV as demonstrated by prior studies.

Table 9. Effect of heart rate on momentary alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>Effect on cognitive throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r_{rm} )</td>
<td>( P ) value</td>
</tr>
<tr>
<td>Current heart rate</td>
<td>0.05 (0.0 to 0.1)</td>
<td>.05 0.16 (0.11 to 0.21)</td>
</tr>
<tr>
<td>Resting heart rate</td>
<td>−0.04 (−0.09 to 0.01)</td>
<td>.10 0.1 (0.05 to 0.15)</td>
</tr>
<tr>
<td>Average heart rate over last 60 minutes</td>
<td>0.11 (0.06 to 0.16)</td>
<td>&lt;.001 0.16 (0.11 to 0.2)</td>
</tr>
<tr>
<td>Average heart rate over last 10 minutes</td>
<td>0.09 (0.04 to 0.14)</td>
<td>&lt;.001 0.16 (0.11 to 0.21)</td>
</tr>
<tr>
<td>Variance in heart rate over last 60 minutes</td>
<td>0.04 (0.0 to 0.09)</td>
<td>.08 0.05 (0.0 to 0.1)</td>
</tr>
<tr>
<td>Variance in heart rate over last 10 minutes</td>
<td>0.05 (0.0 to 0.1)</td>
<td>.04 0.05 (0.0 to 0.1)</td>
</tr>
</tbody>
</table>

\( r_{rm}: \) repeated measures correlation coefficient.

Physical Activity

The effect of physical activity on alertness and cognitive throughput has not been explored much in prior studies. Most in-laboratory studies prevent participants from engaging in any strenuous activity, while some sleep-deprivation studies use exercise as an additional stressor [14,86,87]. Within the latter category, studies remain inconsistent about the effects of exercise—Englund et al [14] claim that exercise did not compound effects of sleep loss, and physical activity may indeed delay any sleep loss–induced performance impairment on certain tasks. Angus et al [86] found that exercise neither increased nor decreased impairment caused by sleep deprivation. Exercise has also been found to decrease reaction times, but much less than a period of rest did [87].

The effect of physical activity on cognitive functioning of non-sleep-deprived individuals has been even less explored. Nevertheless, moderate-intensity exercise has been found to improve performance on information-processing tasks associated with sports [88,89]. These observations support the hypothesis that physically induced arousal due to exercise results in a performance improvement on cognitive tasks, which may not necessarily be explained by models of emotional arousal described previously.

Other studies suggest that physical activity can sometimes lead to higher alertness periods within break periods, but continued exertion causes this effect to wear off and may have an overall detrimental impact [13]. However, habitually engaging in moderate exercise and maintaining general fitness have also been correlated with better cognitive performance and academic achievement in children [90,91].

To investigate these effects in an in-the-wild setting, we examined whether current physical activity, or that undertaken in the recent past, has a momentary influence on either alertness or cognitive throughput. As shown in Table 10, we discovered a significant positive correlation of physical activity metrics aggregated over the previous 10- and 60-minute intervals with both PVT and ADD performance. This presents further empirical evidence in support of the arousal theory described previously.
human operator and automated assistants (in self-driving cars, for example), shift worker duty scheduling, etc.

### Discussion

**Principal Findings**

Our results indicate that performance on less engaging tasks that require sustained attention and that on tasks which are inherently more challenging are affected differently by various components of change in sleep patterns. Alertness is significantly influenced by the duration of sleep (P < .001) as well as time spent in various stages of sleep (P < .001 for both REM and light sleep), whereas cognitive throughput is moderated by phase shifts in sleep relative to an individual's internal circadian rhythm (P < .001). We also find that higher heart rate and physical activity preceding cognitively demanding tasks are positively correlated with better performance on said tasks.

**Implications**

**Performance as a Multidimensional Metric**

Our findings make a strong case for treating performance as a multidimensional metric and evaluating individuals’ performance on multiple axes independently. In day-to-day societal functioning, different roles require different combinations of cognitive abilities in order to be responsibly and efficiently undertaken. For example, driving has been associated with a high need for vigilant alertness [52], whereas medical and emergency rescue personnel may rely more heavily on higher-order cognitive functions [92]. It is evident from our analysis that alertness and cognitive throughput are affected differently by different sleep-related variables, even though they covary similarly with respect to heart rate and physical activity. Thus, the ability to perform different tasks may be hindered differently due to the same changes in sleep patterns—a phenomenon that should be taken into account while predicting workplace performance, switching control of processes between

### Table 10. Effect of physical activity on momentary alertness and cognitive throughput.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Effect on alertness</th>
<th>Effect on cognitive throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r&lt;sub&gt;rm&lt;/sub&gt;&lt;sup&gt;a&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>Average calories burnt over last 60 minutes</td>
<td>0.11 (0.06 to 0.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average calories burnt over last 10 minutes</td>
<td>0.08 (0.03 to 0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance in calories burnt over last 60 minutes</td>
<td>0.08 (0.03 to 0.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance in calories burnt over last 10 minutes</td>
<td>0.08 (0.03 to 0.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average distance traveled over last 60 minutes</td>
<td>0.08 (0.03 to 0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average distance traveled over last 10 minutes</td>
<td>0.06 (0.01 to 0.11)</td>
<td>.01</td>
</tr>
<tr>
<td>Variance in distance traveled over last 60 minutes</td>
<td>0.07 (0.02 to 0.12)</td>
<td>.01</td>
</tr>
<tr>
<td>Variance in distance traveled over last 10 minutes</td>
<td>0.07 (0.03 to 0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average steps walked over last 60 minutes</td>
<td>0.07 (0.02 to 0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average steps walked over last 10 minutes</td>
<td>0.06 (0.01 to 0.11)</td>
<td>.02</td>
</tr>
<tr>
<td>Variance in steps walked over last 60 minutes</td>
<td>0.07 (0.02 to 0.12)</td>
<td>.01</td>
</tr>
<tr>
<td>Variance in steps walked over last 10 minutes</td>
<td>0.08 (0.03 to 0.12)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup><sub>r<sub>rm</sub></sub>: repeated measures correlation coefficient.

### Linking Self-Tracking Data to Actionable Insights

With commercial wearables claiming to accurately track an increasing number of physiological variables, there has been a growing interest in exploring the utility of these measures in drawing useful conclusions about users’ physical, mental, and cognitive states. Researchers are continually seeking to answer the question of what can be learned from self-tracking data, and how this knowledge can be leveraged to close the loop by providing actionable feedback to the user [93].

Consumers of commercial wearable fitness trackers are seldom aware of distinctions in performance measures such as those described in this work, and manufacturers of wearable devices make frequent claims about how users can incorporate positive behavioral changes in their lifestyles based on metrics reported by these devices. For instance, Fitbit itself reports on its blog that exercise can boost happiness and engagement, thereby increasing productivity [23]. It also outlines steps to track an afternoon drop in attentiveness through the Fitbit app using sleep and activity data, encouraging users to then administer self-timed interventions such as caffeine [94]. The company also advises tracking and improving sleep to improve workplace productivity [22], though productivity is very loosely defined. The Fitbit app also provides personalized sleep insights, such as, “You sleep a bit better on nights after a run. It’s subtle, but you spend 5 fewer minutes being restless/awake on those nights” [95]. However, the implications of these correlations are unclear—how does 5 fewer minutes of being restless/awake impact your day?

Our work shows that more comprehensive in-the-wild studies are required in order to meaningfully answer such questions. These studies should focus on understanding the effect of physiological data on specific, well-defined measures of daytime productivity and well-being, so that users can receive targeted
feedback on optimizing the individual measures that are personally of most consequence to them.

**Limitations**

Because our objective involved studying the effect of sleep-based metrics on cognitive performance, we opted for a longitudinal study wherein we could collect extensive data from a relatively small participant pool. A longitudinal study allowed us to capture a range of intra-individual variations and to get a better sense of our participants’ natural sleep and performance rhythms over several weeks and ensure that the chronobiological sleep metrics such as mid-sleep time on free days are more stable. However, building predictive models of cognitive performance would require further study on larger populations in order to ensure wider generalizability. As a first step, we compared the distribution of alertness and cognitive throughput across our 3 subpopulations—shift workers, regular workers, and graduate students—and found no significant differences. Thus, we are optimistic that our observations would be replicable on larger and more diverse populations.

Our results are also fundamentally limited by the accuracy of the Fitbit fitness tracker in capturing physiological metrics. Nevertheless, recent studies on these devices are promising, showing significant improvement in the validity of their inferences over time [59]. In addition, while real-world physiological data may be noisy and is likely to be confounded by several external factors, our work demonstrates that there is substantial information in these signals that can be utilized toward modeling cognitive performance.

**Conclusion**

In conclusion, our work examines how metrics of sleep, activity, and heart rate that can be obtained from a commercial fitness tracker correlate with different facets of performance such as alertness and cognitive throughput. We achieve this through 2 complementary means—first, we delve into existing research in order to discern theories postulated on the basis of several controlled experiments. Second, we present insights from our own longitudinal in-the-wild study in an attempt to bridge the gap between laboratory findings and the real world.

We show that while alertness is sensitive to sleep duration as well as sleep stages, cognitive throughput exhibits no significant deteriorating effect from lack of sleep (P=.92). By contrast, irregular sleep timings have a significant effect on cognitive throughput (P<.001), but not on alertness. Both dimensions of cognitive performance show similar circadian fluctuations, but alertness is found to be more sensitive to homeostatic pressure. We also find that physical activity and heart rate have comparable effects on both alertness and cognitive throughput. The insights from our work make a strong case for treating performance as a multidimensional metric and evaluating individuals’ performance on multiple axes.
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Abstract

Background: Timely identification of patients at a high risk of clinical deterioration is key to prioritizing care, allocating resources effectively, and preventing adverse outcomes. Vital signs–based, aggregate-weighted early warning systems are commonly used to predict the risk of outcomes related to cardiorespiratory instability and sepsis, which are strong predictors of poor outcomes and mortality. Machine learning models, which can incorporate trends and capture relationships among parameters that aggregate-weighted models cannot, have recently been showing promising results.

Objective: This study aimed to identify, summarize, and evaluate the available research, current state of utility, and challenges with machine learning–based early warning systems using vital signs to predict the risk of physiological deterioration in acutely ill patients, across acute and ambulatory care settings.

Methods: PubMed, CINAHL, Cochrane Library, Web of Science, Embase, and Google Scholar were searched for peer-reviewed, original studies with keywords related to “vital signs,” “clinical deterioration,” and “machine learning.” Included studies used patient vital signs along with demographics and described a machine learning model for predicting an outcome in acute and ambulatory care settings. Data were extracted following PRISMA, TRIPOD, and Cochrane Collaboration guidelines.

Results: We identified 24 peer-reviewed studies from 417 articles for inclusion; 23 studies were retrospective, while 1 was prospective in nature. Care settings included general wards, intensive care units, emergency departments, step-down units, medical assessment units, postanesthetic wards, and home care. Machine learning models including logistic regression, tree-based methods, kernel-based methods, and neural networks were most commonly used to predict the risk of deterioration. The area under the curve for models ranged from 0.57 to 0.97.

Conclusions: In studies that compared performance, reported results suggest that machine learning–based early warning systems can achieve greater accuracy than aggregate-weighted early warning systems but several areas for further research were identified. While these models have the potential to provide clinical decision support, there is a need for standardized outcome measures to allow for rigorous evaluation of performance across models. Further research needs to address the interpretability of model outputs.
by clinicians, clinical efficacy of these systems through prospective study design, and their potential impact in different clinical settings.

(J Med Internet Res 2021;23(2):e25187) doi:10.2196/25187

KEYWORDS
machine learning; early warning systems; clinical deterioration; ambulatory care; acute care; remote patient monitoring; vital signs; sepsis; cardiorespiratory instability; risk prediction

Introduction

Patient deterioration and adverse outcomes are often preceded by abnormal vital signs [1-3]. These warning signs frequently appear a few hours to a few days before the event, which can provide sufficient time for intervention. In response, clinical decision support early warning systems (EWS) have been developed that employ periodic observations of vital signs along with a predetermined criteria or cut-off range for alerting clinicians of patient deterioration [4].

EWS typically employ heart rate (HR), respiratory rate (RR), blood pressure (BP), peripheral oxygen saturation (SpO2), temperature, and sometimes the level of consciousness [5]. Aggregate-weighted EWS incorporate several vital signs and other patient characteristics with clearly defined thresholds. Weights are assigned to each of these vital signs and characteristics based on a threshold, and an overall risk score is calculated by adding each of the weighted scores [6].

Some of the commonly used aggregate-weighted EWS for predicting cardiorespiratory insufficiency and mortality are the Modified Early Warning Score (MEWS) [7], National Early Warning Score (NEWS) [8], and Hamilton Early Warning Score [9], which all incorporate vital signs and the level of consciousness (Alert, Verbal, Pain, Unresponsive [AVPU]) but have varying thresholds for assigning scores.

The predictive ability of aggregate-weighted EWS has limitations. First, the scores indicate the present risk of the patient but do not incorporate trends nor provide information about the possible risk trajectory [6]; thus, the scores do not communicate whether the patient is improving or deteriorating and the rate of this change [10]. Second, these scores do not capture any correlations between the parameters, as the score for each parameter is calculated independently through simple addition [6] (eg, HR or RR can be interpreted differently when body temperature is taken into consideration).

A newer approach to EWS relies on machine learning (ML). ML models learn patterns and relationships directly from data rather than relying on a rule-based system [11]. Unlike aggregate-weighted EWS, ML models are computationally intensive, but can incorporate trends in risk scores, adjust for varying numbers of clinical covariates, and be optimized for different care settings and populations [12]. Like other EWS, ML models can be integrated into electronic health records to analyze vital sign measurements continuously and provide predictions of patient outcomes as part of a clinical decision support system [13].

Two systematic reviews in 2019 [14,15] evaluated the ability of ML models to predict clinical deterioration in adult patients using vital signs. The review by Brekke et al [15] examined the utility of trends within intermittent vital sign measurements from adult patients admitted to all hospital wards and emergency departments (ED) but identified only 2 retrospective studies that met their inclusion criteria. The review identified that vital sign trends were of value in detecting clinical deterioration but concluded that there is a lack of research in intermittently monitored vital sign trends and highlighted the need for controlled trials.

The review conducted by Linnen et al [14] compared the accuracy and workload of ML-based EWS with that of aggregate-weighted EWS. This review focused on studies that reported adult patient transfers to intensive care units (ICUs) or mortality as the outcome(s) and excluded all other clinical settings; 6 studies were identified that reported the performance metrics for both the ML-based EWS and aggregate-weighted EWS. The review identified that ML modelling consistently performed better than aggregate-weighted models while generating clinical workload. They also highlighted the need for standardized performance metrics and deterioration outcome definitions.

These are important findings, but to date no review has systematically reviewed the evidence from studies using ML-based EWS using vital sign measurements of varying frequencies, across different care settings and clinical outcomes in order to identify common methodological trends and limitations with current approaches to generate recommendations for future research in this area.

The objective of this study was to scope the state of research in ML-based EWS using vital sign data for predicting the risk of physiological deterioration in patients across acute and ambulatory care settings and to identify directions for future research in this area.

Methods

A systematic scoping review was conducted by following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) extension for scoping reviews (PRISMA-ScR) framework [16]. This process provides an analysis of the available research, current state of utility of ML-based EWS, challenges facing their clinical implementation, and how they compare to aggregate-weighted EWS by identifying, synthesizing, and appraising the relevant evidence in the area. The literature search, assessment of eligibility of full-text articles, inclusion in the review, and extraction of study data were carried out by a single author.
Search Strategy
We searched PubMed, CINAHL, Cochrane Library, Web of Science, Embase, and Google Scholar for peer-reviewed studies without using any filters for study design and language. Searches were also conducted without any date restrictions. The reference lists of all studies that met the inclusion criteria were screened for additional articles. The search strategy involved a series of searches using a combination of relevant keywords and synonyms, including “vital signs,” “clinical deterioration,” and “machine learning.” See Multimedia Appendix 1 for search terms.

Eligibility Criteria
The inclusion criteria covered the following:

- Peer-reviewed studies evaluating continuous or intermittent vital sign monitoring in adult patients so that all data collection or sampling frequencies (eg, 1 measurement per minute vs 1 measurement every 2 hours) were taken into consideration;
- Studies conducted using data gathered from all acute and ambulatory care settings including medical or surgical hospital wards, ICUs, step-down units, ED, and in-home care;
- Quantitative, observational, retrospective, and prospective cohort studies and randomized controlled trials;
- Studies that involved ML or multivariable statistical or ML models and reported some model performance measure (eg, area under the curve) [17];
- Studies that reported mortality or any outcomes related to clinical deterioration so that EWS models and performance can be examined for all explored outcomes.

The exclusion criteria included the following:

- Studies that used any laboratory values as predictors for the ML-based EWS, as this review focuses on examining time-sensitive predictions of clinical deterioration using patient parameters that are readily available across all care settings;
- Studies involving pediatric or obstetric populations due to these patients having different or altered physiologies that cannot be compared to standard adult patients;
- Qualitative studies, reviews, preprints, case reports, commentaries, or conference proceedings.

Study Selection
References from the preliminary searches were handled using Mendeley reference management software. After duplicates were removed, titles and abstracts were screened to assess preliminary eligibility. Eligible studies were then read in full length to be assessed against the inclusion and exclusion criteria.

Data Extraction
Data were extracted from eligible studies using an extraction sheet that followed the PRISMA [18] and Cochrane Collaboration guidelines for systematic reviews [19] and the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) guidelines [20] for the reporting of predictive models. Study characteristics, setting, demographics, patient outcomes, ML model characteristics, and model performance data were extracted. The model performance results were extracted from the validation data set rather than from the model derivation or training data set to decrease the potential for model overfitting. When studies explored multiple ML models, the model with the best performance was selected for reporting and comparison. If studies compared the performance of ML models to aggregate-weighted EWS, then the performance data of these warning systems were also extracted.

Results
Search Results and Study Selection
The search for “vital signs” AND “clinical deterioration” AND “machine learning” using the same query terms and filters identified 417 studies after duplicate removal. During the title and abstract screening process, 386 studies were excluded. Of the 31 full-text articles that were assessed, 7 studies were excluded for not meeting the eligibility criteria: 2 studies did not use ML models to predict deterioration, 3 studies included vital sign measurements in addition to laboratory values as predictors, 1 study focused on a cohort of pregnant women, and 1 study did not meet the criteria for model performance measures. A review of the reference lists of the 24 selected studies did not yield any additional studies fulfilling the eligibility criteria (refer to Figure 1).
Figure 1. PRISMA flowchart of the search strategy and study selection.

Records identified through database search:
- PubMed (n=115)
- CINAHL (n=72)
- Embase (n=54)
- Web of Science (n=104)
- Cochrane Library (n=0)
- Google Scholar (n=304)

Duplicates removed (n=232)

Records screened (n=417)

Excluded records (n=386)
- Reasons: only reported aggregate-weighted early warning systems; reviews; case studies; not peer-reviewed; included multiple lab values

Full-text articles excluded
- No machine learning models (n=2)
- Included lab values and vitals (n=3)
- Pregnant cohort (n=1)
- No model performance measure (n=1)

Full-text articles assessed for eligibility (n=31)

Studies included in scoping review (n=24)

Study Characteristics

Of the selected studies, 23 conducted a retrospective analysis of the vital signs data, while 1 study [21] used a prospective cohort study design. Seventeen studies only analyzed continuous vital signs measurements collected through wearable devices and bedside monitors, whereas 3 [22-24] studies analyzed vital signs that were collected both manually and intermittently by clinical staff. Two studies [25,26] analyzed vital signs that were collected both continuously and intermittently, while the remaining 2 studies did not report how the vital sign data were collected.

Studies were conducted in a variety of settings within hospitals while the study by Larburu et al [22] was conducted in an ambulatory setting. While 3 studies [27-29] aimed to develop a remote home-based monitoring tool, the vital sign data used were obtained from the Medical Information Mart for Intensive Care (MIMIC and MIMIC-II) databases [30,31] consisting of data captured from patient monitors in different ICUs. Regarding location, 5 studies [24,26,32-34] were conducted on general wards, 4 studies [11,23,35,36] were conducted in EDs, 7 studies [26,34,37-41] were conducted in ICUs, 2 studies [25,42] were conducted in postoperative wards, and 4 studies [21,43-45] in acute stay wards (medical admission unit, step-down units). Cohort sizes for the studies ranged from 12 patients [39] to 10,967,518 patient visits [11] (refer to Table 1).
<table>
<thead>
<tr>
<th>Authors, year</th>
<th>Setting(s)</th>
<th>Data collection</th>
<th>Cohort description</th>
<th>Event rate</th>
<th>Study purpose</th>
<th>Predictors</th>
<th>Measurement frequency</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badriyah et al, 2014 [45]</td>
<td>Medical assessment unit for 24 hours</td>
<td>Personal digital assistants running Vital-PAC software</td>
<td>35,585 admissions</td>
<td>199 (0.56%), cardiac arrest; 1161 (3.26%) unanticipated ICU admissions; 1789 (5.02%) deaths; 3149 (8.85%) any outcome</td>
<td>Compare the performance of a decision tree analysis with NEWS</td>
<td>HR, RR, SBP, temperature, SpO₂, AVPU level, % breathing air at the time of SpO₂ measurement</td>
<td>Not specified</td>
<td>Cardiac arrest, unanticipated ICU admission, or death, each within 24 hours of a given vital sign observation</td>
</tr>
<tr>
<td>Chen et al, 2017 [44]</td>
<td>Step-down unit</td>
<td>Bedside monitors</td>
<td>1880 patients (1971 admissions)</td>
<td>997 patients (53%) or 1056 admissions (53.6%) who experienced CRI events</td>
<td>Describe the dynamic and personal character of CRI risk evolution observed through continuous vital sign monitoring of individual patients</td>
<td>HR, RR, SpO₂ (at 1/20 Hz), SBP, DBP</td>
<td>Every 2 hours</td>
<td>CRI</td>
</tr>
<tr>
<td>Churpek et al, 2016 [24]</td>
<td>All wards at the University of Chicago and 4 North Shore University Health System hospitals</td>
<td>Data collected manually, documented electronically</td>
<td>269,999 admissions</td>
<td>16,452 outcomes (6.09%)</td>
<td>Whether adding trends improves accuracy of early detection of clinical deterioration and which methods are optimal for modelling trends</td>
<td>Temperature, HR, RR, SpO₂, DBP, SBP</td>
<td>Every 4 hours</td>
<td>Development of critical illness on the wards: deaths, cardiac arrest, ICU transfers</td>
</tr>
<tr>
<td>Chiew et al, 2019 [23]</td>
<td>ED at Singapore general hospital</td>
<td>Measurements at triage; hospital EHR</td>
<td>214 patients</td>
<td>40 patients (18.7%) met outcome</td>
<td>Compare the performance of HR variability–based machine learning models vs conventional risk stratification tools to predict 30-day mortality</td>
<td>Age, gender, ethnicity, temperature, HR, RR, SBP, DBP, GCS, HR variability</td>
<td>At triage</td>
<td>30-day mortality due to sepsis</td>
</tr>
<tr>
<td>Chiu et al, 2019 [42]</td>
<td>Postoperative surgical wards at 4 UK adult cardiac surgical centers</td>
<td>VitalPac to electronically capture patients’ vital signs</td>
<td>Adults undergoing risk-stratified major cardiac surgery, n=13,631</td>
<td>578 patients (4.2%) with an outcome; 499 patients (3.66%) with unplanned ICU readmissions</td>
<td>Using logistic regression to model the association of NEWS variables with a serious patient event in the subsequent 24 hours; secondary objectives: comparing the discriminatory power of each model for events in the next 6 hours or 12 hours</td>
<td>RR, SpO₂, SBP, HR, temperature, consciousness level</td>
<td>Not specified</td>
<td>Death, cardiac arrest, unplanned ICU readmissions</td>
</tr>
<tr>
<td>Clifton et al, 2014 [25]</td>
<td>Postoperative ward of the cancer center, Oxford University Hospitals NHS Trust, United Kingdom</td>
<td>Continuous vitals monitored by wearable devices; intermittent vitals monitored manually by ward staff</td>
<td>200 patients in the postoperative ward following upper gastrointestinal cancer surgery</td>
<td>Not specified</td>
<td>Using continuous viats monitoring to provide early warning of physiological deterioration, such that preventative clinical action may be taken</td>
<td>SpO₂, HR (256 Hz), BP, RR</td>
<td>Continuously (SpO₂, HR), intermittently (BP, RR)</td>
<td>Physiological deterioration</td>
</tr>
<tr>
<td>Authors, year</td>
<td>Setting(s)</td>
<td>Data collection</td>
<td>Cohort description</td>
<td>Event rate</td>
<td>Study purpose</td>
<td>Predictors</td>
<td>Measurement frequency</td>
<td>Outcome</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------</td>
<td>------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Desautels et al, 2016 [37]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIM-ICm-III)</td>
<td>22,853 ICU stays</td>
<td>2577 (11.28%) stays with confirmed sepsis</td>
<td>Validate a sepsis prediction method, InSight, for the new Sepsis-3 definitions and make predictions using a minimal set of variables</td>
<td>GCS, HR, RR, SpO\textsubscript{2}, temperature, invasive and noninvasive SBP and DBP</td>
<td>At least 1 measurement per hour</td>
<td>Onset of sepsis</td>
</tr>
<tr>
<td>Forkan et al, 2017 [28]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIM-IC-II)</td>
<td>1023 patients</td>
<td>Not specified</td>
<td>Develop a probabilistic model for predicting the future clinical episodes of a patient using observed vital sign values prior to the clinical event</td>
<td>HR, SBP, DBP, mean BP, RR, SpO\textsubscript{2}</td>
<td>All samples converted to per-minute sampling</td>
<td>Abnormal clinical events</td>
</tr>
<tr>
<td>Forkan et al, 2017 [27]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIM-IC &amp; MIMIC-II)</td>
<td>85 patients</td>
<td>Not specified</td>
<td>Develop an intelligent method for personalized monitoring and clinical decision support through early estimation of patient-specific vital sign values</td>
<td>HR, SBP, DBP, mean BP, RR, SpO\textsubscript{2}</td>
<td>Per-minute sampling</td>
<td>Patient-specific anomalies, disease symptoms, and emergenecies</td>
</tr>
<tr>
<td>Forkan et al, 2017 [29]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIM-IC-II)</td>
<td>4893 patients</td>
<td>Not specified</td>
<td>Build a prognostic model, ViSiBiD, that can accurately identify dangerous clinical events of a home-monitored patient in advance</td>
<td>HR, SBP, DBP, mean BP, RR, SpO\textsubscript{2}</td>
<td>Per-minute sampling</td>
<td>Dangerous clinical events</td>
</tr>
<tr>
<td>Guillame-Bert et al, 2017 [43]</td>
<td>Step-down unit</td>
<td>Bedside monitor measurements over 8 weeks</td>
<td>297 admissions</td>
<td>127 patients (43%) exhibited at least 1 real event during their stay</td>
<td>Forecast CRI utilizing data from continuous monitoring of physiologic vital sign measurements</td>
<td>HR, RR, SpO\textsubscript{2}, SBP, DBP, mean BP</td>
<td>Every 20 seconds (HR, RR, SpO\textsubscript{2}), every 2 hours (SBP, DBP, and mean BP)</td>
<td>At least 1 event threshold limit criteria exceeded for &gt;80% of last 3 minutes</td>
</tr>
<tr>
<td>Ho et al, 2017 [38]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIM-IC-II)</td>
<td>763 patients</td>
<td>197 patients (25.8%) experienced a cardiac arrest event</td>
<td>Build a cardiac arrest risk prediction model capable of early notification at time z (z ≥ 35 hours prior to the event)</td>
<td>Temperature, SpO\textsubscript{2}, HR, RR, DBP, SBP, pulse pressure index</td>
<td>Every 1 reading per hour</td>
<td>Cardiac arrest</td>
</tr>
<tr>
<td>Jang et al, 2019 [35]</td>
<td>ED visits to a tertiary academic hospital</td>
<td>EHR data from ED visits</td>
<td>Nontraumatic ED visits</td>
<td>374,605 eligible ED visits of 233,763 patients; 1097 (0.3%) patients with cardiac arrest</td>
<td>Develop and test artificial neural network classifiers for early detection of patients at risk of cardiac arrest in EDs</td>
<td>Age, sex, chief complaint, SBP, DBP, HR, RR, temperature, AVPU</td>
<td>Not specified</td>
<td>Development of cardiac arrest within 24 hours after prediction</td>
</tr>
<tr>
<td>Authors, year</td>
<td>Setting(s)</td>
<td>Data collection</td>
<td>Cohort description</td>
<td>Event rate</td>
<td>Study purpose</td>
<td>Predictors</td>
<td>Measurement frequency</td>
<td>Outcome</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------</td>
<td>--------------</td>
<td>------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Kwon et al, 2018 [26]</td>
<td>Cardiovascular teaching hospital and community general hospital</td>
<td>Data collected manually by staff on general wards, by bedside monitors in ICUs</td>
<td>52,131 patients</td>
<td>419 patients (0.8%) with cardiac arrest; 814 (1.56%) deaths without attempted resuscitation</td>
<td>Predict whether an input vector belonged within the prediction time window (0.5-24 hours before the outcome)</td>
<td>SBP, HR, RR, temperature</td>
<td>3 times a day on general wards, every 10 minutes in ICUs</td>
<td>Primary outcome: first cardiac arrest; secondary outcome: death without attempted resuscitation</td>
</tr>
<tr>
<td>Kwon et al, 2018 [11]</td>
<td>151 EDs in Korea</td>
<td>Korean National Emergency Department Information System (NEDIS)</td>
<td>10,967,518 ED visits</td>
<td>153,217 (1.4%) in-hospital deaths; 625,117 (5.7%) critical care admissions; 2,964,367 (27.0%) hospitalizations</td>
<td>Validate that a DTAS identifies high-risk patients more accurately than existing triage and acuity scores</td>
<td>Age, sex, chief complaint, time from symptom onset to ED visit, arrival mode, trauma, initial vital signs (SBP, DBP, HR, RR, temperature), mental status</td>
<td>At ED admission</td>
<td>Primary outcome: in-hospital mortality; secondary outcome: critical care; tertiary outcome: hospitalization</td>
</tr>
<tr>
<td>Larburo et al, 2018 [22]</td>
<td>OSI Bilbao-Basurto (Osakidetza) Hospital and ED admissions, ambulatory</td>
<td>Collected manually by clinicians and patients</td>
<td>242 patients</td>
<td>202 predictable decompensations</td>
<td>Prevent mobile heart failure patients' decompensation using predictive models</td>
<td>SBP, DBP, HR, SaO2, weight</td>
<td>At diagnosis and 3-7 times per week in ambulatory patients</td>
<td>Heart failure decompensation</td>
</tr>
<tr>
<td>Li et al, 2016 [39]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIMIC-IC-II)</td>
<td>12 patients</td>
<td>Not specified</td>
<td>Adaptive online monitoring of patients in ICUs</td>
<td>HR, SBP, DBP, MAP, RR</td>
<td>At least 1 measurement per hour</td>
<td>Signs of deterioration</td>
</tr>
<tr>
<td>Liu et al, 2014 [36]</td>
<td>ED of a tertiary hospital in Singapore</td>
<td>Manual vital measurements by nurses or physicians</td>
<td>702 patients with undifferentiated, non-traumatic chest pain</td>
<td>29 (4.13%) patients met primary outcome</td>
<td>Discover the most relevant variables for risk prediction of major adverse cardiac events using clinical signs and HR variability</td>
<td>SBP, RR, HR</td>
<td>Not specified</td>
<td>Composite of events such as death and cardiac arrest within 72 hours of arrival at the ED</td>
</tr>
<tr>
<td>Mao et al, 2018 [34]</td>
<td>ICU, inpatient wards, outpatient visits</td>
<td>UCSF dataset: inpatient and outpatient visits; MIMIC-III: ICU bedside monitors</td>
<td>UCSF: 90,353 patients; MIMIC-III: 21,604 patients</td>
<td>UCSF: 1179 (1.3%) sepsis, 349 (0.39%) severe sepsis, 614 (0.68%) septic shock; MIMIC-III: sepsis (1.91%), severe sepsis (2.82%), septic shock (4.36%)</td>
<td>Sepsis prediction</td>
<td>SBP, DBP, HR, RR, SpO2, temperature</td>
<td>Hourly</td>
<td>Sepsis, severe sepsis, septic shock</td>
</tr>
<tr>
<td>Olsen et al, 2018 [46]</td>
<td>PACU³, Rigshospitalet, University of Copenhagen, Denmark</td>
<td>IntelliVue MPS, BM- EYE Nexfin bedside monitors during admission to post anesthetic care unit</td>
<td>178 patients</td>
<td>160 (89.9%) had ≥1 microevent occurring during admission; 116 patients (65.2%) had ≥1 microevent with a duration &gt;15 minutes</td>
<td>Develop a predictive algorithm detecting early signs of deterioration in the PACU using continuously collected cardiopulmonary vital signs</td>
<td>SpO2, SBP, HR, MAP</td>
<td>Every minute (SpO2, SBP, HR), every 15 minutes (MAP)</td>
<td>Signs of deterioration</td>
</tr>
<tr>
<td>Authors, year</td>
<td>Setting(s)</td>
<td>Data collection</td>
<td>Cohort description</td>
<td>Event rate</td>
<td>Study purpose</td>
<td>Predictors</td>
<td>Measurement frequency</td>
<td>Outcome</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------</td>
<td>------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Shashikumar et al, 2017 [40]</td>
<td>Adult ICU units</td>
<td>ICU bedside monitors, Bedmaster system; up to 24 hours of monitoring</td>
<td>Patients with unselected mixed surgical procedures</td>
<td>242 sepsis cases</td>
<td>Predict onset of sepsis 4 hours ahead of time, using commonly measured vital signs</td>
<td>MAP, HR, SpO₂, SBP, DBP, RR, GCS, temperature, comorbidity, clinical context, admission unit, surgical specialty, wound type, age, gender, weight, race</td>
<td>≥1 measurement per hour</td>
<td>Onset of sepsis</td>
</tr>
<tr>
<td>Tarassenko et al, 2006 [32]</td>
<td>General wards at John Radcliffe Hospital in Oxford, United Kingdom</td>
<td>Bedside monitors for at least 24 hours per patient</td>
<td>150 general ward patients</td>
<td>Not specified</td>
<td>A real-time automated system, BioSign, which tracks patient status by combining information from vital signs</td>
<td>HR, RR, SpO₂, skin temperature, average SBP - average DBP</td>
<td>Every 30 minutes (BP), every 5 seconds (other vitals)</td>
<td>Signs of deterioration</td>
</tr>
<tr>
<td>Van Wyk et al, 2017 [33]</td>
<td>Methodist LeBonheur Hospital, Memphis, TN</td>
<td>Bedside monitors: Cerner CareAware iBus system</td>
<td>2995 patients</td>
<td>343 patients (11.5%) diagnosed with sepsis</td>
<td>Classify patients into sepsis and nonsepsis groups using data collected at various frequencies from the first 12 hours after admission</td>
<td>HR, MAP, DBP, SBP, SpO₂, age, race, gender, fraction of inspired oxygen</td>
<td>Every minute</td>
<td>Sepsis detection</td>
</tr>
<tr>
<td>Yoon et al, 2019 [41]</td>
<td>Beth Israel Deaconess Medical Center ICU</td>
<td>ICU bedside monitors and medical records (MIMIC-IC-II)</td>
<td>2809 subjects</td>
<td>787 tachycardia episodes</td>
<td>Predicting tachycardia as a surrogate for instability</td>
<td>Arterial DBP, arterial SBP, HR, RR, SpO₂, MAP</td>
<td>1/60 Hz or 1 Hz</td>
<td>Tachycardia episode</td>
</tr>
</tbody>
</table>

**Predictor Variables**

The most commonly used vital sign predictors were HR, RR, systolic BP, diastolic BP, SpO₂, body temperature, level of consciousness through either the Glasgow Coma Score or the AVPU scale, and mean arterial pressure. Measurement frequencies for these variables ranged from once every 5 seconds to 3-7 times per week [22] in an ambulatory setting. Other commonly used predictors included age, gender, weight, ethnicity, chief complaint, and comorbidities.

---
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Outcomes
The outcomes being predicted in most studies focused on cardiorespiratory insufficiency–related events. Cardiac arrest was the primary outcome in 7 studies [24,26,35,36,38,42,45], while general cardiorespiratory deterioration or decompensation was the primary outcome in 5 studies [25,39,41,43,44]. Another commonly predicted outcome was sepsis, which included the time of onset of sepsis [34,37,40], severe sepsis [33,34], septic shock [34], and sepsis-related mortality [23]. Other outcomes explored within the studies include unanticipated ICU admissions [24,42,45], development of critical illness [24], general physiological deterioration [25,32,39,46], abnormal or dangerous clinical events [27-29], and mortality [11,24,42]. Outcomes were first identified, and baseline models were created using predefined parameter thresholds (ground truth) consistent with the MEWS [23,26,35] or NEWS [23,42,46] criteria for cardiorespiratory instability and general physiological deterioration, while the sepsis-related outcomes were identified based on the thresholds set within the systemic inflammatory response syndrome [34], quick Sequential Organ Failure Assessment (qSOFA) [23], and SOFA [37] criteria. Some studies [22,27-29,43,44] also used thresholds and criteria based on the population served by their individual care setting.

ML Models and Performance
All included studies consider the prediction of deterioration risk to be a classification task and therefore use different types of classification models in the process, including tree-based models, linear models, kernel-based methods, and neural networks (refer to Table 2 for a full inventory of methods used, model performance achieved, and prediction windows, and see Multimedia Appendix 2 for a description of ML methods).

Measures used to assess model performance varied across the studies. The most common measure was the area under the receiver operator characteristic (AUROC) along with model accuracy, sensitivity, and specificity. Area under the precision-recall, F-score, Hamming’s score, and precision (positive predictive value) were reported less commonly.

Prediction windows ranged from 30 minutes to 30 days before an event.

Model performance varied substantially based on outcome measure being predicted (eg, cardiorespiratory insufficiency vs sepsis), ML method used (eg, linear vs tree-based), and prediction window (eg, 30 minutes before an event vs 4 hours before).
<table>
<thead>
<tr>
<th>Study</th>
<th>Cohort</th>
<th>Event rate</th>
<th>ML model(s)</th>
<th>Missing data handling</th>
<th>Best ML model performance</th>
<th>ML model comparisons</th>
<th>Prediction window</th>
<th>Aggregate weighted EWS&lt;sup&gt;a&lt;/sup&gt; comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badriyah et al, 2014 [45]</td>
<td>35,585 admissions</td>
<td>199 (0.56%), cardiac arrest; 1161 (3.26%) unanticipated ICU&lt;sup&gt;b&lt;/sup&gt; admissions; 1789 (5.02%) deaths; 3149 (8.85%) any outcome</td>
<td>Decision tree analysis</td>
<td>Not specified</td>
<td>Decision tree predicted cardiac arrest: AU-ROC&lt;sup&gt;c&lt;/sup&gt;=0.708; unanticipated ICU admission: AU-ROC=0.862; death: AU-ROC=0.899; any outcomes: AU-ROC=0.877</td>
<td>Not specified</td>
<td>Within 24 hours preceding events</td>
<td>NEWS&lt;sup&gt;d&lt;/sup&gt; AU-ROC: cardiac arrest, 0.722; unanticipated ICU admission, 0.857; death, 0.894; any outcomes, 0.873</td>
</tr>
<tr>
<td>Chen et al, 2017 [44]</td>
<td>1880 patients (1971 admissions)</td>
<td>997 patients (53%) or 1056 admissions (53.6%) who experienced CRF&lt;sup&gt;e&lt;/sup&gt; events</td>
<td>Variant of the random forest classification model using nonrandom splits</td>
<td>Not specified</td>
<td>Random forest AUC&lt;sup&gt;f&lt;/sup&gt; initially remained constant (0.58-0.60), followed by an increasing trend, with AUCs rising from 0.57 to 0.89 during the 4 hours immediately preceding events</td>
<td>Logistic regression: AUC=0.7; lasso logistic regression: AUC=0.82</td>
<td>Within 4 hours preceding events</td>
<td>No comparison</td>
</tr>
<tr>
<td>Churpek et al, 2016 [24]</td>
<td>269,999 admissions</td>
<td>16,452 outcomes (6.09%)</td>
<td>Univariate analysis, bivariate analysis</td>
<td>Forward imputation, median value imputation</td>
<td>Trends increased model accuracy compared to a model containing only current vital signs (AUC 0.78 vs 0.74); vital sign slope improved AUC by 0.013</td>
<td>Not specified</td>
<td>Within 4 hours preceding events</td>
<td>No comparison</td>
</tr>
<tr>
<td>Chiew et al, 2019 [23]</td>
<td>214 patients (18.7%) met outcome</td>
<td>40 patients (18.7%) met outcome</td>
<td>K-nearest neighbor, random forest, adaptive boosting, gradient boosting, support vector machine</td>
<td>Not specified</td>
<td>Gradient boosting predicted 30-day sepsis-related mortality: F1 score=0.50, AUPRC=0.35, precision (PPV)=0.62, recall=0.5</td>
<td>K-nearest neighbor: F1 score=0.10, AUPRC=0.10, precision (PPV)=0.33, recall=0.6; random forest: F1 score=0.35, AUPRC=0.27, precision (PPV)=0.26, recall=0.56; adaptive boosting: F1 score=0.40, AUPRC=0.31, precision (PPV)=0.43, recall=0.38; SVM: F1 score=0.43, AUPRC=0.29, precision (PPV)=0.33, recall=0.63</td>
<td>Within 30 days preceding event</td>
<td>SEDS&lt;sup&gt;g&lt;/sup&gt;: F1=0.40, AUPRC=0.22; qSOFA&lt;sup&gt;h&lt;/sup&gt;: F1=0.32, AUPRC=0.21; NEWS: F1=0.38, AUPRC=0.28; MEWS&lt;sup&gt;i&lt;/sup&gt;: F1=0.30, AUPRC=0.25</td>
</tr>
</tbody>
</table>

<sup>a</sup> EWS: Early Warning Score

<sup>b</sup> ICU: Intensive Care Unit

<sup>c</sup> AU-ROC: Area Under the Receiver Operating Characteristic Curve

<sup>d</sup> NEWS: National Early Warning Score

<sup>e</sup> CRF: Critical Risk Factor

<sup>f</sup> AUC: Area Under the Curve

<sup>g</sup> SEDS: Sepsis Early Detection System

<sup>h</sup> qSOFA: Quick Sequential Organ Failure Assessment

<sup>i</sup> MEWS: Modified Early Warning Score
<table>
<thead>
<tr>
<th>Study</th>
<th>Cohort</th>
<th>Event rate</th>
<th>ML model(s)</th>
<th>Missing data handling</th>
<th>Best ML model performance</th>
<th>ML model comparisons</th>
<th>Prediction window</th>
<th>Aggregate weighted EWS(^a) comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiu et al, 2019 [42]</td>
<td>Adults undergoing risk-stratified major cardiac surgery (n=13,631)</td>
<td>578 patients (4.2%) with an outcome; 499 patients (3.66%) with unplanned ICU readmissions</td>
<td>Logistic regression</td>
<td>Observations with missing values were excluded</td>
<td>Logistic regression predicted the event 24 hours in advance: AU-ROC=0.779; 12 hours in advance: AUROC=0.815; 6 hours in advance: AUROC=0.841</td>
<td>Not specified</td>
<td>Within 24, 12, and 6 hours preceding event</td>
<td>NEWS: 24 hours before event, AUROC=0.754; 12 hours before event, AUROC=0.789; 6 hours before event, AUROC=0.813</td>
</tr>
<tr>
<td>Clifton et al, 2014 [25]</td>
<td>200 patients in the postoperative ward following upper gastrointestinal cancer surgery</td>
<td>Not specified</td>
<td>Classifiers, Gaussian process, one-class support vector machine, kernel estimate</td>
<td>Missing channels replaced by mean of that channel</td>
<td>SVM predicted deterioration: accuracy=0.94, partial AUC=0.28, sensitivity=0.96, specificity=0.93</td>
<td>Conventional SVM: accuracy=0.90, partial AUC=0.26, sensitivity=0.92, specificity=0.87; Gaussian mixture models: accuracy=0.9, partial AUC=0.24, sensitivity=0.97, specificity=0.84; Gaussian processes: accuracy=0.90, partial AUC=0.26, sensitivity=0.91, specificity=0.89; kernel density estimate: accuracy=0.91, partial AUC=0.26, sensitivity=0.94, specificity=0.87</td>
<td>Not specified</td>
<td>No comparison</td>
</tr>
<tr>
<td>Desautels et al, 2016 [37]</td>
<td>22,853 ICU stays (11.28%) stays with confirmed sepsis</td>
<td>2577 (11.28%) stays with confirmed sepsis</td>
<td>Insight classifier</td>
<td>Carry forward imputation</td>
<td>Classifier predicts sepsis at onset: AUROC=0.880, APR(^l)=0.6, accuracy=0.8; classifier predicts sepsis 4 hours before onset: AUROC=0.74, APR=0.28, accuracy=0.57</td>
<td>Not specified</td>
<td>Within 4 hours preceding event and at time of event onset</td>
<td>SIRS(^m): AUROC=0.609, APR=0.160; qSOFA: AUROC=0.772, APR=0.277; MEWS: AUROC=0.803, APR=0.327; SAPS(^\text{II}): AUROC=0.700, APR=0.225; SOFA: AUROC=0.725, APR=0.284</td>
</tr>
<tr>
<td>Study</td>
<td>Cohort</td>
<td>Event rate</td>
<td>ML model(s)</td>
<td>Missing data handling</td>
<td>Best ML model performance</td>
<td>ML model comparisons</td>
<td>Prediction window</td>
<td>Aggregate weighted EWS&lt;sup&gt;a&lt;/sup&gt; comparisons</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>--------</td>
<td>---------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Forkan et al, 2017 [28]</td>
<td>1023 patients</td>
<td>Not specified</td>
<td>PCA&lt;sup&gt;a&lt;/sup&gt; used to separate patients into multiple categories; hidden Markov Model adopted for probabilistic classification and future prediction</td>
<td>Data with consecutive missing values over a long period are eliminated</td>
<td>Hidden Markov Model event prediction: accuracy=97.8%, precision=92.3%, sensitivity=97.7%, specificity=98, F-score=95%</td>
<td>Neural network: accuracy=93%</td>
<td>Within 30 minutes preceding event</td>
<td>No comparison</td>
</tr>
<tr>
<td>Forkan et al, 2017 [27]</td>
<td>85 patients</td>
<td>Not specified</td>
<td>Multilabel classification algorithms are applied in classifier design; result analysis with J48 decision tree, random tree and sequential minimal optimization (SVM, a simplified version of SVM)</td>
<td>Predictions across 24 classifier combinations yielded a Hamming score of 90%-95%; F1-micro average of 70.1%-84%; accuracy of 60.5%-77.7%</td>
<td>Event prediction with sequential minimal optimization: within a 60-minute forecast horizon, F-score=0.96, accuracy=95.86; within a 90-minute forecast horizon, F-score=0.95, accuracy=95.35; within a 120-minute forecast horizon, F-score=0.95, accuracy=95.18</td>
<td>Event prediction with sequential minimal optimization: within a 60-minute forecast horizon, F-score=0.93, accuracy=92.46; within a 90-minute forecast horizon, F-score=0.92, accuracy=91.59; within a 120-minute forecast horizon, F-score=0.91, accuracy=91.30</td>
<td>Not specified</td>
<td>Within 1 hour preceding event</td>
</tr>
<tr>
<td>Forkan et al, 2017 [29]</td>
<td>4893 patients</td>
<td>Not specified</td>
<td>J48 decision tree, random forest, sequential minimal optimization, MapReduce random forest</td>
<td>Where ≥1 vital signs data are missing while clean values of others are available, considered as recoverable and imputed using median-pass and k-neighbor filter</td>
<td>Event prediction by random forest: within a 60-minute forecast horizon, F score=0.96, accuracy=95.86; within a 90-minute forecast horizon, F score=0.95, accuracy=95.35; within a 120-minute forecast horizon, F score=0.95, accuracy=95.18</td>
<td>J48 decision tree: within a 60-minute forecast horizon, F score=0.93, accuracy=92.46; within a 90-minute forecast horizon, F score=0.92, accuracy=91.59; within a 120-minute forecast horizon, F score=0.91, accuracy=91.30; Event prediction with sequential minimal optimization: within a 60-minute forecast horizon, F score=0.91, accuracy=90.72; within a 90-minute forecast horizon, F score=0.90, accuracy=90.08; within a 120-minute forecast horizon, F score=0.89, accuracy=89.23</td>
<td>1 hour preceding event</td>
<td>No comparison</td>
</tr>
<tr>
<td>Study</td>
<td>Cohort</td>
<td>Event rate</td>
<td>ML model(s)</td>
<td>Missing data handling</td>
<td>Best ML model performance</td>
<td>ML model comparisons</td>
<td>Prediction window</td>
<td>Aggregate weighted EWS comparisons</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------</td>
<td>--------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------</td>
<td>----------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Guillame-Bert et al, 2017 [43]</td>
<td>297 admissions</td>
<td>127 patients (43%) exhibited at least 1 real CRI event during their stay in the step-down unit</td>
<td>TITAp rules, rule fusion algorithm; mapping function from rule-based features to forecast model learned using random forest classifier</td>
<td>Not specified</td>
<td>Event forecast alert within 17 minutes, 51 seconds before onset of CRI (false alert every 12 hours); event forecast alert within 10 minutes, 58 seconds before onset of CRI (false alert every 24 hours)</td>
<td>Random forest: event forecast alert within 11 minutes, 25 seconds before onset of CRI (false alert every 12 hours); event forecast alert within 5 minutes, 52 seconds before onset of CRI (false alert every 24 hours)</td>
<td>Within 17 minutes, 51 seconds preceding CRI onset</td>
<td>No comparison</td>
</tr>
<tr>
<td>Ho et al, 2017 [38]</td>
<td>763 patients</td>
<td>197 patients (25.8%) experienced a cardiac arrest event</td>
<td>Temporal transfer learning-based model (TTL-Reg)</td>
<td>Imputed values based on the median from patients of the same gender and similar ages</td>
<td>TTL-Reg predicts events with an AUC of 0.63</td>
<td>Not specified</td>
<td>Within 6 hours preceding event</td>
<td>No comparison</td>
</tr>
<tr>
<td>Jang et al, 2019 [35]</td>
<td>Non-traumatic ED visits</td>
<td>374,605 eligible ED visits of 233,763 patients; 1097 (0.3%) patients with cardiac arrest</td>
<td>ANNq with multilayer perceptron, ANN with LSTMp, hybrid ANN; comparison with random forest and logistic regression</td>
<td>Not specified</td>
<td>Event prediction: ANN with multilayer perceptron, AUROC=0.929; ANN with LSTM, AUROC=0.933; hybrid ANN, AUROC=0.936</td>
<td>Random forest: AUROC=0.923; logistic regression, AUROC=0.914</td>
<td>Within 24 hours preceding event</td>
<td>MEWS: AUROC=0.886</td>
</tr>
<tr>
<td>Kwon et al, 2018 [26]</td>
<td>52,131 patients</td>
<td>419 patients (0.8%) with cardiac arrest; 814 (1.56%) deaths without attempted resuscitation</td>
<td>3 RNNq layers with LSTM to deal with time series data; compared to random forest and logistic regression</td>
<td>Most recent value was used; if no value available, then median value used</td>
<td>Event prediction: RNNs, AUROC=0.85, AUPRC=0.044</td>
<td>Random forest: AUROC=0.78, AUPRC=0.014; logistic regression, AUROC=0.613, AUPRC=0.007</td>
<td>30 minutes to 24 hours preceding event</td>
<td>MEWS: AUROC=0.603, AUPRC=0.003</td>
</tr>
<tr>
<td>Kwon et al, 2018 [11]</td>
<td>10,967,518 ED visits</td>
<td>153,217 (1.4%) in-hospital deaths; 625,117 (5.7%) critical care admissions; 2,964,367 (27.0%) hospitalizations</td>
<td>DTASq using multilayer perceptron with 5 hidden layers</td>
<td>Excluded</td>
<td>Event prediction: DTAS using multilayer perceptron, AUROC=0.935, AUPRC=0.264</td>
<td>Random forest: AUROC=0.89, AUPRC=0.14; logistic regression: AUROC=0.89, AUPRC=0.16</td>
<td>Not specified</td>
<td>Korean triage and acuity score: AUROC=0.785, AUPRC=0.192; MEWS: AUROC=0.810, AUPRC=0.116</td>
</tr>
<tr>
<td>Larburu et al, 2018 [22]</td>
<td>242 patients</td>
<td>202 predictable decompensations</td>
<td>Naïve Bayes, decision tree, random forest, SVM</td>
<td>Not specified</td>
<td>Decompensation event prediction: naïve Bayes, AUROC=0.67%</td>
<td>Decision tree, neural network, random forest, support vector machine, stochastic gradient descent</td>
<td>Not specified</td>
<td>No comparison</td>
</tr>
<tr>
<td>Study</td>
<td>Cohort</td>
<td>Event rate</td>
<td>ML model(s)</td>
<td>Missing data handling</td>
<td>Best ML model performance</td>
<td>ML model comparisons</td>
<td>Prediction window</td>
<td>Aggregate weighted EWS comparisons</td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------------------------</td>
<td>-----------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>-------------------------------</td>
<td>-------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Li et al, 2016 [39]</td>
<td>12 patients</td>
<td>Not specified</td>
<td>L-PCA (combination of just-in-time learning and PCA)</td>
<td>Not specified</td>
<td>Fault detection rate with L-PCA: 20% higher than with PCA; 47% higher than with fast moving-window PCA; best detection rate achieved was 99.8%</td>
<td>Not specified</td>
<td></td>
<td>Not specified</td>
</tr>
<tr>
<td>Liu et al, 2014 [36]</td>
<td>702 patients with undifferentiated, non-traumatic chest pain</td>
<td>29 (4.13%) patients met primary outcome</td>
<td>Novel variable selection framework based on ensemble learning; random forest was the independent variable selector for creating the decision ensemble</td>
<td>Not specified</td>
<td>Event prediction with ensemble learning model: AUROC=0.812, cut-off score=43, sensitivity=82.8%, specificity=63.4%</td>
<td>Not specified</td>
<td>Within 72 hours of arrival at ED</td>
<td>TIMI*: AUROC=0.637; MEWS: AUROC=0.622</td>
</tr>
<tr>
<td>Mao et al, 2018 [34]</td>
<td>UCSF*: 90,353 patients; MIMIC-III*: 21,604 patients</td>
<td>-</td>
<td>UCSF: 1179 (1.3%) sepsis, 349 (0.39%) severe sepsis, 614 (0.68%) septic shock; MIMIC-III: sepsis (1.91%), severe sepsis (2.82%), septic shock (4.36%)</td>
<td>Gradient tree boosting + transfer learning using MIMIC-III as source and UCSF as target</td>
<td>Carry forward imputation</td>
<td>Detection with gradient tree boosting: AUROC=0.92 for sepsis; AUROC=0.87 for severe sepsis at onset; AUROC=0.96 for septic shock 4 hours before; AUROC=0.85 for severe sepsis prediction 4 hours before</td>
<td>Not specified</td>
<td>At onset of sepsis and severe sepsis; within 4 hours preceding septic shock and severe sepsis</td>
</tr>
<tr>
<td>Olsen et al, 2018 [46]</td>
<td>178 patients</td>
<td>160 (89.9%) had ≥1 microevent occurring during admission; 116 patients (65.2%) had ≥1 microevent with a duration &gt;15 minutes</td>
<td>Random forest classifier</td>
<td>Not specified</td>
<td>Detection of early signs of deterioration with random forest: accuracy=92.2%, sensitivity=90.6%, specificity=93.0%, AUROC=96.9%</td>
<td>Not specified</td>
<td>Compared with hospital's current alarm system: number of false alarms decreased by 85%, number of missed early signs of deterioration decreased by 73%</td>
<td>Not specified</td>
</tr>
</tbody>
</table>

Timi: AUC=0.637; MEWS; AUC=0.622
<table>
<thead>
<tr>
<th>Study</th>
<th>Cohort</th>
<th>Event rate</th>
<th>ML model(s)</th>
<th>Missing data handling</th>
<th>Best ML model performance</th>
<th>ML model comparisons</th>
<th>Prediction window</th>
<th>Aggregate weighted EWSa comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shashikumar et al, 2017</td>
<td>Patients with unselected mixed surgical procedures</td>
<td>242 sepsis cases</td>
<td>Elastic net logistic classifier</td>
<td>Median values (if multiple measurement were available); otherwise, the old values were kept (sample-and-hold interpolation); mean imputation for replacing all remaining missing values</td>
<td>Event prediction: elastic net logistic classifier using entropy features alone, AU-ROC=0.67, accuracy=47%; elastic net logistic classifier using social demographics + EMR3 features, AUROC=0.7, accuracy=50%; elastic net logistic classifier using all features, AUROC=0.78, accuracy=61%</td>
<td>Not specified</td>
<td>4 hours prior to onset</td>
<td>No comparison</td>
</tr>
<tr>
<td>Tarassenko et al, 2006</td>
<td>150 general ward patients</td>
<td>Not specified</td>
<td>Biosign; data fusion method: probabilistic model of normality in five dimensions</td>
<td>Historic, median filtering</td>
<td>95% of Biosign alerts were classified as “True” by clinical experts</td>
<td>Not specified</td>
<td>Within 120 minutes of event</td>
<td>No comparison</td>
</tr>
<tr>
<td>Van Wyk et al, 2017</td>
<td>2995 patients</td>
<td>343 patients</td>
<td>CNNz (constructed images using raw patient data) with random dropout to reduce overfitting; multilayer perceptron with random dropout between layers to avoid overfitting</td>
<td>Not specified</td>
<td>Event classification with a 1-minute observation frequency: CNN, accuracy=86.1%; event classification with a 10-minute observation frequency: CNN, accuracy=78.2%</td>
<td>Not specified</td>
<td>No comparison</td>
<td>No comparison</td>
</tr>
<tr>
<td>Study</td>
<td>Cohort</td>
<td>Event rate</td>
<td>ML model(s)</td>
<td>Missing data handling</td>
<td>Best ML model performance</td>
<td>ML model comparisons</td>
<td>Prediction window</td>
<td>Aggregate weighted EWS&lt;sup&gt;a&lt;/sup&gt; comparisons</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>-------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Yoon et al., 2019 [41]</td>
<td>2809 subjects</td>
<td>787 tachycardia episodes</td>
<td>Regularized logistic regression and random forest classifiers</td>
<td>Discrete Fourier transform, cubic-spline interpolation of heart rate and respiratory rate data for missing data as long as ≥20% of the data were available</td>
<td>Event prediction: random forest, AUC=0.869, accuracy=0.806</td>
<td>Logistic regression with L1 regularization, AUC=0.8284, accuracy=0.7668</td>
<td>Within 3 hours preceding onset</td>
<td>No comparison</td>
</tr>
</tbody>
</table>

<sup>a</sup>EWS: early warning system.
<sup>b</sup>ICU: intensive care unit.
<sup>c</sup>AUROC: area under the receiver operator characteristic.
<sup>d</sup>NEWS: National Early Warning Score.
<sup>e</sup>CRI: cardiorespiratory instability.
<sup>f</sup>AUC: area under the curve.
<sup>g</sup>PPV: positive predictive value.
<sup>h</sup>SVM: support vector machine.
<sup>i</sup>SEDS: Singapore Emergency Department Sepsis.
<sup>j</sup>qSOFA: quick Sequential Organ Failure Assessment.
<sup>k</sup>MEWS: Modified Early Warning Score.
<sup>l</sup>APR: area under the precision-recall curve.
<sup>m</sup>SIRS: systemic inflammatory response syndrome.
<sup>n</sup>SAPS II: simplified acute physiology score.
<sup>o</sup>PCA: principal component analysis.
<sup>p</sup>TITA: temporal interval tree association.
<sup>q</sup>ANN: artificial neural network.
<sup>r</sup>LSTM: long short-term memory.
<sup>s</sup>RNN: recurrent neural network.
<sup>t</sup>AUPRC: area under the precision-recall curve.
<sup>u</sup>DTAS: Deep learning–based Triage and Acuity Score.
<sup>v</sup>TIMI: Thrombolysis in Myocardial Infarction.
<sup>w</sup>UCSF: University of California, San Francisco.
<sup>x</sup>MIMIC: Medical Information Mart for Intensive Care.
<sup>y</sup>EMR: electronic medical record.
<sup>z</sup>CNN: convolutional neural network.

**Comparison With Aggregate-Weighted EWS**

Nine studies compared the performance of ML-based EWS with aggregate-weighted EWS. Studies exploring cardiorespiratory outcomes, general physiological deterioration, or mortality carried out comparisons with NEWS [42,45], MEWS [11,26,35,36], and the Thrombolysis in Myocardial Infarction score [36]. The 3 studies exploring sepsis-related outcomes additionally included the SOFA, qSOFA, and SIRS criteria and the simplified acute physiology (II) score [23,34,37]. A few studies also drew comparisons with other customized scoring systems individual to their care setting or region such as the Korean Triage and Acuity Score [11], Singapore Emergency Department Sepsis model [23], and postanesthesia care unit alarm system [46].

In all 9 studies, the ML models performed better than the aggregate-weighted EWS systems for all clinical outcomes except for cardiac arrest in the study by Badriyah et al [45]. For example, in the study by Jang et al [35], a long short-term memory neural network achieved an AUROC of 0.933, an improvement over MEWS, which achieved an AUROC of 0.886 using the same data. Similarly, in the study by Kwon et al [26], recurrent neural networks achieved an AUROC of 0.85 compared to 0.603 for MEWS and 0.785 for the Korean Triage and Acuity Score. Some studies reported much more modest improvements, such as the study by Chiu et al [42] that achieved...
an AUROC of 0.779 using logistic regression, compared to 0.754 using MEWS for the same 24-hour prediction window. A full side-by-side comparison of ML vs aggregate-weighted EWS is presented in Multimedia Appendix 3.

Discussion

Based on this scoping review, ML-based EWS models show considerable promise, but there exist several important avenues for future research if these models are to be effectively implemented in clinical practice.

Prediction Window

A model’s prediction window refers to how far in advance a model is predicting an adverse event. Most studies included in our review used a prediction window between 30 minutes [26] and 72 hours [36] before the clinical deterioration took place. The length of a model’s prediction window is important because a prediction window that is too short will not yield any real clinical benefit (it would not give a real clinical team sufficient time to intervene), but a number of studies [29,34,37,42] showed a decrease in model performance when the prediction window was longer (eg, AUROC drops from 0.88 at the time of onset to 0.74 at 4 hours before the event). Future research seeking to maximize the clinical benefit of ML EWS should strive to achieve an optimum balance between a clinically relevant prediction window and clinically acceptable model performance, rather than simply maximizing a model performance metric, such as AUROC.

Clinically Actionable Explanations

The studies included in this review focused on ML model development and did not explore how the output of these models would be communicated to clinicians. Since many ML models are “black boxes” [46,47], it may not be immediately clear to clinicians what the likely reason for an alert might be until the patient is assessed, which can cause further delays in time-sensitive scenarios. However, in the broader ML field, there has been significant recent progress in explainable ML techniques, and it has been pointed out that these approaches may be preferred by the medical community and regulators [48,49]. Several explanation methods take specific, previously black-box methods, such as convolutional neural networks [50], and allow for post-hoc explanation of their decision-making process. Other explainability algorithms are model-agnostic, meaning they can be applied to any type of model, regardless of its mathematical basis [51]. In the study by Lauritzen et al [52], an explainable EWS was developed based on a temporal convolutional network, using a separate module for explanations. These methodologies are promising, but their application to health care, including to EWS, has been limited. Objective evaluation of the utility of explanation methods is a difficult, ongoing problem, but is an important direction for future research in the area of ML-based EWS if they are to be effectively deployed in clinical practice [53].

Expanded Study Settings

Nearly all the studies included in this review were conducted in inpatient settings. While EWS are highly valuable in an inpatient context, there is also considerable need in the ambulatory setting, particularly postdischarge. For example, the VISION study [54] found that 1.8% of all patients die within 30 days postsurgery and 29.4% of all deaths occurred after patients were discharged from hospital. Patients often receive postoperative monitoring only 3-4 weeks [54] after discharge during a follow-up visit with their surgeon. During this period, it has been shown that many patients suffer from prolonged unidentified hypoxemia [55] and hypotension [56], which are precursors to serious postoperative complications. While EWS research has historically focused on inpatient settings due to the availability of continuous vital signs data, the increasing availability of remote patient monitoring and wearable technologies offer the opportunity to direct future EWS research to the ambulatory setting to address a significant clinical need.

Retrospective Versus Prospective Evaluation

All but one study [21] included in this review were retrospective in nature, leaving open the possibility that algorithm performance in a clinical environment may be lower than the performance achieved in a controlled retrospective setting [34]. It is also unclear how often these EWS were able to identify clinical deterioration that had not already been detected by a care team. Further, alerts for clinical deterioration may be easily disregarded by clinicians due to alert fatigue, even when the risk of deterioration has been correctly identified [43]. In the single case where an ML-based EWS was studied prospectively, Olsen et al [21] found that the random forest classifier decreased false alarm rates by 85% and the rate of missed alerts by 73% when compared to the existing aggregate-weighted alarm system. While the predictions were independently scored for severity by 2 clinician experts, the interpretation of the clinical impact of these alerts was not explored any further, leaving the question of clinical benefit unanswered. Future research into ML-based EWS should begin to include prospective evaluation, both of model accuracy (to understand how model performance is affected when faced with real-world data) and of clinical outcomes (to understand whether alerts in fact produce clinical benefits).

Standardizations of Performance Metrics

A key observation from this review is the lack of an agreed-upon standard among the research community for reporting performance measures across studies. This makes meaningful comparison between the outcomes of these studies difficult, and where there is overlap, it is not clear that the most clinically relevant metrics have been chosen. The majority of the studies in this review report the AUROC as the main performance metric, reflecting a common practice in the ML literature. However, AUROC may not be adequate for evaluating the performance of the EWS in a clinical setting [57].

As Romero-Brufau et al [58] discussed in their article, AUROC does not incorporate information about the prevalence of physiological deterioration, which can be lower than 0.02 daily in a general inpatient setting. This can make AUROC a misleading metric, leading to overestimation of clinical benefit and underestimation of clinical workload and resources. [58] When the prevalence is low (<0.1), even a model with high sensitivity and specificity may not yield a high posttest probability for a positive prediction [15]. Therefore, reporting
The performance of an EWS depends on the tradeoff between 2 goals: early detection of outcomes versus issuance of fewer false-positive alerts to prevent alarm fatigue [43]. Sensitivity can be a good metric to evaluate the first goal as it would provide the percentage of true-positive predictions within a certain time period. To evaluate the clinical burden of false-positive alerts, the positive predictive value, which incorporates prevalence, can be used as it gives a percentage of useful alerts that lead to a clinical outcome. The number needed to evaluate can be a useful measure of clinical utility and cost-efficiency of each alert as it provides the number of patients that need to be evaluated further to detect one outcome. Using these metrics to evaluate tradeoffs between outcome detection and workload would be essential for determining the clinical utility of the EWS [58]. Additionally, the F1 score can also be a useful metric as it provides a measure of the model’s overall accuracy through the calculation of the harmonic mean of the precision and recall (sensitivity). Balancing the use of these 2 metrics could yield a more realistic measure of the model’s performance [58].

Comparison to “Gold Standard” EWS

On a related note, only 9 of the studies included in our review made comparisons between their ML-based models and a “gold standard” aggregate-weighted EWS, such as MEWS or NEWS. Future research in the area should report a commonly used aggregate-weighted EWS as a baseline model, which would aid in making effective comparisons between them. NEWS may be particularly well suited to this area of research as its input variables can all be measured automatically and continuously via devices.

Strengths of the Review

The search strategy was comprehensive while not being too focused on specific clinical outcomes, sampling frequencies, or filtering for time. This allowed for the identification of as many studies as possible that examined the use of ML models and vital signs to predict the risk of patient deterioration. No additional studies were identified through citation tracking after the original search, indicating our search strategy was comprehensive. Unlike previous reviews, inclusion criteria for the review supported the examination of findings from studies conducted across a variety of clinical settings including specialty units or wards and ambulatory care. This helped in characterizing the use of ML-based prediction models in different patient-care environments with varying clinical endpoints. Wherever the original studies provided the data, comparisons were drawn between the performance of the ML models and that of aggregate-weighted EWS. This gives an indication of the differences in accuracy of the models in predicting clinical deterioration.

Limitations

The findings within this review are subject to some limitations. First, the literature search, assessment of eligibility of full-text articles, inclusion in the review, and extraction of study data were carried out by only 1 author. Second, only the findings from published studies were included in this scoping review, which may affect the results due to publication bias. While studies from a variety of settings were included, the generalizability of our findings may be limited due to the heterogeneity of patient populations, clinical practices, and study methodologies. Sampling procedures and frequencies varied across studies from single to multiple observations of patient vital signs, and clinical outcome definitions were based on different criteria or aggregate-weighted EWS. Finally, due to this variation in ML methods, prediction windows, and outcome reporting, a meta-analysis was not feasible.

Conclusion

Our findings suggest that ML-based EWS models incorporating easily accessible vital sign measurements are effective in predicting physiological deterioration in patients. Improved prediction performance was also observed with these models when compared to traditional aggregate-based risk stratification tools. The clinical impact of these ML-based EWS could be significant for clinical staff and patients due to decreased false alerts and increased early detection of warning signs for timely intervention, though further development of these models is needed and the necessary prospective research to establish actual clinical utility does not yet exist.
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Abstract

Background: Cardiovascular disease (CVD) is the leading cause of death worldwide. Despite strong evidence supporting the benefits of cardiac rehabilitation (CR), over 80% of eligible patients do not participate in CR. Digital health technologies (ie, the delivery of care using the internet, wearable devices, and mobile apps) have the potential to address the challenges associated with traditional facility-based CR programs, but little is known about the comprehensiveness of these interventions to serve as digital approaches to CR. Overall, there is a lack of a systematic evaluation of the current literature on digital interventions for CR.

Objective: The objective of this systematic literature review is to provide an in-depth analysis of the potential of digital health technologies to address the challenges associated with traditional CR. Through this review, we aim to summarize the current literature on digital interventions for CR, identify the key components of CR that have been successfully addressed through digital interventions, and describe the gaps in research that need to be addressed for sustainable and scalable digital CR interventions.

Methods: Our strategy for identifying the primary literature pertaining to CR with digital solutions (defined as technology employed to deliver remote care beyond the use of the telephone) included a consultation with an expert in the field of digital CR and searches of the PubMed (MEDLINE), Embase, CINAHL, and Cochrane databases for original studies published from January 1990 to October 2018.
Results: Our search returned 31 eligible studies, of which 22 were randomized controlled trials. The reviewed CR interventions primarily targeted physical activity counseling (31/31, 100%), baseline assessment (30/31, 97%), and exercise training (27/31, 87%). The most commonly used modalities were smartphones or mobile devices (20/31, 65%), web-based portals (18/31, 58%), and email-SMS (11/31, 35%). Approximately one-third of the studies addressed the CR core components of nutrition counseling, psychological management, and weight management. In contrast, less than a third of the studies addressed other CR core components, including the management of lipids, diabetes, smoking cessation, and blood pressure.

Conclusions: Digital technologies have the potential to increase access and participation in CR by mitigating the challenges associated with traditional, facility-based CR. However, previously evaluated interventions primarily focused on physical activity counseling and exercise training. Thus, further research is required with more comprehensive CR interventions and long-term follow-up to understand the clinical impact of digital interventions.

(J Med Internet Res 2021;23(2):e18773) doi:10.2196/18773
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Introduction

Cardiac Rehabilitation

Cardiovascular disease (CVD) is the leading cause of death worldwide, with approximately 80% of CVD resulting from modifiable risk factors such as physical inactivity, poor dietary habits, elevated low-density lipoprotein-cholesterol and plasma glucose levels, and smoking [1]. Following a cardiac event, cardiac rehabilitation (CR) is an effective modality that enhances recovery, reduces cardiovascular mortality and risk for hospital admissions, and improves the health-related quality of life (QoL) [2]. CR is a multi-faceted, medically supervised program that addresses established core components of guideline-directed therapy, including baseline patient assessments, nutritional counseling, risk factor modification (including management of lipids, blood pressure, weight, diabetes mellitus, and smoking), psychosocial interventions, and physical activity counseling and exercise training [3]. Although there is strong evidence supporting the benefits of CR, less than 20% of patients who are eligible participate in CR [4]. Challenges related to the low utilization of CR include the lack of referral or facilitation of enrollment, limited health insurance coverage, time and costs associated with participation and travel, and lack of access to a CR facility because of scheduling, transportation, or distance [5].

Digital Technology for CR

The technology for CR is advancing rapidly and has the potential to address the challenges of traditional facility-based CR programs by delivering care to patients in the convenience of their own homes with real-time, personalized support. As noted in the literature, the terminology describing this technology has not been standardized and includes telemedicine, telehealth, and eHealth [6,7]. In this review, we use the term digital health interventions to encompass technology that enables the delivery of care through means such as the use of the internet, wearable devices, and mobile apps [8,9]. Although there have been encouraging results from the use of digital health interventions for CR (eg, remote electrocardiographic monitoring and mobile or web portal tools), these developments have largely remained in the research settings and have not yet translated into widespread use in clinical practice [3]. Currently, there are gaps in understanding the comprehensiveness of digital CR programs and how successful they are in addressing the core components of CR. To help guide the development of digital CR interventions that have the potential to translate into clinical use, we have focused on the evaluation of technology used in digital interventions for CR and the comprehensiveness of these programs using the framework outlined in the scientific statement from the American Heart Association (AHA) and the American Association of Cardiovascular and Pulmonary Rehabilitation (AACVPR) for the core components of CR [3]. The specifics regarding the accreditation of CR programs are beyond the scope of this review. With the increasing need for technological advancements to revolutionize the delivery of CR care, this systematic literature review: (1) summarizes the current literature on digital interventions for CR, (2) identifies the key components of CR that have been successfully addressed through digital interventions, and (3) describes the gaps in research that need to be addressed for the sustainable implementation of digital CR interventions in clinical practice.

Methods

Overview

We designed a systematic, thematic review to answer key questions regarding the study designs to evaluate CR interventions, technology used, study size, and comprehensiveness of the investigated interventions. A full list of questions is provided in Textbox 1. Our search terms are detailed in Multimedia Appendix 1. We searched the PubMed (MEDLINE), Embase, CINAHL, and Cochrane databases for studies on digital CR published in English between January 1, 1990, and October 18, 2018. For this review, digital is defined as technology employed to deliver remote care beyond the use of telephone (eg, the delivery of care using the internet, wearable devices, and mobile apps). Telephonic-only studies, which have been addressed in the 2019 scientific statement on home-based CR from the AACVPR, AHA, and American College of Cardiology (ACC) [10], are not within the scope of this review. To determine eligibility for inclusion in this study, titles and abstracts were screened for relevance before a full-text review. The inclusion criteria for this review were as follows: (1) original research study using digital or telemedicine approaches for CR and (2) reported results for feasibility, usability, or
clinical outcomes. Studies were excluded if they (1) were not full-length publications (ie, abstracts), (2) were methods papers, (3) described only the technology without any inclusion of study participants, or (4) did not include any follow-up time to study outcomes (ie, cross-sectional studies). Given the evolving terminology surrounding digital health technology, we sought external expert inputs to include articles that were not found through our primary search strategy. Papers were included if they reported original research in digital CR. Full details are presented in Figure 1.

Textbox 1. Key questions to evaluate digital cardiac rehabilitation programs.

1. Which study designs were employed to evaluate the digital cardiac rehabilitation (CR) interventions?
2. Which technologies were used?
3. In which countries were these studies performed?
4. What were the study sample sizes?
5. What were the durations of the interventions and follow-up times?
6. What were the findings of these digital CR intervention studies?
7. How comprehensive were the digital CR interventions?

Figure 1. Flowchart for study identification, screening, eligibility, and inclusion. CR: cardiac rehabilitation.

Evaluation of CR Components and Study Quality

For each study, we recorded the components of CR that were delivered as described in the AHA and AACVPR consensus statement on the core components of CR and categorized the digital intervention listed in each study as either standalone or adjunctive to conventional CR. Studies were designated as standalone interventions when the program was delivered remotely with the exception of initial in-person session(s) for onboarding or baseline or outcome assessments, as long as the rest of the intervention was remote. The quality of the articles was independently assessed by 2 evaluators using the National Institutes of Health: National Heart, Lung, and Blood Institute (NIH: NHLBI) Study Quality Assessment Tools, which include the evaluation of 14 criteria for an overall quality assessment of good, fair, or poor (Multimedia Appendices 2 and 3) [11]. Discrepancies in ratings were resolved by discussions between the evaluators to reach a consensus on the ratings. We followed
the guidelines outlined in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses [12].

Results

Study Characteristics

In total, 31 studies met the eligibility criteria and were included in this review (Table 1). The study characteristics are summarized in Table 2 and Multimedia Appendix 4. The median sample size was 98 (IQR 52.5-146), the median intervention duration was 3 months (IQR 1.6-4.4 months), and the median follow-up time was 6 months (IQR 3-6 months). The majority of these studies were conducted in Europe (12/31, 39%) and North America (8/31, 26%). A total of 22 studies (22/31, 71%) were randomized controlled trials. Of the 31 studies, 15 (15/31, 48%) were standalone digital CR interventions. The study quality was variable, with 23 studies (23/31, 74%) having a good quality, 7 (7/31, 23%) having a fair quality, and 1 (1/31, 3%) having a poor quality, according to the criteria established by the NIH: NHLBI Quality Assessment Tools (Multimedia Appendix 5).

As shown in Figure 2, the most commonly targeted CR core components were physical activity counseling (31/31, 100%), baseline assessment (30/31, 97%), and exercise training (27/31, 87%). Only about one-third of the studies addressed each of the other CR core components of nutrition counseling (11/31, 35%), psychological management (11/31, 35%), and weight management (10/31, 32%). In contrast, less than a third of the studies addressed other CR core components, with only a single study including lipid management (1/31, 3%), 2 studies including diabetes management (2/31, 6%), 7 studies including tobacco cessation (7/31, 23%), and 8 studies including blood pressure management (8/31, 26%). Smartphones/mobile devices and wearables were employed in 65% (20/31) of the studies, websites or web portals in 58% (18/31), and email-SMS communications in 35% (11/31) of the studies. The interventions were most commonly guided by physical therapists or exercise specialists (12/31, 39%), followed by CR/research team staff (11/31, 35%), and nurses (10/31, 32%). Four studies (4/31, 13%) described their interventions as fully automated or did not indicate requirement of any specific personnel [13-16]. The most commonly evaluated outcome was exercise capacity or step count (22/31, 71%). Other frequently assessed outcomes included program adherence (14/31, 45%) and QoL (14/31, 45%).
<table>
<thead>
<tr>
<th>Reference</th>
<th>Quality</th>
<th>Country</th>
<th>Design and population</th>
<th>Intervention</th>
<th>CR components delivered</th>
<th>Personnel and delivery setting</th>
<th>Key outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ades, 2000 [17]</td>
<td>Fair</td>
<td>United States</td>
<td>Nonrandomized trial of patients with ACS within past 3 months</td>
<td>3-month home-based, transtelephonically monitored CR, compared to conventional CR</td>
<td>BA, PAC, ET</td>
<td>Nurse coordinator, IPS, SAI</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Jenny, 2001 [13]</td>
<td>Fair</td>
<td>China</td>
<td>RCT among cardiac patients enrolled in CR</td>
<td>30-min interactive computer-based health education program, compared to conventional health tutorial sessions</td>
<td>BA, PAC</td>
<td>Personnel required not specified, Program delivered through desktop or laptop computer</td>
<td>Exercise self-efficacy, Exercise knowledge</td>
</tr>
<tr>
<td>Southard, 2003 [19]</td>
<td>Good</td>
<td>United States</td>
<td>RCT among CVD patients</td>
<td>6-month internet-based program containing risk factor management support, education, and monitoring services to patients with CVD, as compared to usual care</td>
<td>BA, NC, BPM, PAC, ET</td>
<td>Case manager, dietitian, IPS, SAI</td>
<td>Satisfaction, Participation, Cost-effectiveness, Weight, BP, Lipid profile, Depression, Exercise capacity, Dietary habits</td>
</tr>
<tr>
<td>Barnason, 2009 [14]</td>
<td>Good</td>
<td>United States</td>
<td>RCT among CABG patients</td>
<td>6-week symptom management telehealth intervention comprised of questionnaires, accelerometer, activity diary compared to standard of care</td>
<td>BA, PAC, ET</td>
<td>None specified</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Reference</td>
<td>Quality</td>
<td>Country</td>
<td>Design and population</td>
<td>Intervention</td>
<td>CR components delivered</td>
<td>Personnel and delivery setting</td>
<td>Key outcomes</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>---------</td>
<td>------------------------</td>
<td>--------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Scalvini, 2009 [20]</td>
<td>Good</td>
<td>Italy</td>
<td>Pilot study of patients with postop CABG or valve surgery</td>
<td>1-month home-based CR with remotely transmitted ECGs</td>
<td>• BA</td>
<td>Nurse-tutor, physiotherapist</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td>GS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Step count</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piotrowicz, 2010 [21]</td>
<td>Fair</td>
<td>Poland</td>
<td>RCT among patients with HF</td>
<td>8-week home-based telemonitored CR, compared with conventional CR</td>
<td>• BA</td>
<td>Physician, physiotherapist</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• WM</td>
<td>ECG technician, psychologist</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• BPM</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exercise capacity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reid, 2011 [22]</td>
<td>Good</td>
<td>Canada</td>
<td>RCT among CHD patients not participating in CR</td>
<td>6-month web-based tailored exercise intervention with email coaching, compared to standard of care</td>
<td>• BA</td>
<td>Exercise specialist</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exercise capacity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clark, 2013 [23]</td>
<td>Fair</td>
<td>Australia</td>
<td>Pilot study of patients with post-MI or angioplasty</td>
<td>7-week web-based CR intervention with educational materials, workbooks, and discussion forums, glucose and BP monitoring, and pedometer</td>
<td>• BA</td>
<td>General practitioner, nurse, allied health professional, case manager</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• NC</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• WM</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• BPM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• TC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• NC</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• WM</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• TC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Exercise capacity</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• NC</td>
<td>IPS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• WM</td>
<td>SAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• TC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Step count</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• ET</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• PM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Quality</td>
<td>Country</td>
<td>Design and population</td>
<td>Intervention</td>
<td>CR components delivered</td>
<td>Personnel and delivery setting</td>
<td>Key outcomes</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------</td>
<td>---------------</td>
<td>------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>--------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>Kraal, 2014 [27]</td>
<td>Good</td>
<td>Netherlands</td>
<td>RCT among low-to-moderate-risk CR patients</td>
<td>30-day task-based smartphone CR intervention comprised of medication and walking reminders, surveys, and educational tools, with web-based monitoring</td>
<td>BA, PAC, ET</td>
<td>• Physical therapist</td>
<td>• Exercise capacity</td>
</tr>
<tr>
<td>Piotrowicz, 2014 [28]</td>
<td>Poor</td>
<td>Poland</td>
<td>Nonrandomized trial of CVD patients referred for outpatient phase II CR</td>
<td>12-week home-based CR with telemonitored coaching interventions compared to standard of care</td>
<td>BA, PAC, ET</td>
<td>Nurse, IPS, SAI</td>
<td>• Intervention adherence</td>
</tr>
<tr>
<td>Varnfield, 2014 [29]</td>
<td>Fair</td>
<td>Australia</td>
<td>RCT among post-MI patients referred to CR</td>
<td>4-week home-based CR with remote ECG monitoring with mobile phone transmission</td>
<td>BA, PAC, ET</td>
<td>Mentor (health coach), IPS, SAI</td>
<td>• Intervention adherence, QoL, Exercise capacity, Weight</td>
</tr>
<tr>
<td>Pfaeffli Dale, 2015 [16]</td>
<td>Good</td>
<td>New Zealand</td>
<td>Qualitative survey of patients with CHD</td>
<td>24-week mobile health program comprising text messaging and web-based coaching plus center-based CR, compared to center-based CR alone</td>
<td>BA, NC, TC, PAC, PM</td>
<td>Fully automated digital intervention, IPS</td>
<td>• Lifestyle modification, QoL, Intervention adherence</td>
</tr>
<tr>
<td>Frederix, 2015 [31]</td>
<td>Good</td>
<td>Belgium</td>
<td>RCT among CAD patients who completed phase II CR</td>
<td>18-week telemonitored exercise program, compared with standard of care</td>
<td>BA, PAC, ET</td>
<td>Rehabilitation center staff, IPS</td>
<td>• Exercise capacity, Weight, Lipid profile, Glycemic control, Rehospitalizations</td>
</tr>
<tr>
<td>Reference</td>
<td>Quality</td>
<td>Country</td>
<td>Design and population</td>
<td>Intervention</td>
<td>CR&lt;sup&gt;a&lt;/sup&gt; components delivered&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Personnel and delivery setting&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Key outcomes</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------</td>
<td>------------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Lear, 2015 [32]</td>
<td>Good</td>
<td>Canada</td>
<td>RCT among patients with ACS or postvascularization</td>
<td>4-month web-based CR comprising education, coaching, and physiologic data monitoring, compared with standard of care</td>
<td>• BA • NC • WM • BPM • DM • PAC • ET</td>
<td>• Program nurse, case manager, exercise specialist, dietitian • GS • IPS • SAI</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Maddison, 2015 [15]</td>
<td>Good</td>
<td>New Zealand</td>
<td>RCT among patients with IHD&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>24-week smartphone-based intervention (website, educational videos, text messaging) plus standard of care, compared with standard of care alone</td>
<td>• BA • NC • PAC • ET • PM</td>
<td>Not specified • Exercise capacity • QoL • Cost-effectiveness</td>
<td></td>
</tr>
<tr>
<td>Smolis-Bak, 2015 [33]</td>
<td>Good</td>
<td>Poland</td>
<td>Prospective randomized study among patients with HF and implanted CRT-D&lt;sup&gt;ac&lt;/sup&gt;</td>
<td>8-week telemonitored home-based CR, compared to no training program after discharge</td>
<td>• BA • PAC • ET</td>
<td>• CR center staff, physiotherapist, doctor, nurse • IPS</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Frederix, 2016 [34]</td>
<td>Good</td>
<td>Belgium</td>
<td>Cost-effectiveness analysis of patients with CR</td>
<td>24-week web-based telerehabilitation program (web-based coaching, accelerometer) plus CR, compared to CR alone</td>
<td>• BA • NC • TC • PAC • ET</td>
<td>• Cardiac nurse, rehabilitation nurse • IPS</td>
<td>Cost-effectiveness</td>
</tr>
<tr>
<td>Skobel, 2016 [35]</td>
<td>Good</td>
<td>Germany, Spain,</td>
<td>RCT among patients with CAD referred for CR</td>
<td>6-month smartphone-based exercise intervention (remote monitoring, physiologic data capture, and coaching), as compared to conventional CR</td>
<td>• BA • PAC • ET</td>
<td>• Sports physicians, exercise scientists • IPS • SAI</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Thorup, 2016 [36]</td>
<td>Good</td>
<td>Denmark</td>
<td>RCT among hospitalized patients with ACS, HF, or coronary bypass surgery</td>
<td>3-month telerehabilitation trial with pedometer, compared among 3 rehabilitation settings</td>
<td>• BA • WM • BPM • PAC</td>
<td>• Personal nurse • GS • IPS</td>
<td>Step count</td>
</tr>
<tr>
<td>da Silva Vieira, 2017 [37]</td>
<td>Good</td>
<td>Portugal</td>
<td>RCT among patients who completed CR</td>
<td>6-month virtual reality CR intervention (Kinect) or booklet CR intervention, compared with standard of care</td>
<td>• BA • PAC • ET</td>
<td>• Researchers • IPS • Eating patterns • Lipid profile</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Quality</td>
<td>Country</td>
<td>Design and population</td>
<td>Intervention</td>
<td>CR components delivered</td>
<td>Personnel and delivery setting</td>
<td>Key outcomes</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------</td>
<td>-------------</td>
<td>------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Hwang, 2017 [38]</td>
<td></td>
<td></td>
<td>RCT among stable patients with chronic HF</td>
<td>12-week home-based CR with web-based video conferencing, compared with facility-based CR</td>
<td>BA, NC, PAC, ET, PM</td>
<td>Research staff, physiotherapists, GS, IPS, SAI</td>
<td>Exercise capacity, QoL</td>
</tr>
<tr>
<td>Fang, 2018 [39]</td>
<td>Good</td>
<td>China</td>
<td>RCT among patients at post-PCT&lt;sup&gt;d&lt;/sup&gt;</td>
<td>6-week home-based CR with remote physiological monitoring and education, as compared with conventional CR</td>
<td>BA, PAC, ET</td>
<td>Medical team, IPS</td>
<td>Exercise capacity, BP, QoL, Nicotine dependence</td>
</tr>
<tr>
<td>Harzand, 2018 [40]</td>
<td>Good</td>
<td>United States</td>
<td>Pilot study of veterans with CHD and eligible for CR</td>
<td>12-week home-based CR with smartphone app utilizing exercise reminders, educational materials, vitals monitoring, and remote coaching</td>
<td>BA, WM, BPM, PAC, ET</td>
<td>CR coach (cardiology physician assistant), SAI</td>
<td>Feasibility, BP, Acceptability, Exercise capacity</td>
</tr>
<tr>
<td>Maddison, 2018 [41]</td>
<td>Good</td>
<td>New Zealand</td>
<td>RCT among patients with CHD</td>
<td>12-week remotely monitored telerehabilitation with coaching, compared with conventional CR</td>
<td>BA, PAC, ET</td>
<td>CR exercise specialist, IPS</td>
<td>Exercise capacity, QoL, Intervention adherence</td>
</tr>
<tr>
<td>Peng, 2018 [42]</td>
<td>Good</td>
<td>China</td>
<td>RCT among patients with HF</td>
<td>8-week home-based CR with remote coaching using physiologic data capture, web-based portal, and smartphone, compared with standard of care</td>
<td>BA, WM, BPM, PAC, ET, PM</td>
<td>Multidisciplinary CR team, IPS</td>
<td>Exercise capacity, QoL, Echo evaluation</td>
</tr>
<tr>
<td>Rawstorn, 2018 [43]</td>
<td>Good</td>
<td>New Zealand</td>
<td>RCT among patients with CHD eligible for CR</td>
<td>12-week remotely monitored telerehabilitation with coaching, as compared with conventional CR</td>
<td>BA, PAC, ET</td>
<td>Exercise specialist</td>
<td>Usability, Satisfaction</td>
</tr>
</tbody>
</table>

<sup>a</sup>CR: cardiac rehabilitation.

<sup>b</sup>CR components were delivered through digital interventions except for baseline assessment that were conducted in person.

<sup>c</sup>Delivery setting: group sessions (GS), in-person session (IPS), standalone intervention (SAI).

<sup>d</sup>ACS: acute coronary syndrome.

<sup>e</sup>BA: baseline assessment.

<sup>f</sup>PAC: physical activity counseling.

<sup>g</sup>ET: exercise training.

<sup>h</sup>IPS: in-person session.

<sup>i</sup>SAI: standalone intervention.

<sup>j</sup>QoL: quality of life.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of study, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>RCT(^a)</td>
<td>22 (71)</td>
</tr>
<tr>
<td>Pilot study</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Nonrandomized trial</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Cost-effectiveness analysis from RCT</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Qualitative study</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Location of study, by continent, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>12 (39)</td>
</tr>
<tr>
<td>North America</td>
<td>8 (26)</td>
</tr>
<tr>
<td>Australia (including New Zealand)</td>
<td>8 (26)</td>
</tr>
<tr>
<td>Asia</td>
<td>3 (10)</td>
</tr>
<tr>
<td><strong>Publication year, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1990-2000</td>
<td>1 (3)</td>
</tr>
<tr>
<td>2001-2010</td>
<td>6 (19)</td>
</tr>
<tr>
<td>2011-2018</td>
<td>24 (77)</td>
</tr>
<tr>
<td>Median sample size (IQR)</td>
<td>98 (52.5-146)</td>
</tr>
<tr>
<td>Median follow-up time (months; IQR)</td>
<td>6 (3-6)</td>
</tr>
<tr>
<td>Median intervention duration (months; IQR)</td>
<td>3 (1.6-4.4)</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.
Figure 2. Percentage of studies with (1) the cardiac rehabilitation (CR) core components being addressed through digital interventions (apart from baseline assessment, which was conducted in person), (2) the technology modalities used in digital CR interventions, (3) the types of personnel employed in each CR program, and (4) the key outcomes evaluated. Cumulative percentages in some instances exceed 100% because some studies looked at multiple traits (n=31). BP: blood pressure; CR: cardiac rehabilitation; ECG: electrocardiogram; HR: heart rate; PT: physical therapist.

Key Outcomes
The key findings from the 31 studies are summarized in Textbox 2. Overall, program adherence was greater in patients using digital interventions than in those participating in conventional CR. Moreover, digital CR interventions were comparable to conventional CR (control) groups across multiple short-term outcomes (eg, functional capacity, physical activity, self-efficacy, program adherence, weight management, dietary habits, and QoL). However, digital CR interventions had mixed efficacy with regard to blood pressure control and mood. Of the 9 studies reporting blood pressure as an outcome of digital interventions versus conventional CR, 3 studies showed noninferiority [18,29,41], 4 found no significant impact on blood pressure [19,28,31,39], and 2 reported a better control of blood pressure in the control group as compared to the digital intervention group [25,35]. Similarly, although the majority of studies assessing mood as an outcome reported that digital interventions were noninferior to conventional CR in improving mood [22,25,29,30,33], 4 studies reported no significant improvement in anxiety or depression [19,24,25,42].
Textbox 2. Summary of findings by thematic outcomes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood glucose control</td>
<td>• Only 1 of the 4 studies reported an improvement in glycemic control in the intervention group [31]. In total, 2 studies found no significant impact of the digital cardiac rehabilitation (CR) intervention on glycemic control [29,35]. One study found no significant difference in glycemic control between the digital intervention and usual care groups [41].</td>
</tr>
<tr>
<td>Blood pressure management</td>
<td>• In total, 3 of the 9 studies described CR interventions that significantly improved blood pressure management and were noninferior to the control groups [18,29,41]. A total of 4 studies did not find the digital CR interventions to significantly influence blood pressure management [19,28,31,39]. In all, 2 studies found that the control group had better blood pressure management as compared to the intervention group [25,35].</td>
</tr>
<tr>
<td>Depression or anxiety</td>
<td>• In total, 5 studies reported a positive effect on mood in the intervention group [22,25,29,30,33]. A total of 4 studies found that digital interventions had no significant impact on mood [19,24,25,42]. In total, 2 studies found no significant change in the psychological status between digital intervention and usual care groups [35,39]. One study found that both the intervention and usual care groups experienced an improvement in mood as compared with baseline, and there was no significant difference between the intervention and control groups [39]. One study found a negative effect on depression in the intervention group [16]. Of note, Devi et al [25] found that mood improved in the short term but was not significantly different from baseline at 6 months.</td>
</tr>
<tr>
<td>Dietary habits</td>
<td>• In total, 5 of the 7 studies found improvement in dietary habits [24,29,30,32,37], whereas 2 studies found that the intervention had no significant impact on the participants’ dietary habits [19,25].</td>
</tr>
<tr>
<td>Exercise capacity</td>
<td>• In total, 22 studies looked at functional capacity as an outcome, and all of them reported that the intervention group was not inferior to the control group [15,17-22,24,25,27-33,35,38-42]. Of note, 4 studies found no significant difference in the functional capacity between the digital intervention and usual care groups [19,31,33,41]. Furthermore, Smolis-Bak et al [33] found functional capacity at the 12-month follow-up to be comparable to that at the baseline visit.</td>
</tr>
<tr>
<td>Lipid management</td>
<td>• In total, 2 of the 8 studies reported an increase in high-density lipoprotein in the intervention group [31,37], 2 of the 8 reported decreased low-density lipoprotein and total cholesterol [18,32], and 2 of the 8 studies reported a decrease in triglycerides [29,30].</td>
</tr>
<tr>
<td>Nicotine dependence</td>
<td>• Only 1 [39] of the 4 studies showed an improvement in smoking habits as measured by the Fagerstrom Test for Nicotine Dependence score [18,19,24,39].</td>
</tr>
<tr>
<td>Physical activity</td>
<td>• All 8 studies examining physical activity found that there was an improvement in the intervention group, comparable to or even greater than the increase in the physical activity in the control group [14,15,22,25,31,32,36,41].</td>
</tr>
<tr>
<td>Program adherence</td>
<td>• All 14 studies evaluating program adherence to CR reported that adherence to digital interventions was not inferior to traditional interventions [19-21,26-30,35,37,38,40,41,43]. Of note, 9 of the 14 studies found adherence to be greater in the digital intervention group [20,21,26,28-30,35,38,40].</td>
</tr>
<tr>
<td>Quality of life (QoL)</td>
<td>• In total, 10 studies reported an improvement in QoL in the intervention group [15,17,22,24,25,27,29,33,39,42]. A total of 6 studies found no significant difference in QoL measures between the digital intervention and usual care groups [17,21,27,35,38,41].</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>• Of the 6 studies evaluating self-efficacy, 5 showed improvement in self-efficacy following the digital interventions [13,15,25,32,41]. Pfaeffli Dale et al [16] found that the digital CR intervention had no significant impact on the participants’ overall self-efficacy.</td>
</tr>
<tr>
<td>Weight management</td>
<td>• Digital CR interventions effectively addressed weight management in 8 of the 11 studies [18,19,25,28-30,37,41]. A total of 2 studies found no difference in weight or body mass index before and after the digital CR intervention [24,35]. In one study [17], the home group had increased weight, whereas the on-site control group had a slightly decreased weight.</td>
</tr>
</tbody>
</table>
We found a paucity of studies specifying intervention components that targeted lipid management, glycemic index control, and smoking cessation. These components were often reported as secondary outcome measures, if at all. Furthermore, the research on the long-term efficacy of digital CR interventions was sparse with heterogeneous findings. Although Devi et al [25] found improvement in outcomes such as QoL, self-efficacy, and physical activity in the short term, no significant intervention effect was present on these outcomes when assessed at the 6-month follow-up. However, they noted that the intervention group demonstrated trends of improved levels of physical activity, whereas the control group did not. Reid et al [22] also reported long-term improvements in self-reported QoL and physical activity as long as 12 months from the start of the digital CR program, which was delivered over a 6-month period.

The examination of the studies by follow-up time revealed that the majority of the key outcome findings were mixed. However, all the studies reporting outcomes regarding adherence [19 -21, 26-30, 35, 37, 38, 40, 41, 43], QoL [15,17,21,22,24,25,27,29,33,35,38,39,41,42], and exercise capacity [15,17-22,24,25,27-33,35,38-42] found positive results or outcomes that were noninferior to the control group. Only studies with a follow-up period longer than 3 months reported outcomes for physical activity [14,15,22,25,31,32,36,41] and blood glucose control [29,31,35,41]. Regarding physical activity, the results were positive [14,15,22,25,31,32,36,41], whereas the results regarding blood glucose management were mixed, with positive effects [31], nonsignificant effects [29,35], or comparable results between the intervention and the control groups [41]. Similarly, the outcomes for blood pressure, depression or anxiety, and weight management were mixed (with positive effects, nonsignificant effects, or comparable results between the intervention and control groups) in both studies with shorter (3 months or less) [18,24,28,39] and longer (more than 3 months) [19,22,25,29-31,33,35,37,41,42] follow-up times. The only exceptions were as follows: one study reported a negative impact on mood at 6 months [16], 2 studies reported that the control group had better blood pressure management than the intervention group [25,35], and one study found an increase in body weight in the intervention group at 3 months [17]. For studies reporting outcomes regarding dietary habits, lipid management, and self-efficacy, studies with longer than a 3-month follow-up period reported positive or nonsignificant effects [15,16,19,25,29-32,35,37,41] or outcomes that were comparable between the intervention and the control groups [35,41], whereas studies with a follow-up period of 3 months or less found positive results [13,18,24]. The outcomes for nicotine dependence were mixed (positive or nonsignificant effects) among the studies with a short follow-up period [18,24,39], whereas one study reported no impact on smoking at 6 months [19].

The examination of more comprehensive, standalone interventions revealed that only 6 studies included in this review were standalone interventions delivering 5 or more CR components (other than a baseline assessment) [21,23-25,29,32]. The results of these studies for the majority of the key outcomes related to the CR components delivered through the interventions were heterogeneous. Of these 6 more comprehensive standalone interventions, only Brough et al [24] reported the outcomes regarding nicotine dependence, finding no impact on smoking. Devi et al [25] and Brough et al [24] found that their digital interventions had no significant impact on mood, whereas Varnfield et al [29] reported a positive effect on mood and anxiety levels in the intervention groups. Regarding dietary habits, Varnfield et al [29], Lear et al [32], and Brough et al [24] found improvement in the dietary habits of the intervention group, whereas Devi et al [25] found no significant impact. Three of these studies [24,25,29] reported an improvement in QoL in the intervention group, but Piotrowicz et al [21] found no significant difference in QoL measures between the intervention and control groups. Five of these studies reported a positive effect of digital intervention on exercise capacity [21,24,25,29,32]. In terms of weight management, Devi et al [25] and Varnfield et al [29] found a positive impact on weight in the intervention group, whereas Brough et al [24] found no impact on weight in the intervention group. Overall, there was a wide variety in the interventions delivered and outcomes reported.

Discussion

The Potential of Digital CR

This study highlights digital technology as a potential means of enhancing care and broadening access to CR through tailored interactive interventions. Our work differs from previous systematic reviews as our emphasis is on digital CR interventions with a focus on providing a systematic evaluation of the current literature to better understand the characteristics of these interventions. This study builds upon a growing body of literature supporting the use of internet-based features such as web portals and digital devices (eg, wearables) to remotely deliver CR components.

We found that digital CR was feasible and as effective as traditional CR in improving outcomes, whether as an adjunct or as an alternative to traditional CR [16,21,26,29,39,41,42]. Our findings support the conclusions of a previous study demonstrating a similar effectiveness of home- and center-based CR in improving clinical and health-related QoL outcomes in patients with myocardial infarction, myocardial revascularization, and heart failure [44]. In addition, Huang et al found that telehealth CR interventions were noninferior to center-based CR, both in the short term (12 weeks-1 year) and long term (up to 6 years), when comparing participants’ exercise capacity, all-cause mortality, and modifiable risk factors, including blood pressure, blood lipids, smoking, and weight [45]. Moreover, the AACVPR, AHA, and ACC recently released a consensus statement highlighting evidence that home- and facility-based CR can achieve similar improvements in 3-12–month clinical outcomes [10]. These developments highlight digital technology as a potential means of enhancing care and broadening access to CR through tailored interactive interventions [46,47]. However, our study and literature indicate that until digital CR is further developed and better understood, there will be a need for in-person CR sessions (Multimedia Appendix 6). In-person sessions may help digital CR by establishing baseline and monitoring progress, personalizing...
treatment plans, and bridging patient technology-usage challenges through technology education and deployment, especially for older users [48-50]. Currently, there are several ongoing clinical trials that are studying the efficacy of digital CR interventions [51-54].

**Key Recommendations for Future Research**

A limitation of our study is the heterogeneity of the identified papers, thus prohibiting meta-analysis. Papers varied in CR technologies, interventions, study design, measured outcomes, and control groups. For example, when considering a traditional CR population as a control group, some studies used standard care, some used direct comparison with facility-based CR, and other feasibility studies did not have a control comparison group. Although the diversity in studies proved challenging to quantify, it reiterates the motivation of this systematic review: digital health-based CR is emerging as an alternative or adjunct to standard CR; thus, methodologies have yet to reach a consensus. Consequently, we encourage practitioners to study digital CR approaches in a collaborative environment to promote the standardization and optimization of study methods. We have summarized our key recommendations in **Textbox 3**.

**Textbox 3. Key recommendations for researchers conducting digital cardiac rehabilitation studies.**

- Clearly state the specific goals of the intervention: whether it is designed to be a comprehensive standalone program or to be used adjunctively with traditional cardiac rehabilitation (CR)
- Describe the specifics of the CR components targeted through the intervention and the technology, equipment, or personnel required to deliver each of the components
- Include the specific details of the comparison group (eg, elaborate on what usual care consists of and include information about the specific intervention the comparison group received)

Beyond the heterogeneity of the study designs, we identified other limitations. Although we evaluated CR program components using the AHA and AACVPR’s consensus statement on the core components of CR, the CR programs outside of the United States may differ from professional society guidelines in the United States. In addition, some studies included only minimal details about the specific components of their interventions; thus, the number of CR components delivered may have been greater than that captured in this review. Although studies reported the technology used (summarized in Multimedia Appendix 7), specific details were often sparse, limiting the evaluation of specifically what worked well and what was difficult to implement. Furthermore, the studies did not address long-term outcomes, as the maximum reported follow-up was 16 months, and most studies had fairly small sample sizes. Finally, the majority of the studies reviewed included sessions that were conducted in person for at least a portion of the overall CR intervention.

We identified several potential directions for future research. Although digital interventions have been found to successfully deliver the components of CR pertaining to physical activity, there remains a paucity of comprehensive digital CR program interventions that address risk factors such as lipid management, blood glucose level control, and smoking cessation. In addition, the long-term effectiveness of digital approaches to CR requires further evaluation [8,55]. Furthermore, studies with larger sample sizes and adequate control groups for comparison are necessary to better understand the impact of these interventions. Additional studies are also required to investigate the frequency of adverse events in patients participating in these interventions compared with traditional approaches. The adverse effects reported in the studies reviewed fell into the categories of (1) cardiac related (acute coronary syndrome, stable angina, arrhythmias, pericarditis, dyspnea, syncope, etc), (2) potential cardiac etiology (pleural effusions, cerebral ischemia, etc), (3) noncardiac related (peripheral artery disease, pneumonia, accidents, etc), and (4) death. A number of studies reported no significant difference in the rate of adverse effects between the digital intervention and control groups [14,30,33,38]. There were also studies that found that the intervention group had fewer associated adverse events than the control group; however, this did not always reach statistical significance [19,22,31,32,34]. Only one study reported that the digital CR intervention group had more adverse events during the treatment period as compared with the control group that participated in a center-based CR; however, adverse events were comparable during the postintervention follow-up period [41]. In some cases, no major adverse events occurred throughout the study [17,26-28,40,42], or the adverse effects were unrelated to the study intervention [16,21,35]. No conclusions could be drawn regarding the increased or decreased risk of adverse effects in some studies [15,18,20]. Overall, our findings highlight the need for robust digital intervention study designs with more comprehensive programs and analysis of both the short- and long-term effects.

Furthermore, as briefly mentioned in the Methods section, our team consulted with an external expert to include relevant original research on digital approaches to CR that may have been inadvertently excluded from our primary search strategy. We opted for this approach given that although the field of telehealth and telemedicine has grown rapidly over the past few decades, the adoption of common terminology remains in infancy [7]. The evolution of this terminology has been demonstrated in a bibliometric analysis by Fatehi and Wootton [6], who noted the emergence of terms such as *eHealth* and *mHealth* as well as the usage trends of the terms such as *telemedicine*, *telehealth*, and *eHealth* in the literature. As a result, there may be studies that include digital components, such as the usage of the internet, which our search terms failed to capture. Our experience further highlights the importance of more standardized terminology surrounding digital health interventions and an understanding of the evolving terminology to accurately review the existing literature.
Conclusions

Overall, we found that digital technology offers the potential to address the challenges associated with traditional, facility-based CR. If implemented on a large scale, digital CR could provide a level of impact, accessibility, affordability, cost savings, and benefits to patients not possible with conventional CR. However, so far, interventions have primarily focused on physical activity counseling and exercise training and not on the other core components of CR. In addition, our study focused on the evaluation of the technology used in digital CR and the comprehensiveness of these programs, but the intricacies of accreditation for CR programs are beyond the scope of this review. Further research is required with more comprehensive CR interventions to understand the long-term clinical impact of digital CR solutions on key cardiovascular outcomes and establish best practices for the development, delivery, and assessment of digital CR.
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Abstract

Background: The use of online resources has changed how people manage health care processes. Patients seek information about health conditions, guidance in treatment, and support from peers online, complementary to traditional health care trajectories. Online communities have the potential to contribute to the quality of care by increasing patient empowerment; however, there is a gap in research regarding in what way online communities contribute to patient empowerment.

Objective: We synthesized research regarding how online communities contribute to patient empowerment to address the research question “In what ways can participation in online communities support patient empowerment?” by studying how patient empowerment is operationalized in different studies. The definition of patient empowerment used in this paper is enablement for people to develop mastery over actions and control over decisions that influence their lives. The mastery is both through processes and outcomes of the development.

Methods: A systematic review was conducted by searching in the following databases: Scopus, ACM Digital Library, EBSCO (CINAHL and MEDLINE), PubMed, and Web of Science. In total, there were 1187 papers after excluding duplicates, and through selection processes using an analytical framework with definitions of patient empowerment and related concepts, 33 peer-reviewed papers were included.

Results: Findings indicated that online communities support patient empowerment both as a process and as outcomes of these processes. Additionally, it was seen as a complement to traditional health care and encouragement for health care professionals to have a more positive attitude toward patients’ usage. There was a mix between deductive (19/33, 58%), inductive (11/33, 33%), and a mixed approach (3/33, 9%) of studying patient empowerment in various forms. The online communities in most papers (21/33, 64%) were well-established and represented patients’ initiatives.

Conclusions: There is a need to include professionals' perspectives regarding how health care can embrace patient empowerment through online communities. This systematic review’s main contribution is the proposal of a new framework and conceptualization of how patient empowerment in online communities can be understood from different hierarchical levels.

(J Med Internet Res 2021;23(2):e19910) doi:10.2196/19910
KEYWORDS
patient empowerment; online community; person-centered care; eHealth; systematic review

Introduction

Background
When a person faces a difficult situation, for example, when receiving a medical diagnosis, a fear of not being able to control the outcome—feeling disempowered—is a natural response [1]. Up until recently, health care professionals have been the primary resource for helping patients regain empowerment by finding suitable treatment and giving recommendations and support.

Potential of Online Communities and Patient Empowerment
In parallel to efforts provided by health care, now more than ever, patients use the internet and online communities as complementary health care resources. In a study of the US population, it was found that 80% of internet users (74% of the population) looked for health-related issues, and 18% had gone online to find peers with similar health concerns. This fundamentally changes how people manage their care process, as patients are able to seek guidance, experiences, and support from peers as complementary resources to manage condition of illness and potential posttreatment with the aim of returning to the new normal self [2]. A review [3] found that previous studies have shown that patients use online communities because they experience or believe that health care professionals filter information; are unaware of the latest research; and lack the capability of showing empathy. Thus, online communities serve as supporting resources to increase information and emotional support. Another argument is to get the first-hand experience as a complement to health care expertise, which may help patients translate recommendations and instructions into daily self-care strategies. This could expand patients’ knowledge regarding health conditions and treatments while also helping them find emotional and social support [4], thereby increasing empowerment.

Patient empowerment refers to processes and outcomes at both individual and group level that enable people to develop mastery over actions and control over decisions that influence their lives [5-7]. Patient empowerment could be regarded as being complementary to person-centered care [8,9]. Person-centered care focuses on designing and delivering individualized care, while patient empowerment focuses on a modified relationship between patients and health care professionals that enables patient-driven and patient-centered care [10]. Research indicates that patient-centered approaches are usually more cost-effective [11-13]. Common ground in both concepts is more engaged and informed patients, that is, more empowered patients.

Difficulties in Online Community Research
Unarguably, the use of online communities has potential, given the right conditions, to be beneficial for patients. The aggregated knowledge found in online communities could serve as a tool for professionals and the whole health care system for quality improvement in health service delivery [14-16]. In this way, online communities could be a contributor to change in health care. However, evidence of efficacy is equivocal with varying results, and comprehensive reviews [3,17-19] show no evidence of harm, but no strong evidence of efficacy either. The same reviews [3,17-19] reported that many of their included studies had methodological weaknesses. Additionally, recent reviews [3,20] reported difficulties in making comparisons between studies due to methodological problems and lack of analytical frameworks [3,20]. Furthermore, benefits are frequently discussed in relation to individual patients. Other factors includes the various challenges posed by usability and sociability of online communities [21-23].

Objective
Since difficulties in comparing of methodology and efficacy have already been illustrated, this was not the aim of this review. A part of the methodological problem may be lack of a well-established definition of patient empowerment or comprehensive framework related to different levels of the empowerment concept on an individual and collective level in relation to online communities. Therefore, the primary objective for this systematic review was to clarify in which ways participation in online communities can support patient empowerment. This was done by studying how patient empowerment in online communities has been operationalized in different studies.

Methods

Information Sources and Eligibility Criteria
The structure of the review followed principles of PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [24]. Specific principles that were followed in the manuscript are presented in Multimedia Appendix 1. Complementary resources that guided the structure were inspired by recently published systematic reviews in the Journal of Medical Internet Research [20,25-31].

For this systematic review, Scopus, ACM Digital Library, EBSCO (CINAHL and MEDLINE), PubMed, and Web of Science were searched. We defined inclusion and exclusion criteria that did not depend on time limitation or a particular research field to receive a high variety of papers and see potential differences or similarities regarding operationalization and definitions of empowerment (Multimedia Appendix 2). Additionally, this decision was made since both patient empowerment and online communities have been researched in a variety of research fields and used different notions. For instance, online community, a notion more recently used based on the phenomenon it refers to for people communicating in so-called internet forums, started in the late 1970s [32].

Search Strategy
Searches in all databases were performed on January 17, 2019 by the first 3 authors. In order to capture relevant papers, 2 search strings were used: (1) patient empowerment and related concepts, and (2) online communities and related concepts.
These 2 search strings were combined and used as main search strategy (Figure 1, Multimedia Appendix 3). These 2 search strings included words with a similar meaning or used interchangeably with patient empowerment and online communities. Through this search strategy, we found 1187 references after removing duplicates.

Figure 1. Main search strategy.

<table>
<thead>
<tr>
<th>Patient Empowerment Keywords</th>
<th>Online Community Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>“patient empowerment” OR</td>
<td>“online communit*” OR</td>
</tr>
<tr>
<td>“patient activation” OR</td>
<td>“online peerunit*” OR</td>
</tr>
<tr>
<td>“patient enablement” OR</td>
<td>“online interperson-suppor”</td>
</tr>
<tr>
<td>“patient engagement” OR</td>
<td>“online interpersonal communication” OR</td>
</tr>
<tr>
<td>“patient involvement” OR</td>
<td>“online health communit*” OR</td>
</tr>
<tr>
<td>“patient participation”</td>
<td>“online patient support” OR</td>
</tr>
<tr>
<td></td>
<td>“online social support” OR</td>
</tr>
<tr>
<td></td>
<td>“online peer-to-peer support”</td>
</tr>
</tbody>
</table>

Construction of Search Strings

For the patient empowerment search string, we came to rely on the work of defining patient empowerment and related concepts by [5,6] since their work had the purpose of finding a consensus definition of patient empowerment based on previously published research, wherein patient empowerment is described as an umbrella concept—the related concepts (Figure 1) are part of what is considered to be the main definition that the concept entails. Therefore, we did a compilation framework of these definitions of patient empowerment through the related concepts, which was later used as an analytical framework (Multimedia Appendix 4). For the online community search string, all authors did brainstorming sessions together, and the search string was constructed in relation to the inclusion criteria of the Online Community Perspective (Table S1, Multimedia Appendix 2) and through pilot searches of keywords and suggestions of keywords in the selected databases. The combination of the 2, resulted in the final selection of keywords (Figure 1).

Selection Process

Overview

The selection process was conducted by the first 3 authors, in 2 phases. In phase 1, titles, abstracts, and keywords were screened. Phase 2 involved in-depth reading of full texts. The inclusion and exclusion criteria were applied in both phases (Table S1 and Table S2, Multimedia Appendix 2).

First Selection Process

After the first selection process, 223 papers were included (Figure 2). As seen in Figure 2, there was a category named Maybe, containing papers for which uncertainty existed regarding inclusion criteria based on only the content of the abstract. Therefore, these papers, alongside the papers with abstracts meeting the inclusion criteria from the first selection process moved forward to the second selection phase.
Second Selection Process

Papers included in the second phase were assigned to a different screener than the original screener to ensure intercoder reliability (Figure 3, Multimedia Appendix 5). This phase resulted in a final selection of 33 papers. Papers were excluded based on (1) not finding the full text; (2) not meeting the inclusion criteria; (3) in the process of conducting the synthesis of results; (4) meeting the exclusion criteria or it was unclear how, for instance, patient empowerment was evidenced. For the third exclusion reason, after having finalized the second process, we reread each paper multiple times to identify how each paper met the inclusion criteria. Therefore, we discovered that some of the papers that had been included met our exclusion criteria regarding how patient empowerment was evidenced, creating difficulty in remaining neutral to objectively see the characteristics of the paper, without enforcing our own interpretation of how it could answer the research question, and if included, would go against the purpose of conducting systematic literature reviews [33-35] (Table S2, Multimedia Appendix 2).
Synthesis of Results and Analytical Framework

Two synthesis matrixes were designed prior to analysis to organize potential findings and identify factors involved in these findings [34,36]. The first involved themes of structure and format of each selected paper, that is, author, year, title, format of article, method, and type of online community. The second matrix contained analytical themes that were structured according to frameworks that contained definitions of patient empowerment developed by [5,6] (Multimedia Appendix 4). The analytical framework in the second matrix functioned as a guide to complete the final selection processes and was also used to guide the analysis of results. Each of the 33 papers included were thereby reported in both matrixes and completed with summaries. Finally, all authors were involved in discussion of the synthesis of the results.

Results

Overview

The results are divided into 2 parts:

1. Main characteristics: the systematic summarization of selected papers, presentation of main characteristics, that is, type and initiation of online communities, and approach of studying patient empowerment
2. How online communities support patient empowerment: a synthesis of findings in relation to the research question
Main Characteristics

Papers
The papers included in this systematic review were published between 2000 and 2018. Specific details regarding year of publication, journal, methodology, and other related characteristics are presented in Multimedia Appendix 6.

Type and Initiation of Online Communities
In the selection, 21 out of 33 papers (64%) presented an online community that was an established community [37-57]; in 7 out of 33 papers (21%), the community type was undefined [58-64], and in 5 papers (15%), the researchers had designed their own community [65-69].

Established and Undefined Online Community Papers
The established communities targeted specific diagnoses, were communities that were available 24/7, and had many visitors or members over time. The communities existed before being studied (Multimedia Appendix 6). In 2 of these studies, the community was presented as a built-in community through social media, for example, Facebook [40,47]. There were established communities that did not specify the platform, merely that they enabled peer support (3/33, 9%) [46,50,54], while others presented well-established online communities for a specific diagnosis (11/33, 33%) [37-39,41-43,52,54-57]. Additionally, the established online communities were based on patients’ initiatives, both regarding creating (6/33, 18%) [40,43-45,52,57], maintaining and moderating (5/33, 15%) [40,43-45,52], or using the community (21/33, 64%) [37-57].

The papers that had undefined communities mainly aimed to achieve understanding of patient narratives and general experiences from using online communities, instead of the technology in particular. Thus, in 5 of the 7 papers (15%), the aim was to map different behaviors or reasons for use in order to understand the respondents’ levels of patient empowerment [59,61-64], while in 3 out of 7 (9%), the aim was to understand which factors contributed to patient empowerment when using online communities [58,60,64].

Involvement of Health Care Professionals
The papers that represented either established or undefined online communities (28/33, 85%) did not discuss or analyze involvement of health care professionals. If health care professionals were mentioned, it was merely to explain why patients used the community (24/33, 73%) [37,39,40,43-62,64], if patients chose to share experiences of use (5/33, 15%) [45,48,49,58,59], or professionals contributed to content in various forms (5/33, 15%), but it was not elaborated on how or if this content had an effect on patients [45,49,53,54,56].

Designed Community and Involvement of Health Care Professionals
In the papers that reported having designed online communities, the format was either a web platform [65], online forum [66], own software [68], a list server that created email threads [69], or an e-recovery portal containing online community functionalities [67]. The main function of all designed communities was patient-peer forums. Other functionalities presented were password protection (3/33, 9%) [65,67,68], ability to individually contact health care professionals and design care plans (1/33, 3%) [67], or moderated discussion boards in various formats that was led by researchers (5/33, 15%) [65-69].

In 3 out of 5 papers (3/33, 9%), initiation of use was through joint consultation with health care professionals [65,67,68]. This meant that patients were recruited or recommended by their health care professional in order to participate in a specific online community and study. One of these 3 papers [67] had the health care professionals as part of the study’s results.

Studying Patient Empowerment
Of 33 papers, 22 (70%) focused on studying patient empowerment explicitly (Table 1). The focus referred to either a deductive (12/33, 36%) [37-39,47,50-52,55,57,61,65,69] or inductive approach (13/33, 39%) [40,43,46-49,54,57-60,66,67], or a mix thereof. Papers with an inductive approach often revealed patient empowerment as conclusions of thematic analysis or through discussion of findings. Papers with a deductive approach relied on definitions, research, and measurement scales developed by, for example, van Uden-Kraan et al [38,39,70] (7/33, 21%) [37-39,50,51,55,57], Zimmerman [7] (2/33, 6%) [51,53], Spreitzer [71] (2/33, 6%) [47,65], and Barak et al [72] (3/33, 9%) [50,51,57].

The 10 remaining papers (10/33, 30%) did not use patient empowerment explicitly but studied related concepts that are either part of the related concepts presented in the analytical framework (Multimedia Appendix 4) or are related concepts, that is, not explicitly defined in the analytical framework (Table 1). These concepts are presented in Table 1. However, the common denominator of these papers was that they studied specific concepts in a deductive way, thus used relevant measurements and analytical frameworks from previous research of the concept in question.
Table 1. Papers that studied patient empowerment or other related concepts.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Established online community</th>
<th>References</th>
<th>Undefined online community</th>
<th>References</th>
<th>Designed online community</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total papers (N=33)(^a)</td>
<td>21 (64)</td>
<td>[37-57]</td>
<td>7 (21)</td>
<td>[58-64]</td>
<td>5 (15)</td>
<td>[65-69]</td>
</tr>
<tr>
<td>Concept studied</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient activation</td>
<td>1 (3)</td>
<td>[45]</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Patient engagement</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
<td>1 (3)</td>
<td>[68]</td>
</tr>
<tr>
<td>Adherence to treatment</td>
<td>2 (6)</td>
<td>[44,56]</td>
<td>1 (3)</td>
<td>[64]</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-reappraisal</td>
<td>0 (0)</td>
<td>N/A</td>
<td>1 (3)</td>
<td>[63]</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>1 (3)</td>
<td>[56]</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cyber-informational and decisional empowerment</td>
<td>0 (0)</td>
<td>N/A</td>
<td>1 (3)</td>
<td>[62]</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Intrapersonal and interactional aspect of psychological empowerment</td>
<td>1 (3)</td>
<td>[53]</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Individual and collective empowerment</td>
<td>0 (0)</td>
<td>N/A</td>
<td>1 (3)</td>
<td>[64]</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Well-being</td>
<td>2 (6)</td>
<td>[41,42]</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Emotional coping</td>
<td>1 (3)</td>
<td>[41]</td>
<td>0 (0)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)All percentages refer to the total number of papers, N=33.
\(^b\)N/A: not applicable.

How Online Communities Support Patient Empowerment

Framework

This part will follow the analytical framework structure of presenting different concepts related to patient empowerment: patient enablement, activation, engagement, involvement, and participation (Multimedia Appendix 4).

Patient Enablement

Patient enablement is usually presented as the starting phase of becoming empowered and is defined as (1) the possibilities and prerequisites that health care gives the patient to self-manage their own health condition [5] or (2) the patient’s confidence in the ability to improve management of condition or the relationship with health care professionals [6].

Established and Undefined Online Communities

For established and unspecified online communities, patient enablement was in 25 out of 33 papers (75%) analyzed as the prerequisite that an online community had for the patient to become engaged and activated in managing diagnosis [37-52,54,55,57-60,62-64]. The prerequisites were often related to patients’ confidence in their own abilities to improve their health conditions or relationships with health care professionals. Patient confidence was analyzed as the context behind the use of online communities, which was divided into (1) becoming better informed, for example, about coping with different treatment alternatives, in order to become more involved in decision-making processes during consultation; (2) coping with the emotional burden of diagnosis in everyday life, by reading and writing content or networking with others with shared experiences; or (3) absorbing and reflecting on information that was perceived as missing or not fully elaborated on during health care consultations (Table 2).
The direction of context behind patient confidence in selected references.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Established online community</th>
<th>Undefined online community</th>
<th>Designed online community</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Papers, n (%)</td>
<td>References</td>
<td>Papers, n (%)</td>
</tr>
<tr>
<td>Total papers (N=33)</td>
<td>21 (64)</td>
<td>[37-57]</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Context behind patient confidence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To become better informed</td>
<td>17 (52)</td>
<td>[37-40,43-49,51,53-57]</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Coping with emotional burden and networking with peers</td>
<td>17 (52)</td>
<td>[37,40,49,51,53-57]</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Absorb and reflect on information given by health care</td>
<td>15 (45)</td>
<td>[37,40,43-49,51,53-57]</td>
<td>4 (12)</td>
</tr>
</tbody>
</table>

All percentages refer to the total number of papers, N=33.

**Designed Online Communities**

Similar prerequisites were identified in all of the designed community papers (Table 2) since functionalities were tailored according to the type of intervention being studied; the directions were (1) developing patients’ understanding of when to seek consultation (to become better informed); (2) providing inspiration through other patients’ stories in order to boost self-confidence in self-management of health condition (coping with emotional burden and networking with peers); (3) being equally involved in decision-making processes (to become better informed and absorb and reflect on information given by health care). An additional intervention purpose listed in all 5 community papers was how to expand research or health care services further in order to adapt to patients’ needs (5/33, 15%) [65-69].

The differences for the designed communities in comparison with the established communities were that the prerequisites were given by health care professionals or researchers, by informing patients during recruitment about the purpose of usage, which led to patients’ participation in the study, thus potential engagement and activation of health through the online community. Hence, the health care professionals were the leading part in the patient-provider relationship, since the recruitment was determined by the professionals’ confidence in the individual patient’s way of improving self-management through usage of community. However, during later phases of use, it was the patient who had the confidence in their ability, based on inspiration from other patients’ support in a particular online community.

**Patient Activation and Engagement**

Patient activation is described as the phase when patients act through knowledge gained, and create intermediate goals in order to improve their health condition. Additionally, it is presented as the phase in which patients know where to acquire knowledge and what they need to do to receive it [5,6]. Patient activation is often considered to be intertwined with patient engagement, which is defined as the patient’s motivation for improving health condition through a collaborative relationship with health care professionals. To motivate patients, health care professionals need to make patients aware of care processes, which is thereby the first step required to create good conditions for patient involvement and participation [5,6].

**Established and Undefined Online Communities**

In the established and unspecified online community papers, patient activation and patient engagement were analyzed as an integrated process that was supported by patient peers and not by health care professionals. This integrated process was shown by the use of the online communities—how patients searched and absorbed needed information. Thus, this generated how open patients were to (1) change health habits, (2) wanting to help others in the online community, or (3) wanting to prepare for upcoming care consultation with health care professionals (Table 3). The context behind what was generated as motivation is presented in Table 3.
Table 3. The integrated processes and context of motivation in established and undefined community papers (N=28/33).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Established online community</th>
<th>References</th>
<th>Undefined online community</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total papers (n=28)</td>
<td>21 (64)</td>
<td>[37-57]</td>
<td>7 (21)</td>
<td>[58-64]</td>
</tr>
<tr>
<td><strong>The integrated process</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change health habits</td>
<td>8 (24)</td>
<td>[37,40,45-47,51,56,57]</td>
<td>5 (15)</td>
<td>[58-60,63,64]</td>
</tr>
<tr>
<td>Helping others</td>
<td>14 (42)</td>
<td>[38-47,50,51,55,57]</td>
<td>4 (12)</td>
<td>[58-60,64]</td>
</tr>
<tr>
<td>Prepare for upcoming care consultation with health care professionals</td>
<td>8 (24)</td>
<td>[39,40,44,46,49,52,56,57]</td>
<td>5 (15)</td>
<td>[46,58,59,61,62]</td>
</tr>
<tr>
<td><strong>Context behind motivation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take control over health</td>
<td>19 (58)</td>
<td>[37-40,43-57]</td>
<td>7 (21)</td>
<td>[58-64]</td>
</tr>
<tr>
<td>Improve ability and conditions for patient involvement</td>
<td>10 (30)</td>
<td>[37,40,43,44,46-49,54,56]</td>
<td>5 (15)</td>
<td>[59-62,64]</td>
</tr>
<tr>
<td>Heal emotionally</td>
<td>14 (42)</td>
<td>[38-47,50,51,55,57]</td>
<td>4 (12)</td>
<td>[58-60,64]</td>
</tr>
</tbody>
</table>

*aAll percentages refer to the total number of papers, N=33.

**Designed Online Communities**

In the designed online community papers, patient activation and patient engagement were analyzed as separate processes. The role of online community support for patient activation was to create independence and was presented as patients taking part in other patients’ narratives and discussion with patient peers. In 2 out of the 5 papers (2/33, 6%), it was described as reasons for patients to be able to construct individual goals that were relevant to the individual situation and presented as a basis for the decision-making process during health consultations [65,67]. Identification of patient engagement within 3 of 5 designed community papers (3/33, 9%) was analyzed as patients’ motivation to create good conditions for collaboration with health care professionals to understand how the collaboration could generate better health outcomes [65,67,68].

**Additional Measurements of Patient Engagement**

Patient engagement was also studied by and presented as measuring how active patients were in an online community in the form of number of visits, time spent on the online community, or whether patients had contributed to content or not. These measures were used in one designed community paper (1/33, 3%) [68] and in 5 established community papers (5/33, 15%). The established community papers did not focus on studying patient engagement but used patient engagement measures such as those previously mentioned, in order to study their selected concept of patient empowerment (Table 1) [38,39,41,42,53].

**Patient Involvement and Participation**

Patient involvement is presented as (1) an advanced phase of patient engagement through patients’ awareness of the patient role within different care processes, which thus contributes to a collaborative relationship with health care professionals [6], or (2) health care providers’ prerequisites to include the patient during consultation as a first step for a collaborative relationship, which will later lead to the patient being the one who determines the prerequisites for consultation and decision making. This latter phase is presented as patient participation by [5] and patient involvement by [6].

**Established and Undefined Online Communities**

The analysis of patient involvement and participation was identified through the outcome of using online communities for all papers, no matter what type or initiation. In established and unspecified online communities, the outcome was that patients experienced (1) increased participation during health care consultation; (2) awareness of roles, such as when and how to contact and gain better outcomes from consultation; and (3) becoming more informed and having up-to-date knowledge about treatments, care process, and control of emotional management of the condition, which indicated an increased level of self-care (Table 4).
Response by Health Care

In 9 out of 33 established or undefined community papers (27%), patients perceived themselves as being more up-to-date via online communities than they felt health care professionals were [40,43,44,46,49,51,58,64]. In another 9 established or undefined community papers (27%), this is described as a positive response by health care professionals, and sometimes, as the opposite [43-45,48,49,55,57-59] (Table 4). If health care professionals had a positive response to usage, patients often experienced themselves as being increasingly involved and having a collaborative relationship with health care professionals. Consequently, this resulted in patients experiencing better navigation in online communities, which affected how to incorporate information that was relevant to their individual situation. If health care professionals had a negative response toward patients' usage of online communities, the consequence was often described as patients' experiencing not being involved during consultation. Instead, the responsibility was all in the hands of the health care professional and was described as being not satisfying for patients (7/33, 21%) [43,44,48,49,55,58,59]. In 4 papers (12%), this was described as a reason for asking patient peers instead of health care professionals for consultation [43,44,55,57], or decreasing contact with health care professionals (3/33, 9%) [43,44,57]. If patients did not experience involvement during the first consultation, it affected whether patients chose to share their experiences of using online communities with health care professionals (5/33, 15%) [45,48,49,58,59].

Designed Online Community Papers

In the designed community papers, the outcome from patient involvement or participation was oriented toward leadership. At first as the health care professionals who determined conditions for treatment (3/33, 9%) [65,67,68], while in later steps when patients had more experience using the online community, the outcomes were that patients determined the conditions—how much patients decided to participate during consultation [67]. In one paper [67], the later steps are described as both positive and negative. The positive outcomes were that patients had more understanding of individual responsibility for health conditions, thus were more self-reliant on management and became more involved during health care consultations. The negative outcomes were that many health care professionals experienced pressure to be available online 24/7, in order to respond to patient contact inquiries. The contact inquiries were mostly regarding turmoil that had emerged during patients' use of the online community. There was a mismatch between the patients' needs and the time the health care professionals had for this type of work, and the health care professionals experienced that some patients did not consider professionals' life outside work or understand that they had other patients to care for, and therefore, had limited time.

Discussion

Summary

This systematic review's objective research question was “In what ways can participation in online communities support patient empowerment?” The findings indicated that participation in online communities, regardless of type, can be seen as a complementary resource to traditional health care, since communities helped patients get more out of the consultation with health care professionals by understanding when to contact or getting an insight from peers (into the whole care trajectory and what to expect at different phases). Therefore, online communities supported patient empowerment by helping the patients become engaged and have the possibility of being equal contributors in the patient-provider relationship [5,6,10]. Additionally, participation in online communities supported patients in healing the emotional wounds of a diagnosis or handling negative experiences of their care trajectory. The emotional and personal experiences seemed to be an essential factor behind patients becoming empowered, thus an online community was a space for dealing with these types of experiences. These findings are relevant since they indicate that the progression to self-care must include personal elements and spaces for dealing with diagnosis [73-75]. This seems to be a limited service given by health care, according to the patient needs identified in the papers that were included.

Even if relevant, the way online communities specifically support patient empowerment is complex and dependent on patients’ levels of health literacy and previous online community

Table 4. The outcome of patient involvement and participation in established and undefined communities.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Established online community</th>
<th>Undefined online community</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Papers, n (%)§</td>
<td>References</td>
</tr>
<tr>
<td>Outcome</td>
<td>[37-57]</td>
<td>[58-64]</td>
</tr>
<tr>
<td>Increased participation during consultations</td>
<td>10 (30)</td>
<td>[37,39,40,44-47,51,54,57]</td>
</tr>
<tr>
<td>Awareness of care trajectory and how to gain better outcomes from consultation</td>
<td>10 (30)</td>
<td>[37,39,40,44-47,51,54,57]</td>
</tr>
<tr>
<td>Increased level of self-care</td>
<td>20 (61)</td>
<td>[37-52,54-57]</td>
</tr>
<tr>
<td>Response by health care professionals</td>
<td>3 (9)</td>
<td>[45,48,49]</td>
</tr>
<tr>
<td>Negative</td>
<td>7 (21)</td>
<td>[43-45,48,49,55,57]</td>
</tr>
</tbody>
</table>

§All percentages refer to the total number of papers, N=33.
experiences. Therefore, we (1) discuss different types of empowerment identified; (2) present limitations with the papers that were included, and simultaneously, give suggestions for future research; (3) propose a framework that can be used for understanding or evaluating in which way participation in online communities could support patients empowerment levels and potential progression, and (4) present limitations in conducting this systematic review, how it might have affected the inclusion of papers and the findings, and recommendations for future research concerning how to improve future conduct of systematic reviews.

**Different Types of Empowerment**

One of this systematic review's contributions is identifying how participation in online communities supported patient empowerment as both a process and an outcome, which echoes results from and ideas in previous research [3,70,72,76]. The processes and outcomes that are supported depend on initiative and motivation to use online communities; hence there is an importance in unpacking the underlying factors for the way online communities supported patient empowerment. This is similar to identifications made by previous research regarding defining or evaluating patient empowerment in a traditional care trajectory [5,6,9], but also through online communities and other eHealth technologies [3,70,72,76,77].

Patient empowerment processes are often defined as continuously taking part in various forms of empowerment [6]. The systematic review confirms this and shows that these processes are identified through patient enablement, activation and engagement, via support from patient peers, and do not explicitly involve health care professionals. These processes include becoming better informed, receiving and giving emotional support by sharing relatable experiences of living with the diagnosis, helping others, and networking—which are best enhanced by peers. The outcomes identified through patient activation or involvement and participation were also considered suitable to be supported by patient peers rather than by health care professionals. The outcomes of becoming more active included patients' experiences of being better informed, thus affected taking an increasingly leading role during health consultations and was seen through independence shown in self-care, adherence to treatment, acceptance of the diagnostic situation, feelings of control, emotional health, and self-efficacy. These examples are in line with those in previous research [3,70,72,76,77]; however, our paper adds an in-depth understanding of the differences in what these different concepts entail and how they are interrelated. In some papers that were included, the overall outcomes were discussed as leading to collective empowerment, where the aim was to gain collective knowledge within a community in order to make changes to health care services, systems, or ways of financing health care. Therefore, this presents opportunities for online communities to support patient progress to specific levels of empowerment [78]. Collective empowerment through online communities has been a recurring topic of interest in previous research regarding empowerment of employee, individual or consumer motivation to create change within an organization, community or business [79-81] but is not explored as often in online communities for health care purposes [78].

**Limitations in the Selected Papers and Future Research**

Suggestions for future work is through 3 main areas of interest that concerns the identified limitations of the papers that were included: (1) study recruitment methods, (2) involvement of health care perspective, and (3) measurement of patient empowerment.

**Study Recruitment Methods**

Most papers that studied established online communities recruited respondents via sharing links in online communities, such as a questionnaire or interview request [38,39,41-43,45-47,50-52,56]. Consequently, this resulted in mostly positive respondents since they already used the online community enough to see the link. There were thereby both issues of sampling and of demographic characteristics (ie, well-educated, with good experience of using the internet, and high health literacy) that resulted; however, papers discussed these as limitations. Therefore, more diverse recruitment methods and a wider selection of respondents is crucial for future research.

**Skills Required When Using Online Communities**

Despite the limitations regarding recruitment, the findings could be perceived as patients' needing previous experience and skills using online communities in order for the patient to be empowered and fulfill the purpose behind usage. There were patients that had negative experiences of using online communities if their needs were not met as expected. Another important factor was if the amount of information became too much to handle and was based on the individual phase of the diagnostic journey. Usually, the success of online communities depends on members' previous experiences with using internet-related services, the functionality of technology, and their motivation for becoming a member in the first place [21-23]. Therefore, it is important for future research to consider a variety of respondents in order to understand how knowledge and design in online communities could be adapted and evaluated to those who have less prior experience in order for online communities to be beneficial and in order to reduce the risk of digital divide [3,18].

**Involvement of a Health Care Perspective**

There is a gap in involving a health care perspective. By this we refer to involvement such as integrating health care professionals' views in order to understand how patients have been empowered when participating in online communities and to understand how online communities can be used and acknowledged as a complement to traditional health care. In all papers that were included, there were recommendations for professionals to be better involved and positive toward patient usage. However, only one paper [48] explicitly described how this could be managed. In order for professionals to see the potential of online communities or follow recommendations from research, there need to be strategies on how the use of established and designed online communities should be practiced in daily work and service routine [74,82].

Another limitation was difficulty in identifying level of participation of health care professionals contributing to content...
in online communities and how it affected patients. Patients and professionals are considered complementary actors of the patient empowerment experience [5,6]; therefore, the health care professionals’ perspective in relation to patient usage should be more involved and highlighted in online community research. This limitation identified in the papers that were included might depend on the conduct of search strategy and inclusion and exclusion criteria of this systematic review (Table S1, Multimedia Appendix 2).

Measurement of Patient Empowerment

Measurement and definition of patient empowerment were also a limitation in selected papers. In inductive approach papers, patient empowerment was mainly measured through respondents stating they felt empowerment, while in deductive papers through measurements. There were many individual adaptations of measurement tools, which made it difficult to evaluate the quality of studies [19]. These limitations depend on patient empowerment as a concept that has many different definitions and interpretations depending on context and diagnosis [5,6,10,67,72-74]. Another reason can be that there are few validated analytical frameworks that can be used when evaluating health-related effects in online health communities [19]. Therefore, we propose a revised framework that aims to evaluate different levels of patient empowerment, and progression made through online communities. This framework was developed during the analysis process.

Framework of Patient Empowerment Levels

Based on the findings in this systematic review in relation to the limitations identified, we propose a revised framework for empowerment consisting of hierarchical levels (Table 5). These hierarchical levels can be used to identify in which way an online community can support patient empowerment processes or to construct trajectories of progress based on the patients’ needs and where the patients are on their journey. Additionally, the framework can give guidance in how to methodically identify hierarchical levels of patient empowerment. By hierarchical levels we mean levels that can describe phases that patients are currently in, which can make it easier to evaluate paths for progression. There is a general consensus regarding progression as part of the empowerment concept, regardless of which concepts of patient empowerment are being used to discuss it [1,6,7,10,79-81]. Therefore, when discussing online communities in relation to patient empowerment, progression within specific phases is an important aspect. The progression affects the way the patients perceive their own empowerment and how susceptible they are to motivation and effects of self-care, their feelings of control, and the way they conduct contact with health care professionals. It is also important to keep in mind that not all patients want or have the ability to progress.

Additionally, the level of empowerment also affects how patients use online communities as support in the process of progression and how they support others, which in turn affects the collective empowerment (Table 5). Identifying where a patient is in the progression process is therefore an important aspect and the framework can be used to do so. However, it is important to keep in mind that people who have satisfied their informational and support needs may choose to leave the community or do not want to continue their empowerment progression by becoming producers or patient mentors in the online community. The reason might be that they believe to have completed their diagnostic journey, thus do not want to be reminded of their previous situation [83]. Another aspect to consider before using this type of framework is the nonlinearity of potential empowerment progression, that can happen if, for example, a new diagnosis or something else happens that affect management of condition and trajectory. Another example to consider is that several levels could occur simultaneously and might depend on the structure of the online community [21-23].

No matter what, the most important aspect to keep in mind is that not all patients want or have the ability to progress; therefore, we recommend that others evaluate this framework with caution.

Table 5. The proposed hierarchical framework of patient empowerment levels.

<table>
<thead>
<tr>
<th>Hierarchical level of patient empowerment</th>
<th>Definition of level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1: Motivated patient</td>
<td>The motivated patient is motivated to adhere to treatment and information given by the professional but lets the professional take the leading role within health care consultation.</td>
</tr>
<tr>
<td>Level 2: Self-cared patient</td>
<td>The self-cared patient takes control over disease and seeks information and knowledge that will help improve self-management or takes a leading role in health consultation. The patient uses the online community in order to get a second opinion or support potential void of information or knowledge from health care, regarding emotional or social aspects of living with the disease. At this level, the patient is thus more driven and uses online communities as complements as to traditional health care and has taken ownership of the disease.</td>
</tr>
<tr>
<td>Level 3: Producing patient</td>
<td>The producing patient means that the patient is not just a passive consumer of care since the patient wants to help others by sharing their experiences with disease and health care process. The context behind helping others might depend on the patient wanting to learn, and simultaneously gain status and satisfaction, in order to improve emotional or mental health. Additionally, the context of learning and gaining status or satisfaction and how it improves emotional or mental health could be an outcome of helping others.</td>
</tr>
<tr>
<td>Level 4: Patient activist</td>
<td>Collective empowerment is considered to be the patient having the aim of informing or helping others in order to develop or change policies and awareness in health care. Patients’ experiences become evidence-based and used by health care professionals.</td>
</tr>
</tbody>
</table>
Limitations of This Work

Way of Reporting Included Papers

The main characteristics of papers that were included were individually reported (Multimedia Appendix 6). However, full descriptions of details such as country of origin, the sample size of respondents, and the online community's domain were not always presented. Papers differed with their transparency, which made it difficult to report consistently and took a lot of time. Hence, we decided to exclude categories typically reported in systematic reviews, which may limit the transparency and quality of our findings. Therefore, we recommend future research to divide the work of systematic review into phases of looking into specific details of the papers that were included and reporting them in a particular time period in order to make it time-efficient and simultaneously maintain the quality of work that is expected of systematic reviews [24,34,84].

No Quality Rating

It could be argued that it is standard to use quality rating of papers that were included in systematic reviews to evaluate risk of bias and how to evaluate the validity of the findings identified [24,84]. The reason for not including quality rating in this systematic review was based on wanting to focus on how to visualize the analysis of patient empowerment in order to make potential contribution of making the concept clear when put into specific context [5,6,9]. Additionally, it was difficult to evaluate which type of quality rating standard should be used since the papers that were included varied (in measuring empowerment and context of studies; Multimedia Appendix 6).

Conclusion and Future of Patient Empowerment in Online Communities

This systematic review shows in which ways participation in online communities could support patient empowerment. The main findings indicated that online communities supported patient empowerment in the way of meeting emotional need of handling condition and the possibility of patients becoming equal contributors to the patient-provider relationship. An additional finding was that online communities supported both process and outcomes of patient empowerment. The main contribution of this systematic review is a framework and conceptualization of how patient empowerment in online communities can be understood, evaluated, and designed for empowerment progression and support. Based on identification of main findings, we suggest that future work look specifically toward 3 main areas of interest: (1) study recruitment methods; (2) involvement of a health care perspective; and (3) measurement of patient empowerment. Based on all suggestions, we propose that our framework can be used to evaluate different levels of patient empowerment and progression through online communities.
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Abstract

Background: Noncommunicable diseases (NCDs) are associated with the burden of premature deaths and huge medical costs globally. There is an increasing number of studies combining a multiple health behavior change (MHBC) intervention paradigm with eHealth approaches to jointly promote weight-related health behaviors among people with NCD; yet, a comprehensive summary of these studies is lacking.

Objective: This review aims to meta-analyze the effectiveness and systematically summarize the characteristics of the relevant intervention studies for improving the outcomes of physical activity, healthy diet, and weight among people with NCD.

Methods: Following PRISMA guidelines, 4 electronic databases (PsycINFO, PubMed, Scopus, SPORTDiscus) were systematically searched to identify eligible articles based on a series of inclusion and exclusion criteria. Article selection, quality assessment, and data extraction were independently performed by 2 authors. The standardized mean difference (SMD) was calculated to evaluate the effectiveness of interventions for 3 intervention outcomes (physical activity, healthy diet, and weight), and subsequent subgroup analyses were performed for gender, age, intervention duration, channel, and theory. Calculations were conducted, and figures were produced in SPSS 22 and Review Manager 5.3.

Results: Of the 664 original hits generated by the systematic searches, 15 eligible studies with moderate to high quality were included. No potential publication bias was detected using statistical analyses. Studies varied in intervention channel, intensity, and content. The meta-analysis revealed that the eHealth MHBC interventions significantly promoted physical activity (SMD 0.85, 95% CI 0.23 to 1.47, P=.008) and healthy diet (SMD 0.78, 95% CI 0.13 to 1.43, P=.02), but did not contribute to a healthy weight status (SMD –0.13, 95% CI= –0.47 to 0.20, P=.43) among people with NCDs, compared to the control conditions. Results from subgroup analysis indicated that theory-based interventions achieved greater effect than nontheory-based interventions in promoting physical activity, and interventions with traditional approaches (SMS, telephone) were more effective than those with modern internet-based approaches in promoting healthy diet.

Conclusions: The results of this review indicates that eHealth MHBC interventions achieve preliminary success in promoting physical activity and healthy diet behaviors among people with NCD. Future studies could improve the intervention design to achieve better intervention effectiveness.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019118629; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=118629
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Introduction

Noncommunicable diseases (NCDs) pose a major threat to global public health. NCDs, such as cardiovascular diseases, cancers, and diabetes, are the leading causes of death worldwide, causing 41 million deaths each year, equivalent to 71% of all deaths globally [1]. Furthermore, NCD-related medical costs significantly contribute to health care expenditure in many areas around the world [2,3].

For people with NCDs, in addition to obtaining traditional medical treatment, it is essential to adopt a healthy lifestyle through health care intervention in order to avoid further progression and relapse of NCDs [4]. In the recent 15 years, multiple health behavior change (MHBC, namely addressing no less than 2 health behaviors within a limited time period) has demonstrated early success in facilitating a healthy lifestyle among people with NCDs [5-7]. A statement in the Lancet pointed out that weight-related healthy behaviors including regular physical activity (PA) and healthy diet are promising interventions to control the NCD crisis globally [8].

The rationale of applying MHBC to weight-related behavior change is that most of the weight-related unhealthy behaviors (ie, physical inactivity, unhealthy diet) co-occur and are modifiable [6,9,10]. This assumption was empirically supported by a longitudinal study in which an unhealthy diet and physical inactivity strongly contributed to the onset of NCDs and a chain of negative effects including mortality and increasing health care costs [11]. Moreover, it was proposed that “the effect of a small step leading to a big leap forward” also applied to MHBC. A relatively easy health behavior change may serve as a gateway to an overall healthy lifestyle transition, as positive psychological factors such as self-efficacy and motivation can be boosted along with the initial behavior change, which in turn positively affects the subsequent one [9].

In applying MHBC among people with NCDs, a cost-effective mode is to employ up-to-date eHealth approaches by using information and communication technologies [12,13]. With the increasing number of people with NCDs, the traditional face-to-face intervention paradigm can hardly meet the needs of the population with NCDs. Thus eHealth, as an emerging delivery channel for health services and information using the internet and related technologies and media (eg, computers, smartphones), can be a potentially useful supplement for traditional interventions for the population with NCDs in aftercare family settings after discharge [14]. eHealth interventions also break the distance limitation and thus are highly recommended for their low cost, high efficiency, and easy data collection [15]. Many reviews have already shown substantial effects of employing eHealth approaches in addressing a single behavioral domain of either PA or healthy diet among people with NCDs [16,17]. For example, Haberlin et al [16] reviewed the use of eHealth to promote PA in cancer survivors and found that all the 10 included studies reported improvements in PA, with 8 of 10 studies reporting statistically significant changes.

There is an increasing number of studies combining the MHBC intervention paradigm with eHealth approaches to jointly promote weight-related health behaviors (PA and healthy diet) among people with NCDs [18,19]. However, a comprehensive summary of these relevant studies regarding the overall effects and study characteristics is still lacking. To fill this gap, this review mainly aimed to systematically summarize the characteristics of the relevant intervention studies and then pool the effect sizes from the relevant studies to accurately quantify the effects of those interventions on PA, healthy diet, and weight. Findings of this review can provide recommendations for researchers and clinicians to develop effective eHealth intervention programs to promote PA and healthy diet among people with NCDs.

Methods

Search Strategies

This review was conducted and is reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, and the protocol can be retrieved from the PROSPERO database (Registration ID: CRD42019118629) [20]. According to the initial registration, we planned to search relevant articles from both English and Chinese databases. Yet, during the implementation, we found that articles retrieved from Chinese databases were unable to meet the quality standard due to misreporting of critical information (eg, participant characteristics, intervention details) [21]. Thus, we only focused on articles in English databases. A series of structured electronic searches was performed in 4 English databases including PsycINFO, PubMed, Scopus, and SPORTDiscus, focusing on MHBC eHealth interventions regarding weight-related health behaviors (PA and dietary behaviors). The procedures guiding article inclusion are presented in the flow chart in Figure 1. The specific search terms connected with Boolean operators can be seen in Multimedia Appendix 1. The searches were limited to studies with human participants and to publishing dates between 01/01/2000 and 01/03/2020.

All articles identified in the search strategy were exported into reference management software (Mendeley) for duplicate checking and further screening. The reference lists of eligible articles were further reviewed to identify other relevant studies. Relevant reviews that emerged from the search strategy were checked for any additional studies. Grey literature (eg, working papers, unpublished studies, conference proceedings or abstracts, dissertations) was not considered eligible.
Study Inclusion and Exclusion Criteria

**Type of Participants**
The population targeted in this review was people of all genders and any age range with NCDs (e.g., cardiovascular diseases, cancers, chronic respiratory diseases, diabetes). Exclusion criteria included studies with participants who were <18 years old, were pregnant or lactating, or had a special condition or other comorbidities that seriously affected their feeding ability and physical mobility (e.g., physical disability).

**Type of Intervention or Phenomena of Interest**
We included studies that evaluated eHealth interventions with the primary aim of affecting behavior change that at least simultaneously incorporated PA and healthy diet behaviors. As such, studies with other irrelevant purposes (e.g., investigation of behavioral patterns, investigation of the effectiveness of medical therapy, no eHealth intervention arm) were excluded.

**Comparators**
Comparators were defined as control groups without an intervention or non-eHealth intervention groups (e.g., face-to-face intervention, pamphlet intervention, mass media intervention). Included studies had to compare an eHealth intervention group to at least a control group or a non-eHealth intervention group.

**Type of Studies**
Articles of randomized controlled trials were eligible for inclusion. Pure qualitative assessments of the effectiveness of an intervention were not eligible.

**Type of Outcomes**
This review primarily focused on the following behavioral outcomes measured by either subjective or objective approaches:
(1) PA-related outcomes: energy expenditure, steps, time spent in moderate to vigorous PA (MVPA) and (2) healthy diet–related outcomes: energy intake, macronutrient composition (carbohydrate, protein, and lipids), core food group consumption (eg, all healthy components, vegetables, fruit, grain). The included articles should address both PA and healthy diet–related outcomes. In addition to the aforementioned primary outcomes, weight-related outcomes (eg, body weight, BMI, waist circumference, body fat, waist-to-hip ratio) were also considered as secondary outcomes.

**Data Extraction**

Data extraction was performed according to a study-created extraction tool; the main framework of the extraction tool was drawn from a previously published example [22]. Two authors conducted the initial data extraction, and a third reviewer was consulted if any discrepancies in data extraction were identified. The following information was extracted: (1) basic study characteristics including the first author, date of publication, and country of origin; (2) participant characteristics including sample size, age, gender ratio (female), disease type, and recruitment location; (3) intervention characteristics including delivery channel, intervention duration and intensity, underpinning theories, control group information, and detailed intervention content; (4) outcome measures including measurement of the outcomes and measuring points; and (5) main results including intervention completion ratio and converted effect size (standardized mean difference [SMD]).

**Bias Assessments**

Risk of bias was independently assessed by 2 authors according to the “Cochrane Collaboration’s tool for assessing risk of bias” (selection, performance, detection, attrition, reporting, and other biases) [23]. Disagreement between the reviewers was resolved through mutual discussion until consensus was finally reached. In addition, publication bias was assessed using a nonparametric test based on the rank correlation between the estimated treatment effect and its variance [24].

**Strategy for Data Synthesis and Meta-analysis**

Results were pooled in the meta-analysis if the final values at postintervention were available. For the articles with continuous data, numbers of participants, mean scores, and SDs of the outcome variables were extracted to calculate the SMD: \( \frac{\sqrt{\overline{m}^2 - m^2}}{\sqrt{\overline{s}^2 - s^2}} / 2 \), where \( m \) is the mean and \( s \) is the SD.

For the articles with dichotomous data, the numbers of people in each category of both intervention and control groups were extracted to calculate the odds ratio (OR): \( \frac{N_a \times N_c}{N_b \times N_c} \), where \( N_a \) is the number of adherents in the intervention group, \( N_b \) is the number of adherents in the control group, \( N_c \) is the number of nonadherents in the intervention group, and \( N_c \) is the number of nonadherents in the control group.

For the convenience of further calculation, the ORs were arithmetically converted to SMDs using a spreadsheet [25]. It should be noted that the effect size of some negative outcomes (eg, fat intake, BMI, unhealthy diet) were reverse coded into positive values.

For studies with multiple effect sizes in a particular scope of outcome (eg, PA-related outcomes, light PA, MVPA simultaneously), we used the weighted arithmetic averaging method to pool the effect sizes into a synthesized size [26]. Taking the study of Bantum et al [27] as an example, in this study there were 2 effect sizes regarding PA-related outcomes (SMD .16, light PA; SMD .38, MVPA). Since the sample sizes of these 2 effective sizes were equal (50% weighting each), the synthesized SMD for PA was \( \frac{0.16 + 0.38}{2} = 0.27 \).

For the issues of missing data and statistics (eg, cases such as SDs and means not reported), we first resorted to statistical conversion (eg, convert 95% CI to SD). If it could not be statistically converted, we then contacted the authors directly for the datasets. If neither approach worked out, we excluded the unqualified studies listwise for the meta-analyses.

Finally, effect sizes were synthesized using a random effects model [28]. We adopted the random effects model because it allows inferences that generalize beyond the studies included in the specific meta-analysis [28]. A positive SMD reflects the between-group difference in favor of the eHealth MHBC intervention group over the control group (ie, increase in outcomes regarding PA, healthy diet, and healthy weight such as healthy BMI range). The pooled effect sizes are presented in forest plots that allow readers to see the information from the individual studies that went into the meta-analysis at a glance [29]. Heterogeneity was assessed using the recommended P for Cochrane reviews [30]. Subgroup analyses were performed based on 5 binary variables: (1) gender (ratio of female participants ≥50% vs <50%), (2) age (participants’ mean age ≥55 years vs <55 years), (3) intervention duration (≥24 weeks vs <24 weeks), (4) theory (whether the intervention was guided by theory), and (5) intervention channel (pure SMS or telephone vs internet- or web-based).

All data calculations (publication bias tests, effect size syntheses, heterogeneity tests, subgroup analyses) in this meta-analysis were conducted using SPSS 22.0 [31] with the syntaxes provided by Field and Gillett [28]. All the qualitative extractions (information extraction, risk of bias assessment) and figure productions were facilitated by Review Manager 5.3 [32].

**Results**

**Study Characteristics**

The initial systematic search yielded a total of 664 articles (see Figure 1). After duplicate deletion and screening of abstracts and full texts, 12 articles met the inclusion criteria, with 3 additional articles added by hand searches. In total, 15 studies met the inclusion criteria and did not meet the exclusion criteria targeting improvements in PA, healthy diet, and weight status among participants with NCDs. Due to the oversize issue, the main contents of each study are summarized in Multimedia Appendix 2. Of the 15 studies identified, 4 were conducted in the United States [26,33-35], 2 each in Canada [36,37] and India [38,39], and 1 each in China [18], Pakistan [40], Korea [41], the Netherlands [19], New Zealand [42], and the United Kingdom [43]. Notably, 1 study recruited its sample globally in Canada, the United Kingdom, and the United States [44].
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Study participant numbers (intervention group and control group together) ranged from 59 [41] to 683 [37], with a mean sample size of 315 participants (SD 215 participants). The participants’ average age ranged from 42.3 years [41] to 73.0 years [44]. For the gender ratio, 2 studies notably recruited predominantly or all (≥80%) male participants [38,42], while another 2 studies recruited female participants (>80%) [26,41]; 1 study did not report gender information [39]. Various NCD types were covered, among which, the top 3 addressed diseases were heart disease [18,34,37,42,43], cancer [19,26,41,44], and diabetes [33,38-40].

Various intervention channels and media were applied, including web sites or pages, telephone counselling, and SMS. Compared with the traditional SMS-only and telephone-only interventions, adding web-based materials in interventions were more prevalent (8/15, 53%). Notably, many studies adopted a mixed-channel intervention, such as combining a web-based intervention with SMS reminders and offline peer support or group meetings [26,33] or combining web-based intervention material with SMS or telephone reminders [18,19,41]. The intervention durations ranged from 6 weeks [26] to 1 year [39,43]. Of the included studies, 9 designed interventions of no shorter than 24 weeks, whereas 6 studies designed interventions shorter than 24 weeks. The majority (9/15, 60%) of the included interventions were designed based on a particular theory, and among the interventions with a theoretical backdrop, the Transtheoretical Model (6/15, 40%) and Social Cognitive Theory (4/15, 27%) were the top 2 frequently supporting theories.

All 15 studies evaluated both PA and healthy diet–related outcomes. However, 2 studies [34,35] did not provide SDs of both the PA and healthy diet postintervention outcomes. We failed to obtain these missing results from the corresponding authors via email, thus making these studies ineligible for the meta-analysis. In addition, 4 of the 15 studies assessed weight-related outcomes [33,38-40]. The intervention completion rate (mean numbers of participants who finished the entire intervention divided by the number of participants at baseline) ranged from 70.9% [39] to 96.7% [19].

Bias and Heterogeneity Assessments

As can be seen in Figure 2, the risk of bias assessment indicated that the included articles were quite high in quality. For the publication bias examination, the statistical results showed no potential publication bias regarding the 3 intervention outcomes of PA (Kendall tau=.21, P=.33), healthy diet (Kendall tau=.26, P=.22), and weight (Kendall tau=.33, P=.50).
**Figure 2.** Risk of bias in individual studies (k = 15).

**Intervention Effectiveness**

In the following sections, the synthesized results regarding PA-related, diet-related, and weight-related outcomes are introduced individually. The main results are visualized in the forest plot in **Figure 3**.
Figure 3. Meta-analysis of outcomes related to physical activity (PA; panel 1), diet (panel 2), and weight (panel 3). CG: control group; IG: intervention group.

PA-Related Outcomes

The synthesized effect size from the 13 studies demonstrated significant differences in total PA between intervention and control groups at postintervention (SMD 0.85, Z= 2.67, 95% CI 0.23 to 1.47, P=.008; see panel 1 in Figure 3). According to the rule of thumb [45], an SMD of 0.85 should be considered a large effect size. The heterogeneity test did not show significance among PA-related outcomes (\(\chi^2_{12}=19.66, P=.07, I^2=39\%\)). For the subgroup analyses, gender (\(\chi^2=0.44, P=.51\)), age (\(\chi^2=1.78, P=.18\)), intervention duration (\(\chi^2=0.98, P=.32\)), and intervention channel (\(\chi^2=0.75, P=.39\)) were all not significantly related to the intervention effectiveness. Noticeably, whether the intervention was based on theory (\(\chi^2=2.41, P=.12\)) marginally approached the subgroup
significant difference. Specifically, interventions based on theories (SMD 1.22, Z=2.13, 95% CI 0.10 to 2.34, P=.03) achieved better effectiveness than nontheory-based interventions (SMD 0.30, Z=1.83, 95% CI –0.02 to 0.61, P=.07).

Healthy Diet–Related Outcomes

In terms of the remaining 13 studies, significant differences in healthy diet behaviors were demonstrated between intervention and control groups at postintervention (SMD 0.78, Z=2.34, 95% CI 0.13 to 1.43, P=.02; see panel 2 in Figure 3). According to the rule of thumb [45], an SMD of 0.78 should be considered a medium effect size. Concerning the heterogeneity tests, significant heterogeneity was revealed among healthy diet–related outcomes (χ²=25.69, P=.01, I²=53%). For the subgroup analyses, gender (χ²=0.67, P=.46, P=.50), intervention duration (χ²=2.11, P=.65), and whether the intervention was based on theory (χ²=1.28, P=.26) were not significantly related to the intervention effectiveness. However, the intervention channel was marginally related to the intervention effectiveness (χ²=2.59, P=.10). Specifically, interventions with traditional SMS or telephone counselling (SMD 1.54, Z=2.05, 95% CI 0.07 to 3.01, P=.04) achieved better effectiveness than web-based interventions (SMD 0.30, Z=1.70, 95% CI –0.05 to 0.64, P=.09).

Weight-Related Outcomes

There were only 4 studies examining weight-related outcomes. Results did not show a significant difference in weight status between intervention and control groups at postintervention (SMD –0.13, Z=0.79, 95% CI –0.47 to 0.20, P=.43; see panel 3 in Figure 3). Insignificant heterogeneity was shown among weight-related outcomes (χ²=2.82, P=.42). I² could not be calculated due to the small number of studies. Since subgroup analyses is not recommended when any subgroup has <4 studies [46], we did not conduct the subgroup analysis for the weight-related outcomes.

Discussion

Principal Findings

This review systematically identified 15 studies that investigated the effectiveness of MHBC eHealth interventions aimed at improving PA–, healthy diet–, and weight-related outcomes among people with NCDs. The results showed that the MHBC eHealth interventions significantly promoted both PA and healthy diet outcomes among people with NCDs. However, the results did not show significant intervention effectiveness regarding weight changes. These results are in partial agreement with the review findings of Amireault et al [47], which showed MHBC interventions regarding PA– and healthy diet–related behaviors could significantly improve PA behaviors among cancer survivors. Yet, the findings from our review differ from the findings of the review by Alageel et al [48], which demonstrated the majority of MHBC interventions for patients with cardiovascular diseases could not achieve significant changes in either PA behavior or fruit and vegetable consumption. Regarding effect sizes, MHBC eHealth interventions achieved a large effect size in terms of PA (SMD 0.85) and healthy diet (SMD 0.78) behaviors [45]. The effect sizes from our meta-analysis are larger than the effect sizes of 2 meta-analyses synthesizing eHealth interventions on PA behavior in older people (SMD 0.79) [49] and fruit and vegetable intake in a healthy population (SMD 0.26) [50]. This might be due to the fact that we targeted people with NCDs who are already impacted by diseases. Thus, the populations in our meta-analyses might be more motivated and willing than other healthy populations to change their health behaviors, thus reaping more positive intervention effects [51].

Though all the included intervention studies adopted an MHBC eHealth approach, there was still a high variability in participants (eg, cultural backgrounds, age), intervention characteristics (eg, intervention channel, content, duration), and outcome measurements. This indicates that, as an emerging intervention paradigm, MHBC eHealth interventions are in the exploratory phase and do not have relatively well-acknowledged intervention guidelines or standards such as CONSORT [52]. Despite this high variability, we still found notable trends. First, the eHealth intervention channel has clearly changed from traditional SMS-based or telephone counselling to modern, multimedia, web-based or smartphone-based interventions. Since 2015, except for 1 article using a traditional telephone-based intervention [34], all interventions were web-based. With the convenience of an internet connection and the popularity of smartphone usage in daily life, it has been predicted that future interventions via smartphone apps are promising for better promotion of a healthy lifestyle among people with NCDs [13]. Second, the intervention contents of most included studies mainly focused on health behavior education and counselling without substantial behavioral tutorials; this might be due to the present limitations of the eHealth intervention channel. The commonly used intervention paradigm was to select a particular health behavior change theory as the framework and further promote the effective elements (e.g., motivation, planning, and self-regulation) of the chosen theory. Such commonly used approaches did achieve significant medium-sized effectiveness of the intervention (SMD around 0.8) in changing the weight-related health behaviors of PA and healthy diet. To further increase the intervention effectiveness, a dual-process approach (ie, focusing on both conscious and nonconscious processes of behavior change) [53,54] and a social-ecological approach (ie, involving policy-level, environmental, and personal factors) may be prudent [55,56].

Third, regarding the outcome measurements, the majority of studies used self-report measures. Self-report is a feasible, economic, and time-saving approach for data collection [57], but it also has limitations of high subjectivity and low accuracy caused by social desirability and reporting bias. With the advancement of technology, more objective approaches of data collection regarding PA (eg, geo-information, system-based recording; wearable device–based recording), healthy diet (eg, food photography, computer-assisted recall), and weight (eg, electronic scale data collection) are recommended to improve the accuracy during data collection [58].
Fourth, follow-up analyses were generally lacking in the intervention designs. Most of the included studies measured outcomes twice (preintervention baseline and postintervention). Long-term and maintenance effects of MHBC eHealth interventions on both PA and healthy diet behaviors among people with NCDs were not therefore validated. Given that the MHBC eHealth intervention is in its infancy, these first studies were mainly to examine whether eHealth interventions with PA and healthy diet could be effective. As advocated [6,13], the next stage in this research is to explore how and under what conditions these initial changes can be maintained by adding longer follow-up designs.

Regarding the intervention effectiveness, we adopted analytical methods proposed in previous relevant systematic review articles to pool the effect sizes by different outcomes [47,59]. This approach can effectively reduce the difficulty of data processing and improve the clarity of results presentation. On the other hand, this approach somewhat ignored the overall effect of a particular intervention program. Our results only indicated that MHBC eHealth interventions targeting people with NCDs, on average, can significantly promote PA and healthy diet; it has yet to be confirmed that MHBC eHealth interventions can successfully promote an entire pattern of weight-related health behaviors among people with NCDs. In the future, as the volume of MHBC studies increases, a well-acknowledged index to indicate the overall effect size of MHBC interventions is expected to be developed for better evaluation of intervention effects.

Interestingly, the post hoc subgroup analyses did not find any significant moderators influencing intervention effectiveness. However, the results did reveal some potential moderators (ie, whether the intervention was based on theory, intervention channel) reaching marginal significance, which is noteworthy given the small sample size of studies. Interventions based on theories achieved significant effectiveness for promoting PA behaviors, while those without any theoretical basis did not. The results are consistent with previous meta-analyses regarding using theory in health behavior promotion [60-63]. And interestingly, interventions with traditional intervention media achieved better effectiveness than web-based interventions for promoting healthy diet behaviors. The reason might be that some of the included web-based interventions were lacking direct virtual communication or periodic reminders, which might potentially hinder the intervention effectiveness [36,43]. This inference could be supported by previous research that web-based interventions can achieve a desirable effect only when adding additional methods of communication with participants, especially the use of SMS or text messages [61].

Also interestingly, intervention duration did not have a significant impact on intervention effectiveness for either PA or healthy diet behaviors; a possible explanation might be that the intervention frequency and intervention sequence were not considered [64]. In summary, we recommend future MHBC eHealth interventions combine web-based intervention material with traditional periodic calling or reminders through virtual contact and pay more attention to intervention quality and sequence arrangement among multiple health behaviors for achieving better intervention effectiveness.

Limitations
Three limitations of this review should be acknowledged. First, despite our best efforts to conduct a thorough literature search in the limited databases, it may still have resulted in the omission of suitable topics or related studies due to not including key terms or research outside the time span that was searched. Second, bias might be present in some included studies because they lacked a registered protocol, used inappropriate statistical methods, and had missing information [39,40,43], which therefore suggests additional caution should be taken in interpreting the findings from these trials and the pooled effect sizes. Third, there was a high degree of heterogeneity (ie, participant characteristics, intervention types and lengths, and outcome measurements), and the small number of studies could lead to cautious interpretation of the synthesized results.

Conclusions
To the best of our knowledge, this review is the only study that has attempted to synthesize the literature regarding the effectiveness of MHBC eHealth interventions on PA, healthy diet, and weight for people with NCDs. Such MHBC eHealth studies have emerged in recent years as a new trend in aftercare rehabilitation settings. The current review significantly contributes to the eHealth- and NCD-related literature by identifying research priorities and providing preliminary evidence for clinical decision making. This review indicates that MHBC eHealth interventions have obtained preliminary success in promoting PA and healthy diet behaviors among people with NCDs. The identification of critical intervention characteristics such as being theory-based and adding communication elements to web-based intervention material are essential for maximizing the effects of MHBC eHealth interventions in promoting weight-related behaviors among people with NCDs. Based on this review study, it is expected that further investigations will make recommended improvements on the intervention design in order to ultimately enhance the well-being of people with NCDs.

Acknowledgments
We would like to thank Professor Martin Hagger for his helpful instruction and advice on the statistics for the meta-analysis. This research was not supported by a specific grant from any funding agency.
Authors' Contributions

YD, BS, and RR designed the study and revised the manuscript. BS and YD drafted the manuscript. BS, WL, GD, MY, and YD screened and selected the studies. BS, GD, MY, and YD extracted the data. BS, GD, and YD analyzed the data. All the authors read and approved the final manuscript.

Conflicts of Interest

None declared.

Multimedia Appendix 1

The search strategies of the systematic review. [DOCX File, 16 KB - jmir_v23i2e23786_app1.docx]

Multimedia Appendix 2

Detailed records of eligible studies (k= 15). [DOC File, 78 KB - jmir_v23i2e23786_app2.doc]

References


29. Higgins JPT, Green S. Cochrane handbook for systematic reviews of interventions, Version 5.0. 2008. URL: https://training.cochrane.org/handbook/archive/v5.0.0/ [accessed 2021-02-06]


Abbreviations

MHBC: multiple health behavior change
MVPA: moderate to vigorous physical activity
NCD: noncommunicable disease
OR: odds ratio
PA: physical activity
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
SMD: standardized mean difference

©Yanping Duan, Borui Shang, Wei Liang, Gaohui Du, Min Yang, Ryan E Rhodes. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 22.02.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
An Education Framework for Effective Implementation of a Health Information System: Scoping Review

Tharshini Jeyakumar1,2, BSc, MHI; Sarah McClure1, CTDP; Mandy Lowe1,3, MSc, OT Reg (Ont); Brian Hodges1,4,5, PhD, MD, FRCPC; Katharine Fur1, CTDP; Mariquita Javier-Brozo1, BASc, RD; Maria Tassone1,6, BScPT, MSc; Melanie Anderson1, BAH, MLIS; Tim Tripp1, BSc, MLIS; David Wiljer1,2,4,7, PhD

1University Health Network, Toronto, ON, Canada
2Institute of Health Policy, Management and Evaluation, University of Toronto, Toronto, ON, Canada
3Department of Occupational Science and Occupational Therapy, Faculty of Medicine, University of Toronto, Toronto, ON, Canada
4Department of Psychiatry, Faculty of Medicine, University of Toronto, Toronto, ON, Canada
5Wilson Centre, Toronto, ON, Canada
6Department of Physical Therapy, Faculty of Medicine, University of Toronto, Toronto, ON, Canada
7Office of Education, Centre for Addiction and Mental Health, Toronto, ON, Canada

Corresponding Author:
David Wiljer, PhD
University Health Network
190 Elizabeth Street, R. Fraser Elliot Building RFE 3S-441
Toronto, ON, M5G 2C4
Canada
Phone: 1 416 340 4800 ext 6322
Email: David.wiljer@uhn.ca

Abstract

Background: To optimize their use of a new Health Information System (HIS), supporting health care providers require effective HIS education. Failure to provide this education can significantly hinder an organization’s HIS implementation and sustainability efforts.

Objective: The aim of this review is to understand the most effective educational strategies and approaches to enable health care providers to optimally use an HIS.

Methods: Ovid MEDLINE, Ovid Embase, EBSCO Cumulative Index to Nursing and Allied Health Literature, and EBSCO Education Resources Information Center were searched to identify relevant papers. Relevant studies were systematically reviewed and analyzed using a qualitative thematic analysis approach.

Results: Of the 3539 studies screened, 17 were included for data extraction. The literature on the most effective approaches to enable health care providers to optimally use an HIS emphasized the importance of investing in engaging and understanding learners in the clinical context, maximizing the transfer of learning to care, and designing continuous and agile evaluation to meet the emerging demands of the clinical environment.

Conclusions: This review supports the advancement of a new HIS learning framework that organizational leaders and educators can use to guide HIS education design and development. Future research should examine how this framework can be translated into practice.

(J Med Internet Res 2021;23(2):e24691) doi:10.2196/24691
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Introduction

Background

Health Information Systems (HISs) have been proposed as one solution in a multipronged organizational approach to transforming the quality of care delivered, increasing patient safety, and reducing health care costs [1]. An HIS is defined as a system designed to integrate data collection, processing, and reporting and the use of health information to influence policy making and improve health service effectiveness and efficiency [2]. This enables the facilitation of health information sharing among multiple authorized custodians across the health care continuum in support of clinical efficiency and optimal quality care [3]. Challenges to HIS implementation can result from staff and care providers being unfamiliar with the system features and functionalities, thus encumbering the ability of staff and providers to use HIS in their work environment most effectively. Given the rapid pace of adoption of digital HISs globally and the skills needed to effectively use HISs in practice, it is crucial to support and educate health care providers at all levels, across all areas of the health system, and as close to implementation as possible, on how the HIS system can be leveraged to improve clinical practice. Simply teaching the system is not sufficient to successfully enable learners (entry-to-practice and practicing health care staff) to use new technology.

As health care organizations respond to budgetary, regulatory, and societal pressures to implement an HIS, care providers are confronted with an ever-increasing technology-enabled care environment [4]. Paradoxically, although the implementation of HISs is meant to create efficiencies, their widespread diffusion and accompanying complexity have been associated with a growing recognition of clinician dissatisfaction and burnout [5]. However, health care providers see education as integral to use technology successfully [4]. On the basis of the model of skill acquisition, Bredfeldt et al [1] determined that educating novices entails more than just imparting knowledge. Further, it is essential to provide education that is pertinent to address learning needs and provide an opportunity to learn the nature of the real setting and its associated variability [1]. It is also imperative to acknowledge learners’ expertise and engage them throughout all phases in the development of the educational program [6]. This may be especially true for health sciences students and trainees who may have deeper knowledge of using various technologies, thereby having the potential to play a role of educator or facilitator with supervisors in practice. Furthermore, education may enable care providers and staff to understand the concepts underlying the different HIS tasks as the emerging needs of their clinical practice continuously evolve rather than simply learning the features of an HIS. HIS education can also influence user adoption and the ability of health care providers and staff to effectively use the technology [4]. On the basis of learners’ feedback in the study, McAlernan et al [7] noted that staff who received excellent education and hands-on experience with an information technology system adopted realistic expectations and achieved a sense of control within the HIS environment. Adequate education and support, technology literacy, and overall competencies of health providers were identified as critical factors in HIS implementation.

Many information technology users encounter a steep learning curve at the initial stages of implementation and can take several years to become an expert in the features and functions of a system [8]. McLean et al [8] suggested that users’ attitudes toward system use in the initial stages could be leveraged to gain valuable insights into how the system will be used in the later stages. Thus, education remains a critical component in understanding the benefits of HISs and attaining value-added use, particularly during the adoption or early stages of implementation [8,9]. Furthermore, to enable ongoing learning in using an HIS adeptly, education strategies will need to be evaluated and refined over time, as education will need to continuously evolve to meet users’ needs and comfort level with the HIS [8,9].

In several HIS implementation projects, inadequate HIS education has led to challenges in the adoption and suboptimal use of the system. An example is an electronic health record (EHR) implementation project at Cedars Sinai Hospital, California, where a dearth of staff education contributed to poor adjustment to the new system and created a sense of fear and apprehension [10,11]. Consequently, this lack of education threatened staff autonomy and eventually contributed to the rejection of the HIS and project failure [10,11].

Objectives

As HISs become an integral part of patient care, building an effective educational strategy may ultimately aid in the successful implementation and sustainment of an HIS. Recognizing the importance of education programs in supporting HIS implementations, this study was conducted to understand the current state of HIS education programs as reported in the academic literature. Specifically, the objective of this study is to establish a foundational understanding of the most effective strategies and approaches to enable individuals to optimally adopt and effectively use and learn from an HIS, both during and postimplementation.

Methods

Overview

A scoping review methodological framework adopting the approach by Arksey and O’Malley [12] was used to enhance the reproducibility and reliability of our findings. One of the goals of this approach was to broadly examine a topic area to map key concepts, evidence types, and current gaps in research in a well-defined field using a wide array of literature. This was an ideal starting point to better understand the landscape of research within a specific subject area. To illustrate the scoping review process, the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analysis) diagram [13], shown in Figure 1, and the PRISMA scoping review checklist, which outlines the important milestones of a scoping review, were used [14] (Multimedia Appendix 1).
Figure 1. PRISMA (Preferred Reporting Items for Systematic Review and Meta-analysis) flow diagram of scoping review results.

Stage 1: Identifying the Research Questions
To establish a baseline understanding of the most effective strategies and approaches to enable individuals to optimally use an HIS system in academic literature, this study sought to answer the following questions:

1. What education approaches led to an effective HIS implementation? What are the reported results of classroom-based, web-based, and blended learning in terms of educating staff on HISs?
2. What are the measures and outcomes used to assess the effectiveness of education and its impact on the implementation of the HIS?
3. What are the most effective approaches for enabling individuals to optimally use an HIS? How is education most effectively delivered?

Stage 2: Identifying Relevant Studies
An iterative process was used to design effective database strategies to identify eligible papers, involving several discussions with information specialists and the research team at our institution. Strategies, including subject headings, keywords, and related terms for HISs; education approaches; and training modalities were designed by a health sciences librarian for each of Ovid MEDLINE, Ovid Embase, EBSCO Cumulative Index to Nursing and Allied Health Literature, and EBSCO Education Resources Information Center and results were downloaded in November 2019 (Multimedia Appendix 2). No date or language limits were applied. HIS was defined in these searches as an electronic medical record (EMR), EHR, medical records systems, computerized medical records, electronic patient records, computer health records, computer medical records, computer hospital records, clinic information systems, electronic health medical records, and electronic hospital medical records. Relevant studies were identified through a title and abstract scan and confirmed via a full-text review. For the study selection, see the PRISMA diagram (Figure 1).

Stage 3: Study Selection
Peer-reviewed journal papers eligible for inclusion met the following criteria: (1) examined educational approaches (ie, classroom, instructor-led, web-based training, e-learning, and hybrid learning), (2) discussed HIS systems (EMR, EHR, Clinical Information system, etc), (3) discussed the effectiveness
of different approaches in educating staff to use the HIS, (4) described an educational program related to HIS, and (5) ensured education be conducted in a hospital setting. Initially, only English papers were included; however, as there were no papers found in other languages, no papers were excluded. All study designs, whether quantitative or qualitative studies and papers found in reports and research papers except for viewpoint papers, such as editorials, were included. Studies conducted in an academic setting and papers that did not meet the aforementioned criteria or describe an HIS system were excluded. Five coauthors independently reviewed the paper to determine each study’s eligibility, and in cases of uncertainty, a senior reviewer with expertise in the topic of HISs was consulted.

**Stage 4: Data Items and Data Collection Process**

A standardized charting form was developed to capture the following domains: study details (type of study, year, and country), the objective of the study, study design (if applicable), study participants, intervention, study outcomes, and main results of the study. The PICO (Patient Problem or Population, Intervention, Comparison or Control, and Outcome) framework was used to capture details of the study, where the study outcomes were categorized using the Kirkpatrick-Barr [15] framework of educational outcomes, shown in Textbox 1. This framework was selected, as it provided a standardized method of categorizing the type of educational outcomes reported by each paper.

**Textbox 1.** Kirkpatrick-Barr framework of educational outcomes.

<table>
<thead>
<tr>
<th>Level 1: Learners’ reaction</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Learners’ perspectives on the learning experience and satisfaction with the educational program [15]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 2a: Modification of attitudes and perceptions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes in attitudes and perceptions toward patients or clients and their condition, circumstances, care, and treatment [15]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 2b: Acquisition of knowledge and skills</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes in knowledge and skills [15]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 3: Change in behavior</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes in behavior of participants’ transfer of learning to their practice setting and changed professional practice [15]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 4a: Change in organizational practice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wider changes in the organizational practice and provision of care as a result of an education program [15]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level 4b: Benefits to patients or clients</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Improvements in health or well-being of patients or clients attributable to an education program [15]</td>
<td></td>
</tr>
</tbody>
</table>

**Stage 5: Synthesizing and Reporting the Results**

A qualitative narrative review approach was adopted, and the authors independently reviewed all 17 studies. The educational outcomes reported in each paper were categorized using the Kirkpatrick-Barr framework, which also helped inform the thematic analysis. The findings were synthesized, and a thematic analysis approach was used to critically analyze the papers and develop a coding structure. Emerging themes were identified, compared, and consolidated by 3 authors. The consultation phase provided an opportunity to validate the findings and critically examine the inconsistencies or lack of clarity evident across the papers reviewed. Discussions and consultation with content experts within our team enabled us to further iterate and contextualize the themes.

**Results**

**Search Results**

The initial database search yielded 4345 papers. Once duplicates were removed, titles and abstracts of 3539 unique citations were identified. We screened these papers and identified 218 citations based on broad relevance to the topic area. The 218 abstracts then went through the second round of scrutiny against the inclusion criteria, and 33 papers were selected for full-text review. Following further inspection, 16 papers were excluded, as they did not meet the inclusion criteria. Table 1 describes the characteristics of the studies included in this study.
Table 1. Study characteristics (N=17).

<table>
<thead>
<tr>
<th>Study characteristics</th>
<th>Value, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of publication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>12 (70)</td>
<td>[1,4,7,16-22]</td>
</tr>
<tr>
<td>Australia</td>
<td>1 (6)</td>
<td>[23]</td>
</tr>
<tr>
<td>Namibia and Tanzania</td>
<td>1 (6)</td>
<td>[24]</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1 (6)</td>
<td>[25]</td>
</tr>
<tr>
<td>Denmark</td>
<td>1 (6)</td>
<td>[26]</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>1 (6)</td>
<td>[27]</td>
</tr>
<tr>
<td><strong>Research method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literature review</td>
<td>3 (18)</td>
<td>[25-27]</td>
</tr>
<tr>
<td>Questionnaire or survey</td>
<td>4 (23)</td>
<td>[6,19,21,23]</td>
</tr>
<tr>
<td>Semistructured interview</td>
<td>1 (6)</td>
<td>[9]</td>
</tr>
<tr>
<td>Mixed method</td>
<td>6 (35)</td>
<td>[4,5,16,17,20,22]</td>
</tr>
<tr>
<td>Quasiexperimental</td>
<td>2 (12)</td>
<td>[1,24]</td>
</tr>
<tr>
<td>Case report</td>
<td>1 (6)</td>
<td>[18]</td>
</tr>
<tr>
<td><strong>Year of publication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016-2019</td>
<td>5 (29)</td>
<td>[5,23-26]</td>
</tr>
<tr>
<td>2010-2015</td>
<td>9 (53)</td>
<td>[1,4,6,7,16,17,19,22,27]</td>
</tr>
<tr>
<td>2006-2009</td>
<td>3 (18)</td>
<td>[18,20,21]</td>
</tr>
<tr>
<td><strong>Education approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-classroom training</td>
<td>5 (38)</td>
<td>[5,6,16,18,20]</td>
</tr>
<tr>
<td>e-Learning</td>
<td>1 (8)</td>
<td>[22]</td>
</tr>
<tr>
<td>Blended learning</td>
<td>5 (38)</td>
<td>[1,17,19,23,24]</td>
</tr>
<tr>
<td>Classroom versus blended learning</td>
<td>1 (8)</td>
<td>[4]</td>
</tr>
<tr>
<td>Simulation training</td>
<td>1 (8)</td>
<td>[19]</td>
</tr>
</tbody>
</table>

aLiterature reviews were excluded.
bDid not provide evaluation outcomes.

**Research Question 1: Reported Results of Classroom-Based, Web-Based, and Blended Learning in Terms of Educating Staff on HISs**

On the basis of the thematic analysis, this study identified 3 major themes across the different educational approaches that led to a more effective HIS implementation:

- Invest in engaging and understanding learners in the clinical context
- Maximize the transfer of learning to care
- Continuous and agile evaluation designed to meet the emerging demands of the clinical environment

In addition, the themes addressed in this study encompass fundamental elements that may be used to guide educational design and support developmental expertise in clinical environments (Table 2).
### Table 2. Elements associated with the 3 major themes identified in the thematic analysis.

<table>
<thead>
<tr>
<th>Theme and element</th>
<th>Definition of element</th>
<th>Studies using an element</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Invest in engaging and understanding learners in the clinical context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assessment of individual, team, and organization capabilities</td>
<td>• Assess appropriate learning needs</td>
<td>[1,16,21,23,26,27]</td>
</tr>
<tr>
<td></td>
<td>• Assess computer literacy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Ascertain clinical background and role</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Provide education based on customized workflows (training based on the work environment and department needs, eg, inpatient provider, ambulatory provider)</td>
<td></td>
</tr>
<tr>
<td><strong>Maximize the transfer of learning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice and problem-based learning</td>
<td>• Use a problem-based approach to learning instead of task-based learning (ie, learning built on predefined tasks addressed in clinical practice).</td>
<td>[1,4,6,7,17,23,25,28]</td>
</tr>
<tr>
<td></td>
<td>• Integrate hands-on experience to enable learner empowerment.</td>
<td></td>
</tr>
<tr>
<td>Integrate learning into practice</td>
<td>• Create opportunities to integrate HIS learning into practice.</td>
<td>[1,4,16,22,25,26]</td>
</tr>
<tr>
<td></td>
<td>• Engage learners in their clinical context.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Employ simulation- and scenario-based learning techniques (real-world uncontrived experience).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Provide opportunities to create tools and items that can be used in clinical practice (eg, creating personal preference lists of frequently used orders, creating a patient-specific care plan).</td>
<td></td>
</tr>
<tr>
<td>Enhance practice improvement and performance</td>
<td>• Ensure the learning time is as close to the launch of the HIS as possible.</td>
<td>[6,7,17,23,25,26]</td>
</tr>
<tr>
<td></td>
<td>• Adopt longitudinal approaches to training.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Identify and integrate super users as part of education planning.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Collaborate with and learn from clinical champions.</td>
<td></td>
</tr>
<tr>
<td><strong>Continuous and agile evaluation designed to meet the emerging demands of the clinical environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation and feedback</td>
<td>• Being agile to meet the emerging demands of the clinical environment</td>
<td>[5,6,21]</td>
</tr>
<tr>
<td></td>
<td>• Understanding how health care providers perceive HIS education and eventually its application</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Adaptability and enhancement of curriculum revisions</td>
<td></td>
</tr>
</tbody>
</table>

**Invest in Engaging and Understanding Learners in the Clinical Context Theme**

The *Invest in engaging and understanding learners in the clinical context* theme includes both understanding learners’ needs and understanding what incentives may best enable learner participation in HIS education.

Several papers have identified the importance of assessing the current capability level of learners in terms of clinical and technical skills to tailor learning accordingly, including providing adequate staff and time for education. Many health care providers received their education as health care providers before information technology became ubiquitous and, therefore, may lack the essential technical skills required to use an HIS effectively [1]. Benwell et al [23] reported that learners often felt that the HIS training sessions failed to address their learning needs, as the program was either too simplistic or advanced. This point was further reinforced in a study that examined traditional forms of education approaches, assuming that each health care provider shared the same knowledge and skill level. However, the authors discovered that the skillset of care providers differed based on their experience and educational levels [26,27]. In another peer-reviewed paper, the educational team at a hospital designed a course for health care providers with average computer skills.

*The curriculum timing was based on an end-user with average computer skills: someone able to use a mouse and familiar with windows functionality. The design was frustrating to the advanced computer users because they were “slowed down” and frustrating to students with minimal skills because content was covered much too fast. Most staff attended training in 8-hour blocks, compounding this issue. Evaluations indicated that the number of hours spent in the classroom was over-powering and not conducive to learning. Staff reported feelings of burned out and too much content to absorb. [21]*

Previous experiences with computers and the perceptions that learners bring with them regarding the value of technology...
influence their receptiveness during training sessions [21]. Edwards et al [4] stated that pretraining enabled those health care providers who needed it to gain baseline familiarity and improved their performance. Furthermore, Bredfeldt et al [1] reported:

Trainees who are proficient at problem list management may have already reached the functional ceiling, leaving no room for improvement. In contrast, while some training participants were very practical at medication list management, there was still room for improvement. [1]

Adequate technology literacy and general competencies of health care staff have been identified as critical factors for implementing HIS systems [16,26]. Without these, further education sessions may be required to support health care providers before they engage in learning specific to HIS.

Four papers discussed the significance of providing incentives to help health care staff expand their information technology competencies to encompass new skills [1,6,17,18]. A study by O’Brien [18] asserted that to cover the expense of adequate training and replacement nurses, the organization provided incentives to staff to complete their training on days they were not scheduled to work. In addition, the organization has developed an incentive program to encourage staff to fill in for colleagues who were participating in training or to attend a training class in the evening or weekend at full pay. In another study, providers were recognized for their time by being eligible for continuing medical education credits [1,6].

**Maximize the Transfer of Learning to Care Theme**

The theme of Maximize the transfer of learning to care encompasses providing hands-on practice, integrating real-life case scenarios, engaging key stakeholders and staff champions, and scheduling education sessions close to the actual use of the system, all of which contribute to a learner-centric approach and a more successful HIS implementation (Table 2).

Many papers stressed the importance of providing learners with significant amounts of time to engage in hands-on activities [4]. Interaction with the HIS was a key priority among all participants across several studies [4,6,17,25]. Participants were provided with an overview of the key features of the system, using a combination of lectures and practical exercises, thus enabling the learners to gain hands-on experience using the new system [25]. In addition, hands-on activities enabled health care providers to gain more practice and become familiar with the system and have an opportunity to ask questions [6].

Class participants indicated that the hands-on exercises were the most useful portion of the class, and they appreciated the ability to build things in class that could be used in the clinic. [1]

This finding corresponds with concerns from health care managers that learners should be competent in using HIS in their work setting [4]. By providing an opportunity to deliberately practice with the system, active learning is encouraged, thereby increasing learners’ confidence [4]. Nicklaus et al [17] described that hands-on experience allows for the practical application of the concept and enables distraction-free instruction. This approach encourages learners to set the pace of their learning without becoming overwhelmed with a lot of content in a short period of time while increasing their confidence and competency levels [17]. By promoting a self-regulated learning principle, effective learning can be achieved by empowering learners to take part in their own learning process, set their own goals, and challenge their critical thinking skills [17]. Self-regulated learning is defined as a cyclical process that enables the learner to guide their goal-directed activities, evaluate their performance, and then reflect on the outcomes [28]. McAlearney et al [7] asserted the following:

...training programs that include opportunities for learners to observe others using the EHR system, and those that provide active learning opportunities, should enhance the learning process because they give learners opportunities to develop positive perceptions about their own abilities related to using the EHR. [7]

This point was reinforced in a study by Bredfeldt et al [1], stating that classroom-based training and hands-on activities were associated with the improved utility of using the new system. The authors noted that a live EHR environment allowed staff and clinicians to build tools they could use when they returned to the clinic and the use of ancillary resources [1]. Through continuous interaction with the system, learners reduced their cognitive effort associated with performing the task [16].

In addition, several studies have found that educational programs that incorporate real case scenarios, with an emphasis on clinical workflow enhance outcomes [25,26]. Interactive scenarios presented with a mini case study highlighted the importance of new HIS elements, enabling the care providers to better understand the new updates involved with the HIS and the manner in which they needed to document [22]:

A hybrid teaching method that entailed both e-learning and a supplemental education session providing face-to-face personal communication, case examples, and examples of errors improved timeliness, completion and accuracy of nursing documentation significantly. [16]

Studies have highlighted the importance of developing expertise-specific scenarios that are relevant to health care providers [25]. The use of various approaches may appeal to individual learning needs, with learners appreciative of relevant clinical scenarios in particular [25]. The scenarios were designed to reflect the daily workflow process and enabled learners to visualize how the HIS can potentially be used in their work environment [22]. Furthermore, the scenarios provided each learner with further exposure to the workflow and an opportunity to critically reflect through the different processes [22].

The literature findings described the importance of and positive changes in engaging key stakeholders and staff champions in achieving targeted organizational change. Super users (expert users who have received supplementary education and are capable of educating other staff) were found to play a critical role in providing unit-level assistance and reducing the need...
for expensive external education and training [18,25]. They act as facilitators in each area or department, supporting and educating new staff [18,26]. McAlearney et al [7] reported:

...when learners observe others successfully using the EHR, their efficacy expectations are increased because of their corresponding beliefs that they also possess the capabilities to master the EHR system. [7]

The authors emphasized the importance of positive behavior modeling (role modeling from peers in the work environment), which demonstrates effective approaches to help overcome these challenges. They acknowledged that engaging champions and super users may foster transformative learning and contribute to a learner-centric approach. In a study on training programs that leverage the skills of super users, it was reported that they contribute to better learning outcomes and meaningful use of the HIS [7]. Pantaleoni et al [6] described that the success of the training program was also attributed to the lead physician, as they provided guidance on the clinical context and knowledge of institutional workflows, such as the number of distinct provider workflows and how to group providers in a training session [6]. In addition, physicians were involved in the design and delivery of the training communication for hospital and staff leadership [6]. Pantaleoni et al [6] asserted that it is vital that the super user has an interest in education, institutional knowledge, and good communication skills.

In addition to the engagement of organizational stakeholders and staff champions, formalized education scheduled close to the actual use of the system was identified as beneficial to end users [23,26]. The study findings suggested that health care providers benefit from formal education only when it occurs in close proximity to their use of the HIS. Pantaleoni et al [6] emphasized the following:

Training classes should be offered 2 to 8 weeks prior to the change. Training that occurs greater than 8 weeks will likely not be remembered by the end-user. [6]

It has been noted that education delivered too early or too late could potentially waste resources and raise frustrations among staff [23,26]. Moreover, the authors stated that following 30 days of unit-based experience, most staff ultimately exhibit a similar skill level. Education that is scheduled in close proximity to the time of end-user use may facilitate the greatest impact on performance and knowledge acquisition [23,26]. Furthermore, formalized (instructor-led) education may not be needed for all learners, as some participants reported formal education to be inefficient and of little value; however, daily exposure to the HIS improved their performance [23].

Continuous and Agile Evaluation Designed to Meet the Emerging Demands of the Clinical Environment Theme

A review of the studies suggested that continuous evaluation supports an agile approach to meet the emerging demands of the clinical environment (Table 2).

Pantaleoni et al [6] described the need to conduct an evaluation of an HIS educational program:

We then conducted an evaluation of a pilot implementation of the eLearning course to ensure that the resources matched needs; were understandable, usable, and useful; and contributed to quality improvement of future HIS eLearning resources. [6]

Furthermore, McCain [21] stressed the value of evaluating educational programs continuously to identify course strengths and weaknesses in stimulating curriculum revisions. The authors emphasized that all HIS-related training and education programs should be continually updated to stay abreast of the evidence base and innovations.

Future work must include expansion and optimization of the current modules, and targeted dissemination to support uptake in appropriate settings. If evidence-based strategies for training providers Health Information Technology (HIT) are lacking, appropriate and effective use of these technologies will be limited, and many costly and potentially powerful HIT projects may fail to improve the quality of healthcare. [21]

Hence, the evaluation allowed educators to understand the need for change in work processes and practices and an opportunity to establish mechanisms to share learning across the organization.

Importantly, although continuous evaluation can lead to learner-centric education delivery, HIS data can also be leveraged to prioritize interventions for system optimization and workflow redesign and to identify struggling learners who may require additional training or support [5]. In a study by Kadish et al [5], clinicians requested individualized training after several rounds of group training to improve their own efficiency in the EMR. Ensuring that the educational content was relevant and applicable to all learners was challenging, as individual skill sets in using the system varied among care providers. This study accentuated the importance of capturing data over time to inform continuous and personalized assistance to optimize the use of the HIS after initial training. Individualized education ensured that educators were able to adapt the content to accommodate the diversity of clinical practice at the individual and group levels to improve the competency and confidence of learners in the use of HIS to find clinical information [5].

Research Question 2: Measures and Outcomes Used to Assess the Effectiveness of Education and Its Impact on the Implementation of HIS

Twelve papers presented the results of their training evaluation [1,4-6,16-21,23,24]. As training approaches and outcomes varied across studies, each approach will be briefly discussed (Table 3), followed by measures and statements of education outcomes associated with each educational approach. The classification of educational outcomes will be guided by Kirkpatrick-Barr.
## Table 3. Summary of the 12 studies that assessed the effectiveness of the education program.

<table>
<thead>
<tr>
<th>Training approach and author</th>
<th>Measures</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classroom training</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Pantaleoni et al [6]         | Survey assessed providers’ overall training experience, including trainer preparedness, course design, handouts, and the learner’s overall readiness to use the system | • High physician satisfaction with the program *(level 1)*  
• Positive effect on confidence in knowledge acquired *(level 2a)* |
| Kadish et al [5]             | Providers were sent 2 surveys:  
• The first survey was sent before training and used a 5-point Likert scale to measure confidence in the EMR overall and in 5 key activities.  
• Immediately after training, a second survey was sent to participants to evaluate the session and to gauge confidence in the same activities.  
• Changes in time spent in various EMR activities before and after training were compared using a paired Wilcoxon test. | • Participants reported an increase in confidence across all activities *(level 2a)*, and almost all providers agreed that the training enhanced their efficiency (perceived; *level 3)*.  
• A reduction in the overall time in the EMR system was observed. Participants reported becoming more efficient with the use of the EMR *(level 3)*. |
| Evatt et al [16]             | Nurses completed a knowledge and attitude survey before and after education session:  
• 10-item researcher-designed instrument  
• Questions assessed knowledge regarding timeliness policy, area content, and information within areas  
• Likert scales: testing attitude toward the completion of the EHR nursing admission assessment | • Nurses’ attitudes *(level 2a)* and knowledge *(level 2b)* regarding completion of the EHR nursing assessment admission assessment improved significantly.  
• Following the educational session, the mean time to completion of the EHR nursing admission assessment decreased *(level 3)*.  
• Timeliness, completeness, and accuracy of assessment documentation (after the session) were improved significantly after use of a hybrid approach *(level 3)*. |
| O’Brien [18]                | Physician survey was conducted 2 months after the physician order-entry go-live date. | • 90% agreed that the EMR system made it easier for them to do their work *(level 1)*.  
• Medication errors caused by illegibility and transcription were eliminated completely *(level 3)*.  
• Staff also have found that the EMR system makes their jobs more efficient *(level 3)*.  
• Patient satisfaction scores for the overall satisfaction with care climbed to their highest levels *(level 4b)*. |
| Kraus et al [20]            | Measure the level of adoption of CPOM; percentage of the utilization of HIS by CPOM of physicians. | • Physician adoption reached the first-year goal of 40% physician entry in the first month and stabilized at 75% within a year.  
• The impact has been noted in pharmacy, where the average time from order to pharmacist verification decreased from 90 min before CPOM to 17.9 min a year later *(level 3)*.  
• The resulting order sets and their increasing use in clinical care can be considered another measure of success. |

### Blended learning
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*Note: All references and data are hypothetical and have been created for the purpose of this example.*
<table>
<thead>
<tr>
<th>Training approach and author</th>
<th>Measures</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| Bredfeldt et al [1]         | • Evaluated 2 outcome measures in the EHR data for 6 months before and after training:  
  • Proportion of visits in which either the problem list or the medication list was modified  
  • Modifying the problem list included adding or deleting problems from the problem list or attaching comments to existing problems on the list  
  • Modifying the medication list included marking medications as chronic, removing inactive medications, or marking the medication list as reviewed  
  • The time taken to complete all tasks (efficiency) and the number of incorrect mouse clicks (accuracy) used to complete each task were recorded during the education session. | • Training was related to a small but significant increase in the use of key EHR capabilities:  
  • Participants increased their use of both the problem list from 22% to 24% of visits and their use of the medication list from 41% to 45% of visits after the education session (level 3).  
  • A significant improvement in both efficiency and accuracy for all participants during the session was observed (level 2b).  
  • The greatest improvements in task performance followed daily ward–based experience using BOSSnet rather than formalized training. |
| Benwell et al [23]          | • Questionnaire (10-point Likert scale and dichotomous scale)  
  • To rate their self-perceived skill level using computers in general versus BOSSnet (digital medical record), the usefulness of the ICT training session and their willingness to train others  
  • Observations to measure the effectiveness of training | • Learners were satisfied with the learning laboratory as it provided an opportunity for them to practice and understand the system (level 1).  
  • They reported that scenario-based practice time stimulated realistic documentation and that they began to better comprehend the information. |
| Nicklaus et al [17]         | • Observations to measure the effectiveness of training | • Respondents reported high satisfaction with the overall content of the course and with the e-learning modules (level 1).  
  • Blended e-learning course participants gave positive feedback about the course structure (level 1), and their knowledge of HIS competencies.  
  • Participants experienced strong learning gains in both, although learning gains were somewhat greater in the in-person course (level 2b). |
| Rudd et al [24]             | • The primary evaluation outcome was knowledge gain resulting from the completion of the blended e-learning course, measured by differences in posttest and pretest scores.  
  • Secondary outcomes included achievement of a 70% passing score and participant satisfaction with e-learning module content, format, and delivery. | • Reduction in training time was observed.  
  • Participants liked being able to complete the training at their own pace and immediately practice the information learned (level 1). |
| McCain [21]                 | • Likert scale and open-ended questions  
  • Rating how well objectives were met and clarity of information, in addition to sharing course strengths and suggestions for improvement |  
  

Classroom training versus Bl. f
Outcomes

Measures

- Satisfaction with HIT\(^g\) training was assessed using a pre-existing, web-based, anonymous self-report survey.
  - The instrument consisted of 13 questions: 9 questions focused on satisfaction with course execution, instructor quality, and usefulness of materials.
  - Ratings from these 9 questions were summed to form a single satisfaction score.
  - Three subjective questions: identify the most and least valuable information and materials experienced during training
  - Additional question elicited general comments and suggestions

- Simulation training enhanced physicians’ and nurses’ levels of self-confidence and preparedness to use EMRs (level 2a).
  - Questionnaires on a 7-point Likert scale before and immediately after simulation training
  - Assessed their perceptions about the importance of EMRs in improving patients’ safety and their confidence and preparedness level to use EMRs

Outcomes

- Learners were equally satisfied with both methods: instructor-led and blended learning BL (level 1).
- Instructor-led participants found the training to be valuable (level 1), particularly the system functions and navigation.

Simulation training

Vuk et al [19]

- Questionnaires on a 7-point Likert scale before and immediately after simulation training
  - Assessed their perceptions about the importance of EMRs in improving patients’ safety and their confidence and preparedness level to use EMRs

\(^a\)EMR: electronic medical record.
\(^b\)EHR: electronic health record.
\(^c\)CPOM: computerized physician order management.
\(^d\)HIS: health information system.
\(^e\)ICT: information computer technology.
\(^f\)BL: blended learning.
\(^g\)HIT: health information technology.

Discussion

Current State of HIS Education Programs

This study identified critical knowledge gaps in our understanding of the most effective strategies and approaches in enabling health care providers to optimally use an HIS system. We only identified 17 studies that examined the effects of different education tactics in a hospital environment. This paucity of literature indicates the maturity of the topic area and emphasizes the need to establish a baseline understanding of HIS education strategies during and post implementation. This study provides an understanding of the current landscape of these programs and important insights into successful education development and improvement.

HIS education and training have been identified as potential key facilitators in ensuring effective and optimal use of technology and can have a positive impact on HIS implementation, efficiency, and patient care. Competency in HIS is now an essential clinical skill, and health care providers and staff who lack proficiency and efficiency may face challenges in performing clinical tasks [29]. Despite this, many organizations underestimate education and training needs and the time required for effective education [10]. Unsuccessful transitions are also because of a lack of understanding of what learners expect to gain from training and failure to link training to HIS implementation. Furthermore, a lack of adequate education may increase the risk of users creating workarounds that limit the advantages of HIS and potentially hold the organization back [10].

Upon review of the numerous instruments employed in the reviewed literature, it is apparent that no standardized tools have been adopted yet to assess learner outcomes of education programs. The majority of authors used self-constructed, nonvalidated scales and defined their results in qualitative terms. This limits all future efforts to compare and analyze evidence on the effectiveness of the HIS curriculum. More studies with standardized outcome measures and assessment tools are required to support recommendations on the most effective approaches in enabling providers to optimally use an HIS.

Fortunately, HIS training is beginning to embrace a learner-centric paradigm, and HIS education can be informed by existing educational frameworks such as Kirkpatrick and Moore. For example, Kirkpatrick and Moore’s frameworks are focused on evaluating health care provider education and have become a commonly cited reference when assessing educational outcomes. Although these frameworks provide a good source of reference for evaluating the impact of learning and development, these frameworks do not provide sufficient direction for designing and sustaining an HIS education program. In particular, the frameworks do not take into account a wide array of factors, including those associated with the organization, individuals, teams, and the overall design of the...
education itself, all of which can influence the effectiveness of the educational program before, during, or after education delivery. Similarly, the experiential learning theory by Kolb focuses on learning at the individual level, a helpful but insufficient perspective to guide planning for HIS education across an organization. Finally, and importantly, none of these frameworks are grounded in evidence unique to HIS education.

Given many of the considerations that are unique to HISs and the limited applicability of existing educational frameworks, the authors developed a new framework for HIS education that guides the adoption of the most effective education strategies used to equip health care providers with the skills required to work effectively in a clinical environment. To address these gaps, the Accelerating the HIS Learning Cycle Framework in Figure 2, with the 5 fundamental elements, was developed from the data from this study.

Figure 2. Accelerating the health information system learning cycle framework. HIS: Health Information System.

Research Question 3: Most Effective Approaches in Enabling Individuals to Optimally Use an HIS

Assessment of Individual, Team, and Organization Capabilities

The assessment of the current capability of learners (individuals and teams) before the delivery of training appears to be a critical facet of effective HIS implementation. As learners progress in their environment and acquire new skills and methods of engaging in their ecosystem, education should be adapted to address their learning needs. Hence, it is worth acknowledging that there may be different levels of HIS knowledge and adoption among providers. Terry et al [30] and Harton et al [31] noted that although there is variability regarding the influence of previous technical knowledge on perceptions of EMR adoption, learners with lower digital literacy may require extra sessions to learn the functionality of the computer and the processes necessary for clinical practice. This finding is particularly important as health care systems evolve to leverage HISs to support clinicians’ adaptation to the new workflows and integration of this technology into their clinical practice. Despite the value placed on interprofessional learning, the literature has primarily focused on individual learning and a dearth of evidence has been provided on team-based learning. Future research exploring interprofessional education could provide greater insights into designing an effective educational program.

Culture pervades learning, and to meet the needs of diverse learners, issues revolving around the social and cultural dimensions of task design, structuring of content, and communication channels must be considered when designing a curriculum [32]. Culturally responsive pedagogy (CRP) recognizes learners’ differences and stresses that the cultural congruence of an instructional environment increases learners’ success [33]. A study from the University of British Columbia revealed that learners who are culturally diverse have a tenuous relationship with institutions that focus their curriculum on traditional, Eurocentric, and normative approaches [33]. These approaches tend to neglect learners from marginalized cultural backgrounds by disregarding their cultural habitus, leading to a cultural discontinuity for learners and the organization [33]. Rijal [34] reported that learning organizations moving toward a culture that encourages openness, creativity, experimentation, and tolerance for mistakes will enhance learning outcomes. An
important part of a learning organization is being able to create new knowledge and use it to capitalize on new opportunities [35]. CRP has been hypothesized to connect all facets of learning with each other on emotional, social, mental, and physical levels [33]. In this framework, CRP is an important element in understanding individuals’ and organizations’ needs.

**Practice and Problem-Based Learning**

This study surfaced the relevance of problem-based learning in HIS education and training. A majority of the papers focused on a task-based learning approach to training, where learning is built on predefined tasks addressed in clinical practice. Unfortunately, a task-based approach can lead to learners being dependent on instructors and support tools to provide them with guidance to perform the task, rather than encouraging them to critically think about how to approach the task [36]. Focusing on a narrow learning parameter without examining the larger context of the HIS system may not be sufficient to successfully transform learners from the existing approach to the new electronic documentation [17]. Problem-based learning provides a promising avenue for delivering an optimal learning experience while fostering an active independent learning attitude in learners. This learning approach enables learners to internalize knowledge through a process of solving clinical problems and stimulate deeper thinking with an emphasis on how and why questions [36]. Education that is at the appropriate skill level of learners and focused on a problem-based learning approach may encourage learners to critically reflect and attempt to understand not only the tasks themselves but also the concepts and mechanisms underlying the tasks.

This study underscores the importance of incorporating hands-on practice as part of education to increase learners’ confidence and competency in successfully using the HIS system. In a review by Younge et al [37], the authors asserted that hands-on practice addressed the learner’s level of computer literacy, which also relates to their ability regarding the ease or difficulty of using HIS. Similarly, Youssef [10] contended that hands-on experience enables learners to develop realistic expectations of what the HIS is able to offer. Thus, learners are able to strengthen the connection between personal experiences, learning content, knowledge, and a concrete task, resulting in better comprehension of abstract concepts [38].

**Integrate Learning Into Practice**

Iterative assessment of learners’ performance with new scenarios enables learners to demonstrate their knowledge and their competency in using their knowledge to deal with the new and more difficult cases being presented. Practice-based learning strengthens learners’ knowledge integration and application in a real-life setting [38]. Younge et al [37] noted that educating with materials, which provide opportunities for active learning and using assessments that evaluate what learners know (efficiency) and how they use existing knowledge to solve new problems helps to foster adaptive expertise. Learners highlighted real-life scenarios as a way to augment critical thinking by engaging in discussions. Hence, digital learning resources must be designed in a manner that offers better immersion while not increasing cognitive load [38].

Use of hands-on learning is consistent with the main phases of the experiential learning theory by Kolb [39]. The incorporation of hands-on practice and real case scenarios provides learners with an opportunity to deal with the workflows in clinical practice, which occurs when clinicians engage in an uncertain and unfamiliar context and allows learners to take an active role in the learning process. Using hands-on practice and case studies built on the 4 stages of the experiential learning theory would elicit evidence for changes in the cognitive process, learning, and behavior. This is critical in underpinning the design of an HIS curriculum and the role of educators and learners.

The clinical environment is an ideal setting to identify knowledge and skill gaps and then pursue learning with colleagues and instructors in a venture to fill these gaps. The authors advocate for the development of an interprofessional community of practice (CoP) as it facilitates the sharing of best practices and allows for the creation of new knowledge to advance the domain of HIS in clinical practice [40]. A CoP is built based on the assumptions of co-participation, where all learners from varied geographical locations engage in the activities of the community intending to facilitate meaningful learning [41]. As long as learners and instructors are present and engaged, an online community will evolve dynamically to meet their specific needs [41]. The digital space allows participants to share their experiences and knowledge in creative ways to cultivate new approaches to problems. When designing the HIS education strategy, this element of sustainability should be considered to enable individuals to optimally adopt and effectively use an HIS.

**Enhance Practice Improvement and Performance**

Another critical element as part of an educational strategy is identifying and engaging super users early in the project to help foster learning and understand the value of the HIS in clinical settings. Engaging super users in the development of an educational program enables the content to be tailored to specific provider needs, which, in turn, will contribute to the overall HIS adoption and successful implementation. The identification and engagement of champions and super users are rooted in the diffusion of innovation theory developed by Rogers [42]. Super users and champions are early adopters and innovators who adopt the HIS very early and take part in the dissemination of the new idea within the organization. They use the communication channels established to influence people’s attitudes and accelerate the rate of adoption [42].

**Evaluation and Feedback**

Evaluation plans should not only evaluate the efficacy of the initial training but also use this information to inform plans to address the ongoing learning needs during and post-HIS education and implementation. In addition, ongoing evaluation can provide insights into emerging learning needs not only about the HIS system but also about emerging practice gaps and variations, which can help refine the goals and objectives and guide the implementation of the most effective education strategies. Through evaluation associated with HIS education and implementation, areas of significant strength can also be identified; for example, one part of the organization may demonstrate exceptional use of the HIS in practice. Positive
deviance allows the organization to identify the top performers and foster analysis and discussion of such performance to elevate performance among other groups within the organization [43]. This approach characterizes not only the processes and practices that exist in top-performing groups but also the context in which they are implemented, such as the organizational culture and norms of behaviors [43]. Evaluation can be used to maintain and garner support for an education program in addition to assessing learner achievement.

Limitations
The findings of our scoping review should be examined in the context of the following limitations. Due to the nature of the scoping review, the quality of each study was not assessed. The age of the literature and the gap in publication dates may curtail the validity of the findings concerning the current landscape, as many of the previous papers were published in a different health care climate. Moreover, based on 5 studies that assessed the third level of Kirkpatrick, one was a perceived outcome in behavior, and only one of the studies assessed the highest level of Kirkpatrick-Barr (results). Given the nature of the topic being investigated, we excluded studies that discussed HIS education in academic institutions (eg, universities). Another limitation of this study is that we cannot confirm that we did not miss any relevant studies as the literature on the most effective approaches in enabling individuals to optimally use an HIS is heterogeneous. There is no standardized terminology in educational research, and the term used to describe the same ideas may vary depending on the author, thus limiting the retrieval of papers comprising important findings. The acceleration of the HIS learning cycle framework is emergent from this study and itself has not yet been validated.

Conclusions
This study supports the development of an HIS learning framework that educators can use to guide the design and development of HIS education and training during and postimplementation. Given the advances in HISs, health care organizations should be equipped with the essential tools to deal with the turbulence that embodies digital ecosystems and research into all facets of education that prepare health providers, teams, and the organization as a whole, for the rapidly changing nature of clinical environments. This framework is a novel addition to the literature and needs to be pilot tested to evaluate their feasibility and efficacy in health care education. We posit that to successfully transform care providers to use the new technology, best practices and training principles in HIS education that harness the nature of transformative learning must be pursued. Future efforts should examine the effectiveness of interprofessional education interventions, as the literature predominantly focuses on individualized learning. Finally, we encourage future studies to focus on iterative learning to better understand how providers continue to learn from the HIS postimplementation about key practice gaps.
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Abstract

One Digital Health is a proposed unified structure. The conceptual framework of the One Digital Health Steering Wheel is built around two keys (ie, One Health and digital health), three perspectives (ie, individual health and well-being, population and society, and ecosystem), and five dimensions (ie, citizens’ engagement, education, environment, human and veterinary health care, and Healthcare Industry 4.0). One Digital Health aims to digitally transform future health ecosystems, by implementing a systemic health and life sciences approach that takes into account broad digital technology perspectives on human health, animal health, and the management of the surrounding environment. This approach allows for the examination of how future generations of health informaticians can address the intrinsic complexity of novel health and care scenarios in digitally transformed health ecosystems. In the emerging hybrid landscape, citizens and their health data have been called to play a central role in the management of individual-level and population-level perspective data. The main challenges of One Digital Health include facilitating and improving interactions between One Health and digital health communities, to allow for efficient interactions and the delivery of near–real-time, data-driven contributions in systems medicine and systems ecology. However, digital health literacy; the capacity to understand and engage in health prevention activities; self-management; and collaboration in the prevention, control, and alleviation of potential problems are necessary in systemic, ecosystem-driven public health and data science research. Therefore, people in a healthy One Digital Health ecosystem must use an active and forceful approach to prevent and manage health crises and disasters, such as the COVID-19 pandemic.

(J Med Internet Res 2021;23(2):e22189) doi:10.2196/22189
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Introduction and Background

All science fields are strongly interconnected to each other, and each health specialty depends on others. Yet academics, researchers, and practitioners are often confined to their own knowledge, language, and expertise silos. This issue is paradoxically enhanced by the existing abundance of knowledge; large amounts of big data and the cloud age have supported short-term research in numerous domains [1-3]. One Health is an umbrella concept that encompasses all disciplines that broadly deal with human health, animal health, and the surrounding environment. The modern origins of One Health date back to 2004. One Health was introduced as part of the 12 Manhattan Principles, which called for an international,
interdisciplinary approach for preventing diseases [4], specifically animal-human transmissible and communicable diseases. Therefore, systematic perspectives on life sciences and the environment (i.e., interactions and coinfluences within the environment) were brought together to design and implement programs, policies, and regulations for achieving better public health outcomes. The World Health Organization (WHO) has associated One Health with sustainable development goals [5,6]. One Health involves the evaluation and monitoring of the impact of environmental hazards on health care systems, public health, biodiversity, and food security. In summary, One Health encompasses the interconnections between humans, animals, plants, and the global ecological environment [7-10]. Therefore, One Health research requires close collaboration among health practitioners, public health workers, biologists, and environmental science specialists. One of the main aims of One Health research is to understand how potential vector-borne diseases (e.g., a highly pathogenic avian influenza) spread and how they can be controlled [11,12].

The evolution of digital technology has resulted in evidence-based, accessible, upper-level, and holistic methods that are capable of accelerating biomedical research and enhancing public health efficacy. Moreover, this transformation has rapidly enhanced scientific knowledge development and improved health education, personalized clinical care, and citizen science. This has led to the growth and advancement of scientific knowledge, as well as overlaps among formal, natural, and social sciences; engineering; health; medicine; and well-being. There have been calls for integrating digital technologies into the living- and society-related aspects of various fields to enhance population health, efficiency, precision, and personalization in health care delivery. Thanks to active citizens’ engagement and participation, considerable volumes of data have been generated by a multitude of systems and processed with semi–real-time data mining techniques (i.e., techniques that health care data specialists have improved over time). Reflecting upon multiple perspectives during the ongoing COVID-19 pandemic can provide opportunities for revisiting and understanding the limitations of public health, human and veterinary health care, and environmental management systems [13,14].

To build upon these advances in digital technology, we introduce One Digital Health (ODH), which is a novel framework that integrates perspectives from health, care, and well-being research; health informatics research; and broad computer and data science research. ODH is based on (1) health informatics and the broadening of digital health [15]; (2) One Health [4], which provides a holistic and systemic view of health and life sciences that are prominent in human health, animal health, and ecosystem research; and (3) environmental research.

In the following sections of this viewpoint paper, we will elaborate on the ODH conceptual framework, highlight the core elements of ODH, and address specific challenges for the future. Examples of COVID-19–related aspects and how these aspects relate to the ODH framework will also be considered and discussed. We will also discuss recommendations for raising awareness, capacity building in ODH, and the proposed multidisciplinary European Federation of Medical Informatics (EFMI) ODH working group, to promote synergy across One Health scientific fields.

**What is ODH?**

ODH aims to facilitate and improve collaboration among practitioners in One Health and digital health communities. This collaboration will allow both communities to benefit from efficient interactions over time and the delivery of near–real-time, data-driven contributions to systems medicine [16] and systems ecology [17]. This will also allow citizens to engage with their individual health and well-being.

ODH is comprised of three intertwined levels (i.e., two enabling keys, three perspectives, and five dimensions), wherein digital technology acts a catalyst. These are described in the following sections. Figure 1 shows our conceptualization of the ODH framework, which we named the ODH Steering Wheel.
The Two Enabling Keys: One Health and Digital Health

It is widely acknowledged that the concepts of health data, information, and knowledge refer to a person’s health and medical history [18]. Health informatics refers to the management (ie, collection, aggregation, analysis, and interpretation) of health data, information, and knowledge (ie, those related to patient care) that are made available through the deployment of digital tools [19]. Many scholars have contributed to the expansion of these original core concepts. Such contributions include (1) increasing technology adoption and performance; (2) enhancing technology safety, quality, effectiveness; and (3) improving the efficiency of care. One Health and digital health researchers seek to make their fields more comprehensive and inclusive, by studying research fields that are constantly being improved due to the development of health informatics [20]. As a result, the field of biomedical and health informatics (BMHI) “pursues the effective uses of biomedical data, information, and knowledge for scientific inquiry, problem solving, and decision making, motivated by efforts to improve human health”; and “investigates and supports reasoning, modeling, simulation, experimentation, and translation across the spectrum from molecules to populations, dealing with a variety of biological systems” [21]. In this sense, BMHI reflects manifold purposes and benefits all professionals in the health care field [22].

During the early 2000s, the internet was integrated into the day-to-day life of the general public. At the same time, eHealth emerged as a novel concept. eHealth has expanded the focus of medical informatics to include clinical information systems [23]. This has allowed the field to actively acknowledge health service customers, which are the central focus of the system. Thus, eHealth has majorly emphasized the importance of consumer health informatics in the current century [24].

eHealth-related concepts have been defined [24] and disseminated over more than 20 years [25]. Nonetheless, the massive process of digitalizing health services (ie, the process we are currently witnessing) has brought renewed focus to economics. This focus has manifested as the use of the term “digital health” [26]. This means that even though the terms “electronic something” and “digital something” are considered synonyms, the former seemingly refers to “electromagnetic stuff” from the “old times” (ie,1990s to the beginning of 2000s), whereas the latter sounds more like “advanced technologies” that fully support the daily practices of health and care. Thus, the term “digital health” is catchier than “electronic health,” which can refer to communities that have not fully integrated technology [26]. In other words, no considerable differences seem to exist between eHealth and digital health, as no paradigm shifts exist between them. Yet, digital health can be seen as a refined version of eHealth, since digital health explicitly accounts for the deployment of health data, information, knowledge, and decision support systems via digital technologies, in a context that features life and environmental aspects [23]. Digital health therefore entails (1) ubiquitously collecting and storing data, information, and knowledge to efficiently deliver health care; (2) making health and medicine more personalized and precise; (3) pursuing goals that are related to health promotion, well-being, and efficient self-management; (4) considering the economic dimensions of the services tendered.

The deployment of digital health interventions requires expertise from health practitioners; health researchers; and scientists in the fields of engineering, social sciences, public health, health economics, and data management [21]. It is for these reasons...
that we use the term “digital health” instead of “eHealth” in this viewpoint paper.

Concepts such as health, well-being, individual, population, living quality, and biological systems stand at the core of One Health practitioners’ collaborative, multisectoral, and transdisciplinary approach. One Health practitioners also aim to achieve optimal health and well-being outcomes at the local, regional, national, and global levels, by recognizing the interconnections between people, animals, plants, and their ecosystems [27-29]. People’s rising interest in the manifold competence areas of One Health have allowed them to witness the development of innovative strands of research, such as digital epidemiology and public health infodemiology research [30,31]. These new disciplines aim to improve people’s understanding of health risks, effective management, and policy decisions [32,33]. In this spirit, One Health informatics has been proposed as an approach for bringing these research topics together during public health and life sciences research. The key themes of One Health informatics are deploying big data analytics for supporting and improving public health and medical research, and addressing issues that are related to biodiversity control, disaster management, and disease monitoring (eg, the surveillance of zoonoses for determining early warning signs, prevention methods, and control methods).

One Health practitioners worldwide have been calling for engagement at a much broader, ecosystem-level scale. Systemic and cultural transformations are necessary, as they allow us to appreciate how disruptive technologies play a big role in the implementation of new practice models, which encourages new ways of thinking about health, care, and wellness. Thus, the profound impact of disruptive technologies is expected to shape the future of health systems. This is why the very idea of “health systems” should be reconsidered [34,35]. We propose that the One Health informatics frame, which includes the concepts of living, society, and digital health intervention–related expertise, should be included in One Health’s widened framework, which looks at the inextricable interconnectedness between humans, animals, and the environment [9,10]. The following aspects should be included: (1) the delivery of health care in a syndemic scenario [36]; (2) the digital transformation of human and animal health data (ie, including the concept of animal welfare) [37]; and (3) digital nature conservation (ie, biodiversity and wildlife conservation, food security, antimicrobial resistance, climate change, etc) by means of digital technology–based interventions [38].

A wide range of scientific disciplines has been called upon to work together to address emerging issues that are related to the above aspects. This holistic set of aspects and expertise requirements can be brought together under the proposed ODH framework.

**The Three Perspectives: The “Individual-Population-Ecosystem” Triad**

The perspectives layer of the ODH looks at how the concept of “individual” is identified within that of “population” (ie, without distinguishing between human and animal), how a population impacts and interacts with an ecosystem, and how the ecosystem responds accordingly.

**Individual Health Care and Well-being**

The emerging awareness of shared risks that face animal and human populations (ie, a concept that was originally part of the One Health approach) fosters opportunities for leveraging large amounts of unexplored data sources on zoonoses to generate new information and knowledge. The scope of the ODH includes supporting rapid and more accurate methods for detecting disease trends, outbreaks, pathogens, and causes of emergence [8,39-41]. The recognized, paramount importance of collecting digital health data to strengthen our understanding highlights the need for frameworks and tools that support and acknowledge the shift from big data to smart data. Smart data involves innovative processes that are necessary for answering pivotal questions from the health sector [33]. Addressing these issues requires new, ecosystem-driven paradigms and transformative technologies that reinforce traditional surveillance systems’ ability to prevent and control diseases. These innovations will further impact intersectoral coordination; link human and animal health data; allow for the flow of reliable information and knowledge; and promote the proper use of infrastructures, systems, and human resources for detecting outbreaks, thereby ensuring good health and well-being.

**Population and Society**

Discussing populations and their societal organization does not simply mean providing a generalization of concepts that are related to personalized health care and well-being. Although we are discussing individual-level, predictive, personalized, preventive, and participatory health care [42-44], shifting to the topic of population-level, unified perspectives requires us to account for the differences between individuals. Contrary to a one-size-fits-all approach, personalized health has to take into account an individual’s variability in terms of genes, environments, digital health literacy, preferences, and lifestyles. This requires a systematic integration of knowledge (ie, knowledge about health care, veterinary care, agriculture, meteorology, climate change, environmental protection, and intelligence) [45] into novel decision-making processes. These processes include decisions about the prevention and management of all hazards and threats to public health, such as exposure to animal diseases with zoonotic potential, environmental exposures, drug adverse events, the rise of misinformation [46], instances of diseases, and disease outbreaks [47].

There is a lack of solid and recognized leadership. Therefore, establishing an ethical framework that is socially and culturally accepted will lead to thriving digital platforms that can develop and grow independently. Such platforms will evolve to deliver the needs of a business.

**Innovative Ecosystem**

Due to peoples’ current understanding of the term “environment,” many assume that “environment” refers to a systemic perspective that focuses on the deep, existing connections among the sky, water reserves, and soil (ie, the global environment or the environment of specific geographic
The control and governance of environmental sustainability can be best approached by assessing ecosystem services that are capable of quantifying and valuing all the goods and services that are generated within the ecosystems themselves. Recently, such networks have been increasingly endowed with digital technologies such as (1) environmental management and monitoring information systems; (2) automated and scalable approaches for collecting, digitalizing, and assembling geocoded big data; and (3) information-fusion algorithms that use multiple data streams and clinical decision support algorithms that integrate population-based, public health–focused perspectives into outbreak detection–focused management systems [49-51].

Environment turns therefore out as “digital” in ecosystems that, under a digital vest, feature animals and humans, as well as software and robots, as autonomous and interacting agents to enhance decision support. The goals of digital ecosystem implementation include improving the efficiency of communication and avoiding peoples’ dependence on centralized or distributed control dynamics [52]. Such digital biodiversity originates from common substrates of data, information, and knowledge that are now accessible, available, and able to be analyzed in novel and innovative ways. However, this puts us into a Copernican situation [53], which is a prerequisite to figuring out appropriate digital solutions (ie, methods for safeguarding digital biodiversity) that are based on people’s intelligence and rationality. Such solutions are preferable over those that are gained through traditional artificial intelligence methods [52,54].

The Three Perspectives as a Whole

In the broad digital ecosystem, ODH interventions must support, improve, and lead to efficient end-to-end processes for predictive, personalized, preventive, and participatory health care [42]. The management of disruptive innovation is the catalyst required for making this leap forward [55]. This requires the systematic, continuous, and intelligent integration of big, smart, and multidimensional data into digital health technologies. Such technologies are used for detecting, monitoring, and tracking the origins and causes of emerging pathogens, disease outbreaks, and disease-related trends that affect both humans and animals in the ecosystem. Thus, a challenging key issue that ODH must face is collecting and managing critical indicators that are related to human and veterinary health care, education, citizen engagement, environmental observation, and the health care industry. However, these indicators are required for active innovation. The COVID-19 outbreak is an example of an event that has triggered digital innovation and revolution in health care (ie, including ODH) on a global scale; the pandemic has quickly strengthened the overall care domain [56].

The three perspectives in the “individual-population-ecosystem” triad need to be further assessed as individual perspectives and as a specific set of strongly interconnected dimensions. These aspects will be discussed in-depth in the next sections.

The Five Dimensions: The Essential Fabric of Interconnections

The dimensions layer provides an integrative view of ODH. This layer shows society’s outlook on the three perspectives and, in turn, the two keys. ODH depends on citizens’ engagement and their ability to support and contribute to health care organizations in a continuously forward-moving environment.

Education and Citizen Science

ODH should not be limited to higher education in health-related fields. Basic and transversal knowledge and an understanding of health and its digitalization must be provided by education programs for all levels and disciplines (ie, similar to how the COVID-19 pandemic needs to be understood at all levels). ODH is about more than supporting data management. ODH provides learning opportunities to citizens, so that they can protect and take care of themselves when they share personal data on social networks [57-59]. At its core, ODH teaches people how to differentiate between real and fake news, which are disseminated over the mass media and the internet.

The next generation of researchers and practitioners will be actively involved in redefining critical transition points for incorporating new knowledge into ODH, and constantly updating the underlying philosophy and the scientific, technological, and regulatory implications of ODH [60]. Fully appraising an ODH perspective is challenging due to its intrinsic complexity. Therefore, researchers, practitioners, and citizens need to engage in science and cocreate sound implications for health and well-being. The core challenges of ODH include (1) establishing a systemic and integrated understanding of the health and wellness of humans and animals in their common ecosystem; and (2) establishing how digital systems may support and improve the health and wellness of humans and animals. Therefore, it is necessary to provide learners with project-based learning and case-based learning, which are well-known methods that allow learners to autonomously develop their skills and form learning communities [61-64].

Citizen Engagement

Supporting digital health literacy by actively encouraging everyone (ie, from children to elderly people) to engage with personal health, public health, and environmental monitoring systems can increase citizens’ awareness. Advancements in mobile and ubiquitous tracking, reporting, and follow-up apps/web-based systems have provided opportunities for citizens to engage and collaborate with governmental, health, environmental, and ecological organizations [65]. Therefore, opportunities in which citizens use their electronic health data to manage personal health and share personal information require citizens who trust in health care delivery. The use of implemented opportunities depends on patient engagement, the direct benefits for users, and health care management organizations [66]. Smart cities and neighborhoods (ie, cities and neighborhoods that extensively use smartphones that can geolocate individuals and trace/track behaviors) [67] can be
intrusive sources of information. The act of intrusively obtaining information has introduced ethical dilemmas, challenged citizens’ trust, and disrupted societal norms. The European General Data Protection Regulation has been implemented to reduce the amount of excess data in the overall data sphere. Nevertheless, in cases of force majeure, intrusive approaches that are implemented during pandemics outbreaks (eg, the COVID-19 outbreak) may help public health decision makers understand how to develop efficient policies that are based on real-world and near–real-time data [68]. Therefore, policy decision makers may decide to passively involve the population by allowing the use and analysis of data on individuals, mass movements, and individuals’ (ie, humans’ and animals’) engagement with and access to certain facilities. This would mean having citizens engage with complex policy making over time (ie, for policies that are related to ethics, regulation, decisions on big smart data, and the shaping of social norms) [69]. From an ODH point of view, collaboration and transparency are essential for enhancing health systems’ and government authorities’ times to response during disruptive and potentially major events [45]. For example, in Taiwan, efficient smart contact tracing analyses were conducted to support an automated alert messaging system, which informed citizens about who required quarantine and isolation after coming into contact with the potentially infected passengers of the Diamond Princess cruise ship [70]. Furthermore, the European eHealth Network established the cross-border directive on patient’s rights to cross-border health services (ie, article 14), and recently developed guidelines for the interoperability of contact tracing apps [71]. These examples show how ODH views the health-related and environment-related movements of individuals. However, several countries have discontinued COVID-19 contact tracing apps after data protectorate organizations considered these apps to be too intrusive [72].

**Human and Veterinary Health Care**

ODH aims to answer complex questions about zoonotic disease follow-ups by assessing public health impacts, surveilling human and animal health, and conducting related risk assessments and management processes [73,74]. Recently, health care delivery services have focused on providing services to clusters of patients [75]. The timely identification of health care customers, efficient service provision, and the continuous improvement of care quality accelerate the digital transformations of human and veterinary health care systems. In the context of the COVID-19 pandemic, environmental factors (eg, weather, pollution, and food) and animal health (eg, pets, livestock, and food) [76] influence human health, care, and well-being.

Digitalization and the increasing use of mobile and ubiquitous health/wellness apps and platforms have allowed for the assessment of patients (ie, human and animal patients) via dynamic, near–real-time methods that use patient-generated and participatory data. These methods enhance personalized health delivery services, such as preventive recommendations and predictive alert systems [77]. This new time- and space-oriented paradigm recalls connected health model features. It also allows us to view teleservices (ie, digital health services) as a full component of integrated care for health care customers and citizens who share their data to support the development of new health care practices and guidelines.

An example of connected health tools is SMS text messaging services, which are used to maintain patients’ involvement in their treatments (eg, vaccinations, rehabilitation, and medication renewals) by improving their adherence to therapy [75,78,79]. In terms of pets or livestock, owners can use connected health tools to stay involved in the health surveillance and follow-up of their animals [80]. In terms of the ODH framework, connected health tools support efforts for increasing global health security, as these tools help with collecting near–real-time feedback from populations and health care organizations [81].

**Digital Health Care Transformation 4.0**

The health care system that deals with humans and animals is comprised of (1) health care service providers and insurers; (2) medical equipment and pharmaceutical product producers, sellers, deliverers, and maintenance service providers; (3) regulatory agencies and standardization organizations; and (4) health care customers, patients, and caregivers.

The entire health care sector is driven by digitalization and interconnectivity, which make up the foundation of new automation paradigms. The main challenges of the new health care framework include managing, collecting, storing, archiving, and analyzing a wide range of real-time data that are made available by any kind of organization and any kind of connected system. The leading goals of the current industrial revolution (ie, Industry 4.0) [82] are to enhance the automation and connectivity of systems, by increasing the interoperability and flexibility of systems and allowing for decentralized, real-time data collection and storage. The objective of Industry 4.0 is to use findable, accessible, interoperable, reusable, ethical, and reliable (FAIRER) data [83]. By adopting a FAIRER model, health care will benefit from greater traceability, flexibility, adaptability, and efficiency in health delivery processes [84].

As the health industry continues to adopt the ODH paradigm, a strong dependence on smart data means that standardization and interoperability framework issues are more critical than ever. A large number of systems need to be interconnected to collect real-time data that are generated by all parts of the health care system. The Health Level 7 Fast Healthcare Interoperability Resources standard [85] has been quite successful in this regard, as it focuses on the use of application programming interfaces within and across health care sectors to improve a wide range of areas (ie, interconnectedness to contractual agreements).

The global health care industry has used the same technologies as those used by Industry 4.0 in the digital era [86], to achieve the use of the well-known “4.0” suffix. Telemonitoring systems use technologies that were initially designed for Industry 4.0. These technologies have been extensively used in human medicine [87,88]. Recently, their use has expanded as a result of the COVID-19 outbreak [89], as teleconsultation technology use has become the new norm in medical care. In terms of ODH, the same approach has been used by veterinarians. They can use Industry 4.0–related technologies to receive health and wellness information from wearable devices or implanted sensors that provide data on physiological signs. Veterinarians can also use these technologies to receive third-party, pet-related
information [90]. The integration of these systems into pet health care may provide a better understanding of factors that affect pets’ health and pet owners’ benefits. Moreover, data on changes in a pet’s health can be used as pet owner health indicators [91] and environmental quality indicators [92].

3D printing is an emerging dynamic field in health care industries [93], including therapeutic industries (eg, printing prosthetics implants), human and veterinary care industries (eg, 3D printing in dental surgery), and educational industries [64]. The use of this on-demand technology supports the provision of personalized therapies and medical products to patients who are directly involved with health care practitioners. 3D printing has been shown to reduce the time to treatment by removing the need to travel back and forth between production laboratories and clinics.

Environment

Environmental monitoring is a critical dimension of community-oriented management in day-to-day situations or disruptive situations, such as hazardous material incidents or disasters (eg, the COVID-19 pandemic) [94,95]. The digital landscape has allowed theoretical and laboratory-limited developments in automation and artificial intelligence (ie, those in the last several decades) to be put into practice [96]. Discussing the environment dimension of ODH means having to discuss the “human-nature-pollution” relationship and its role in the smart city paradigm. People who live in high-density urban areas have been increasingly using technological systems to report unusual events, thereby improving citizen engagement [97,98]. Furthermore, these people have been increasingly using green technologies, which reduce the negative impact of certain actions on the environment (eg, carbon dioxide emissions, car traffic, and waste production) and health [99].

With regard to the ODH, this environmental revolution means more than using smartphone and Internet-of-Things technologies for behavior, wellness, and health monitoring purposes. This revolution is a consequence of the Industry 4.0 revolution [100], which aims to enable citizens and their communities to interact with complex, but easy-to-use, digital systems. However, the Industry 4.0 revolution has different issues, which are mainly related to development costs, monitoring costs, implementation costs, maintenance costs, and the understanding and expectations of users (eg, citizens and decision-makers) [101].

The environment dimension is strongly related to the human and veterinary health care, One Health, and ODH. Wild and domestic animals are used as a part of surveillance platforms that provide early warnings about health hazards, which may impact the whole ecosystem. This is an example of why the environment, animals, and humans are part of the One Health “individual-population-ecosystem” triad [102]. Environment systems must be able to integrate, and be integrated into, health care management systems, to enrich data, information, and knowledge; actively support decision-making processes about environmental exposures and health risks; and disseminate efficient recommendations with the right communication tools [103]. This ODH dimension also relates to smart environment platforms that provide information to smart homes to monitor and deliver personalized services to older adults [104].

Digital Technologies as a Catalyst for the Integration of Keys, Perspectives, and Dimensions

Technology as a Catalyst for “ODHness”

The main aims of digital health are improving health, care, wellness, and public health through BMHI research [22]; digital health expands these concepts by allowing for the consideration of digital consumers who use a wide range of smart-devices, connected medical equipment, or connected wellness equipment. Digital health also encompasses other digital technologies for health, such as the Internet of Things, artificial intelligence, big data, and robotics. These technologies have become a full component of day-to-day life, [84] and in some cases, health-related crisis management [46,70]. Healthy individuals, chronic patients, and health management organizations have been increasingly using automated reminder systems, smartphone apps, and health monitoring wearables [75,105,106]. In terms of ODH, technology serves as the catalyst for digitizing One Health information for ODH; advanced technological innovations have emerged to improve citizen engagement and empower future health ecosystems (Figure 1).

In health crises like the COVID-19 pandemic, the applications of digital technologies (eg, managing, preparing for, and mitigating crises) include the planning and scheduling of response and recovery processes. Digital technologies use surveillance, contact tracing, contact tracking, testing, confinement, and other health and care methods when necessary (eg, after ethical and legal implications have been considered) [107]. A similar level of attention is necessary for effectively tracking veterinary information that needs to be extracted from vast amounts of data. This process involves the integration of animal medical data into real-time information systems that are dedicated to supporting public health [108]. Thus, the role of veterinarians and veterinary informatics enhances that of BMHI (ie, protecting health care), as veterinarians have been called on to help deal with the increase amounts of dynamic data on emerging and reemerging infectious diseases. Local and supranational indicators of health have been used to identify global-level risk factors and causes of health problems that arise at the human, animal, and environmental levels, which need to be taken into account [109,110].

According to the WHO vision, establishing an interoperable digital health ecosystem that is capable of seamless, secure health data exchange and processing is crucial for combating pandemic outbreaks. Developing infrastructures and apps that allow the use of health data to manage adverse events is within the scope of achieving the 17 health-related sustainable development goals that were issued in the WHO global action plan [111]. We therefore introduced the concept of digital One Health interventions [112] in this viewpoint paper as a set of digital functionalities that should be designed and deployed to (1) support specific initiatives that address human, animal, and environmental systems’ needs and challenges; and (2) assess, study, and collect data on these systems’ expected outcomes, unexpected outcomes, and effects [36]. This related to the
selection of timely metrics for the outcomes of multicriteria
decision analyses.

These digital functionalities can be also called “digitalities,” as
they account for how technology has been embedded into human
experiences and humans’ daily lives. This has resulted in core
issues in social and cultural anthropology (ie, digital humanities)
[112]. Digitalities also account for how humans affect animals’
daily lives, animal health issues, and human-animal relations.
These digitalities aim to increase animal welfare (ie, digital
animalities) [113]. Furthermore, digitalities aim to manage the
complex web of human, animal, and environmental
interconnections, by improving environmental governance (ie,
digital environmentalities) [114,115].

The delivery of digital One Health interventions and the
mechanisms of the impacts and contextual factors of these
interventions can be referred to as “ODHness.” This term is
based on the combined digitalities of the three overarching,
complementary perspectives. These digitalities apply to the five
ODH dimensions and their constituent subcategories. Therefore,
the technology ring in Figure 1 serves as the connection between
the ODHness concept and relevant digitalities.

Figure 2 shows several topics that are relevant to each of the
three digitalities (ie, the three colored areas inside the technology
ring). Each topic is characterized by each portion within the
corresponding colored area; the width of these areas depends
on the number and the nature of the area’s related subtopics. It
should be noted that these subtopics have not been clearly
represented in the figure to ensure that people comprehend the
ODH schema. In terms of digitality, a specific metric or set of
metrics must be used to evaluate the levels of development, use,
contribution for each digital One Health intervention topic.
These levels are represented with black dots for each subdomain,
connected with each other via dashed lines. Since interactions
between topics from different digitalities are possible, the edges
that connect the different areas are represented with different
colors. In addition, “trialities” (ie, triangles that connect all three
digitalities) are represented via thick lines. Furthermore, each
edge is assigned an appropriate weight. This of course means
that harmonization must exist between the implemented metrics.
Harmonization is required to fulfill the needs of a multicriteria
decision analysis.

The technology ring in Figure 2 encompasses the set of digital
functionalities that the ODH framework relies on. Therefore,
technology acts as the catalyst that connects and unifies the
ODH disciplines. ODHness is represented by the technology
ring’s “center of mass” (ie, the red dot in Figures 2 and 3). More
specifically, the “center of mass” is the unique point where the
weighted relative position of the distributed mass (ie, the edges)
equals 0. In other words, this means that a simple set of digital
technologies (ie, those related to the human, animal, and
environmental fields) is not capable of providing timely
solutions in an interdisciplinary context, unless these
technologies act as the catalyst for balancing the different
perspectives, needs, and interests of ODH. In Figure 2, we
attempted to highlight the “human-animal-environment”
computer interaction research area, which includes technology
designs that support animals in different contexts, and the
development of user-centered approaches for designing
technologies that are intended for more-than-human animals
[116].

Examples of possible pandemic-related interactions within the
technology ring are shown in Figure 3. Several of the main
topics of each digitality are shown. The levels of development,
use, and contribution for each digital One Health intervention
are also shown. For convenience, the ODHness point is
represented by the center of the technology ring.
Discussion and Conclusions

ODH is a framework that integrates key dimensions from two established fields—digital health and One Health. The latter focuses on the interconnectedness of human, animal, and environmental health research. The former focuses on providing tools and domain expertise to support health practitioners in their administrative (eg, consultation scheduling), clinical (eg, necessary tests, drug-drug interaction alerts, and specific follow-up reminders) and scientific (eg, disease prevalence analysis, data collection, and reporting) activities. The digital health field also encompasses citizens, who are the consumers of health services (eg, healthy individuals, sick individuals, relatives who assist sick individuals in day-to-day life, and insurers).
ODH analyzes the health data and information of digital health ecosystem components, because the intents, processes, and products of these components (ie, health, care, and wellness) are integrated into health ecosystems. Moreover, ODH analyzes three perspectives. These perspectives include three different areas that deal with the growing scientific evidence and perspectives that come with technologies that are meant to support health, care, and well-being activities in separate ecosystems. Furthermore, this unified framework for future health ecosystems analyzes the impact of five dimensions (eg, education provides short-, mid-, and long-term learning opportunities for improving citizens’ engagement with human and veterinary health care services; environment monitoring; and health care industry–developed, interoperable early warning systems).

The COVID-19 pandemic has increased the world’s understanding of the close relationships among the environment, animals, and humans [117]. Therefore, it is more critical than ever to effectively manage the pandemic by assessing the innovative two keys, three perspectives, and five dimensions in the unifying ODH framework. It is also important to assess the pandemic’s impact on health ecosystems by facilitating systematic collaboration among animal and environmental scientists, health care practitioners, citizens, governments, academics, and industrial manufacturers.

The next step in developing and testing the ODH framework will be performed by the proposed EFMI ODH working group. The proposed EFMI ODH working group will elaborate upon the ODH framework, validate the methodology, and evaluate the ODH. They will also examine specific ODH scenarios in-depth and analyze the relationships between the perspectives in the ODH framework and BMHI dimensions (ie, data, information, and knowledge). Analyzing these relationships is expected to yield new insights and support an integrative, systemic, and syndemic decision-making process that can be assessed from a multidisciplinary perspective [117,118]. We expect that this process will be instrumental in shaping future health ecosystems, providing novel learning opportunities for citizens, and educating the next generations of BMHI practitioners.
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Abstract

There is clear evidence to suggest that diabetes does not affect all populations equally. Among adults living with diabetes, those from ethnoracial minority communities—foreign-born, immigrant, refugee, and culturally marginalized—are at increased risk of poor health outcomes. Artificial intelligence (AI) is actively being researched as a means of improving diabetes management and care; however, several factors may predispose AI to ethnoracial bias. To better understand whether diabetes AI interventions are being designed in an ethnoracially equitable manner, we conducted a secondary analysis of 141 articles included in a 2018 review by Contreras and Vehi entitled “Artificial Intelligence for Diabetes Management and Decision Support: Literature Review.” Two members of our research team independently reviewed each article and selected those reporting ethnoracial data for further analysis. Only 10 articles (7.1%) were ultimately selected for secondary analysis in our case study. Of the 131 excluded articles, 118 (90.1%) failed to mention participants’ ethnic or racial backgrounds. The included articles reported ethnoracial data under various categories, including race (n=6), ethnicity (n=2), race/ethnicity (n=3), and percentage of Caucasian participants (n=1). Among articles specifically reporting race, the average distribution was 69.5% White, 17.1% Black, and 3.7% Asian. Only 2 articles reported inclusion of Native American participants. Given the clear ethnic and racial differences in diabetes biomarkers, prevalence, and outcomes, the inclusion of ethnoracial training data is likely to improve the accuracy of predictive models. Such considerations are imperative in AI-based tools, which are predisposed to negative biases due to their black-box nature and proneness to distributional shift. Based on our findings, we propose a short questionnaire to assess ethnoracial equity in research describing AI-based diabetes interventions. At this unprecedented time in history, AI can either mitigate or exacerbate disparities in health care. Future accounts of the infancy of diabetes AI must reflect our early and decisive action to confront ethnoracial inequities before they are coded into our systems and perpetuate the very biases we aim to eliminate. If we take deliberate and meaningful steps now toward training our algorithms to be ethnoracially inclusive, we can architect innovations in diabetes care that are bound by the diverse fabric of our society.

(J Med Internet Res 2021;23(2):e22320) doi:10.2196/22320
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Introduction

There is clear evidence to suggest that diabetes does not affect all populations equally [1]. Among adults living with diabetes, those from ethnoracial minority communities—foreign-born, immigrant, refugee, and culturally marginalized [2]—are at increased risk of poor health outcomes [3-6]. Numerous studies have reported ethnoracial differences in glycemic control [7,8], diabetes prevalence [9], risk of diabetes complications [10], and diabetes-related mortality [11]. Data from the Centers for Disease Control indicate that non-Hispanic Black people are 2.3 times more likely to die from diabetes than their non-Hispanic White counterparts [12]. Similarly, young people living with diabetes from Black or Hispanic backgrounds are at increased risk of poor long-term glycemic control when compared to White youth [13]. The social determinants of health describe the social, economic, and physical conditions in which people are “born, live, learn, work, play, worship, and age,” as well as the impact that such environments have on health outcomes [14]. As a result of the well-accepted contribution of the social determinants toward diabetes outcomes [15], we know that ethnoracial minority populations are also more likely to experience socioeconomic adversity and subsequent challenges with diabetes management and access to care [16]. This association likely follows from the increased prevalence of various diabetes risk factors (eg, low birth weight, physical inactivity, obesity, smoking) in individuals of low socioeconomic status (SES) [16-18]. In Canada, where 21% of the population are foreign-born and live in the nation’s largest urban centers [2], people with a household income less than Can $15,000 (US $11,745) are 4 times more likely than those with a household income greater than Can $80,000 (US $62,635) to be diagnosed with type 2 diabetes (T2D) [19]. For people living with type 1 diabetes (T1D), low SES has been associated with an increased risk of poor glycemic control [20], as well as higher levels of mortality and morbidity [21].

Innovative technologies are actively being researched and developed to mitigate the burden of diabetes on patients and the health care system. Among the potential solutions, artificial intelligence (AI) appears to be well suited for diabetes management given that this chronic condition has long been guided by quantitative data collected by patients, their devices, and their care providers [22]. These data can be computationally complex for patients to make sense of on their own to inform their diabetes management [23]. AI, or the ability for “computers to think like humans” [24], has revolutionized many consumer technologies (eg, facial recognition, fraud detection, self-driving vehicles) and is now gaining momentum in the health care field. AI technologies are being developed for various areas of medicine such as medical imaging analysis [25-27], prognostication [28-30], and clinical decision support [31-33]. In diabetes care, AI is being applied for blood glucose prediction and control [34,35], identification of adverse events [36,37], lifestyle support [38,39], and predicting diabetes risk [40,41].

Despite the potential applications of AI in diabetes care, several factors may predispense these technologies to ethnoracial bias. The effectiveness of an AI algorithm is largely dependent on the quality of training data, as well as how accurately training data represent the population that will ultimately be affected by the algorithm [42]. As health data have traditionally been collected on predominantly White populations [43] or have simply omitted relevant ethnoracial information [44], algorithms trained on such data are at risk of ignoring race and ethnicity. Such ethnoracial disparities have long been present in clinical decision support tools, with various algorithms being arbitrarily corrected for race with little or no scientific justification [45]. These algorithms are widely used to inform important clinical actions such as specialist referrals [46,47] and assess candidacy for particular interventions [48,49]. In AI, where the effects of biases may be dramatic and difficult to identify [50], careless incorporation of ethnoracial data may perpetuate health inequities for those communities in most need. The alarming potential for clinical decision support tools to be algorithmically biased in favor of advantaged populations demands careful evaluation to promote their ethnoracial inclusivity. We believe that to optimize equitability, AI research should (1) establish a training population that is representative of the general population, (2) report the ethnoracial distribution of the training set, and (3) discuss potential ethnoracial limitations of the training data. To our knowledge, these simple tenets are not being met in existing diabetes AI research.

As a digital health research group preparing to build AI-based diabetes management tools [51], we want to address the challenges of promoting equity in AI and derive recommendations that can inform our work and the field at large. In an effort to better understand whether diabetes AI interventions are being designed in an ethnoracially equitable manner, we conducted a rapid case study whereby we assessed articles curated in an existing literature review of AI-based diabetes management tools. Our objectives were to (1) review ethnoracial considerations reported in past articles on AI-based diabetes support tools and (2) propose a strategy to promote ethnoracial equity in such tools in the future. This viewpoint serves to document the findings from our case study and the recommendations proposed by our group to advance ethnoracial equity in diabetes AI.

Case Study

Methods

We conducted a secondary analysis of 141 articles included in a high-impact literature review published in the Journal of Medical Internet Research in 2018 by Contreras and Vehi entitled “Artificial Intelligence for Diabetes Management and Decision Support: Literature Review” [52]. The selected review included articles describing AI technologies for diabetes management and decision support, as well as their associated challenges. We chose this review over comparable syntheses of the literature based on the short time since publication, the breadth of diabetes AI interventions included for review, and the impact that the review has had on informing the diabetes AI field.

Two members of our research team independently reviewed each of the 141 articles and selected those reporting ethnoracial data for further analysis. Articles were selected for analysis if they included an explicit description of participants’ ethnic
background, racial background, or both. Articles were excluded if they were review papers, selected participants from a single ethnoracial group, or were inaccessible by the research team. The following criteria were charted for each of the selected studies: article type, diabetes type, ethnicity distribution, race distribution, number of participants, and source of data (ie, electronic medical record, electronic health record).

Results

In screening the 141 articles included in the Contreras and Vehi review, only 10 (7.1%) were ultimately selected for secondary analysis in our case study [53-62]. Of the 131 excluded articles, 118 (90.1%) failed to mention participants’ ethnic or racial backgrounds. The remaining articles were excluded because they were review papers (n=5), selected participants from a single ethnoracial group (n=3), or were inaccessible by our research team (n=5).

The 10 articles selected for detailed analysis are summarized in Multimedia Appendices 1-3. Most articles were T2D-focused (n=8), with the remaining articles focused on T1D (n=1) and gestational diabetes (n=1). The main report types were retrospective analyses of data pulled from electronic medical records (n=5) or generated through randomized control trials (n=2). The reviewed articles reported ethnoracial data under various categories, including race (n=6), ethnicity (n=2), race/ethnicity (n=3), and percentage of Caucasian participants (n=1). Race was typically distributed between White (or Caucasian), Black (or African American), Asian, American Indian, and Alaska Native. Ethnicity was generally reported as Hispanic and non-Hispanic. Among articles specifically reporting race, the average distribution was 69.5% White, 17.1% Black, and 3.7% Asian (Multimedia Appendix 1). The 2 articles that specifically included ethnicity reported 7.2% and 21.3% Hispanic patients (Multimedia Appendix 2) [53,61]. The average distribution in articles that merged race and ethnicity was 55.4% non-Hispanic White, 8.1% non-Hispanic Black, 19.9% Hispanic, and 8.3% Asian (Multimedia Appendix 3). Only 2 articles reported inclusion of Native American participants [59,61]. The sole non-American study was performed in the Netherlands and included 97.7% Caucasian participants [60].

Several of the selected studies also included specific discussion of ethnoracial themes. Rohan et al stated that their research was limited by the homogeneity of their study population and that the generalizability of their findings should be further investigated [54]. Two more studies acknowledged that their study populations were mainly White [58,60], with one stating that their predominantly White and female demographic was “not uncommon in behavioral weight loss studies” [58]. Valdez et al intentionally oversampled racial and ethnic minorities and identified very few ethnoracial differences in health information communication patterns [61]. McCoy et al noted that race/ethnicity did not contribute to their predictions of glycemic trajectory and proposed that ethnoracial disparities in glycemic control may reflect differences in access to health care and medications [57].

Discussion

Ethnoracial Inequities in Diabetes AI

Diabetes AI programs are intended to improve diabetes-related health outcomes, experience, and expenditure [63,64]. However, it is unclear whether such systems benefit all populations equally. In our informal case study of 141 articles related to AI-based diabetes tools, we identified only 10 articles that specifically reported the ethnic or racial distribution of their studied patient population. We believe that this paucity of ethnoracial data in the reviewed articles significantly limits the effectiveness of the associated AI technologies. Several examples of such ethnoracial bias in clinical algorithms have been previously reported in the literature [42,45]. The long-used Framingham risk factors, which were modelled using a largely non-Hispanic White population, have recently been shown to inadequately capture risk in certain minority groups [65]. The STONE score to predict the likelihood of kidney stones in patients with flank pain equates Black race with lower risk [66]; however, an external validation study found no significant association between non-Black race and increased risk of developing kidney stones [67]. The Vaginal Birth after Cesarean (VBAC) algorithm predicts a lower likelihood of successful vaginal delivery in African American and Hispanic mothers having previously undergone cesarean section [68], while ignoring other factors (eg, private insurance status, marital status) that have been significantly associated with VBAC success [49]. A recent AI-based tool for classifying images of skin cancer was reported to perform similarly to trained experts [69]; however, the training images were predominantly of light-skinned individuals, and performance was not assessed on those with darker skin [70]. These examples highlight the importance of effective ethnoracial considerations in the development of clinical decision support tools.

Despite the promise of AI, several factors predispose AI algorithms to negative biases. One limitation of AI models is the so-called distributional shift, where erroneous predictions result from a mismatch between the training population and the population on which the model is used. Such a mismatch can result from “bias in the training set, change over time, or use of the system in a different population” [50]. Essentially, the robustness of AI algorithms is dependent upon the degree to which the training population represents the target population [71]. In addition to the distributional shift phenomenon, the complexity and black-box nature of AI algorithms often obfuscates underlying errors or biases, specifically when compared to simpler rule-based systems [50]. The detection of such biases in AI algorithms often requires careful consideration of model behavior in response to changing inputs [72]. In the case of ethnoracial data, the omission of such information could result in a distributional shift based on ethnicity, race, or both in resultant models, which may be difficult for researchers to identify at the time of development.

Given the clear ethnic and racial differences in diabetes biomarkers, prevalence, and outcomes [7-10,12,73], the inclusion of ethnoracial data is also likely to improve the accuracy of predictive models. The predictive value of race and
ethnicity is well-documented in the literature, where they have been shown to independently predict health decline for adults living with diabetes [74,75]. The impact of specific risk factors for T2D have even been shown to vary for both sex and race, with the most predictive factors being waist circumference in Black men, 2-hour glucose from an oral glucose tolerance test in Black women, and fasting glucose in both White men and White women [76]. As a result of these associations between diabetes outcomes and ethnoracial information, the consideration of ethnoracial data is likely to enhance both the accuracy and generalizability of resultant AI-based diabetes tools.

In those articles we reviewed that did include ethnoracial information, there was very little standardization in terms of how these data were reported (eg, race, race and ethnicity, race/ethnicity). Race distinguishes individuals based on ancestry and combinations of physical characteristics, whereas ethnicity focuses on behavior and culture in addition to physical features [77]. Inconsistent reporting of ethnic and racial information hinders the ability to perform meta-analyses across multiple data sets and may limit ethnoracial equity in future AI applications [78]. In their writings on eliminating health disparities, Fremont and Lurie state that data pertaining to race and ethnicity are collected by a variety of sources, but “the utility of these data is constrained by ongoing problems with reliability, completeness, and lack of comparability across data sources” [79]. Though differences in the reporting of ethnoracial data are expected across jurisdictions, we propose that authors attempt to report such data in a manner that is easily comparable to locally available data. For example, the US census reports race and ethnicity separately, with ethnicity being used to determine whether an individual is of “Hispanic origin or not” and race being categorized as “White, Black or African American, Asian, American Indian or Alaska Native, Native Hawaiian or Other Pacific Islander, and other” [80]. Kiran et al recently assessed Canadian patient perspectives on routinely being asked about their race and ethnicity through a sociodemographic questionnaire [81]. They found that patients were not uncomfortable disclosing their race and ethnicity and intuitively understood how the data could be helpful for their health care providers. Their work has subsequently informed the collection of race-based data during the COVID-19 pandemic [82]. These are just two examples of standards that will allow for comparison with locally available data. For example, the US census reports race and ethnicity separately, with ethnicity being used to determine whether an individual is of “Hispanic origin or not” and race being categorized as “White, Black or African American, Asian, American Indian or Alaska Native, Native Hawaiian or Other Pacific Islander, and other” [80]. Kiran et al recently assessed Canadian patient perspectives on routinely being asked about their race and ethnicity through a sociodemographic questionnaire [81]. They found that patients were not uncomfortable disclosing their race and ethnicity and intuitively understood how the data could be helpful for their health care providers. Their work has subsequently informed the collection of race-based data during the COVID-19 pandemic [82]. These are just two examples of standards that will allow for comparison with locally available data and in turn enable the assessment of ethnoracial generalizability and cultural competence in diabetes AI algorithms.

In considering the average race distribution of the reviewed studies, the proportions for White (69.5%) and Asian race (3.7%) were slightly lower than those values reported in recent US census data (76.3% and 5.9%, respectively). The opposite was true for the Black race, which accounted for 17.1% of study participants but only 13.4% of US census participants. In those studies reporting race and ethnicity as a combined variable, the average proportion of non-Hispanic whites (55.4%) was slightly lower than the census value of 60.1% [83]. These findings likely follow from the high prevalence of diabetes in the non-Hispanic Black population, specifically when compared to the non-Hispanic White and Asian populations [84]. One particularly worrisome finding was that data from Native American participants were reported in just 2 studies [59,61], despite making up an estimated 1.3% of the American population [83] and being the ethnoracial group with the highest age-adjusted prevalence of diagnosed diabetes [9]. Poor Indigenous representation in health and governmental data sets has been previously reported in the literature [85,86]. In Canada, where Indigenous peoples account for 4.9% of the population [87] and are disproportionately affected by diabetes [88], failure to include Indigenous data when training diabetes AI models could propagate existing issues of health inequity and structural racism in this population [89,90].

### A Simple Screening Tool to Assess Ethnoracial Equity in Diabetes AI

Detailed guidelines currently exist for the development of trustworthy and human-centric AI technologies [91]. However, we believe there is a need for simple tools to screen the ethnic and racial generalizability of AI in health care. Based on the findings from our case study, we have developed a short screening tool that researchers and clinicians may use to assess ethnoracial equity in research describing AI-based diabetes interventions. The rationale and structure of this tool borrows from the Jadad scale [92], which was conceived by the founder of our research group over two decades ago and is widely used to assess the methodological quality of a clinical trial [93,94]. We propose the following set of five questions to consider the ethnoracial relevance of diabetes AI:

1. Did the research explicitly describe the disease under study (eg, T1D, T2D, both)? (1a) Did the research describe ethnoracial differences in disease prevalence, biomarkers, and outcomes?
2. Did the research clearly describe the sources of data used in the training data set (eg, electronic medical record, administrative data repository, research registry)? (2a) Did the research describe ethnoracial limitations in the sources of data?
3. Did the research explicitly report the ethnic and racial backgrounds of individuals in the training data set? (3a) Are ethnic and racial backgrounds reported in a manner that is easily comparable to local census data?
4. Do the ethnic and racial distributions in the training data set accurately represent the population on which the algorithm will be used? (4a) Did the research articulate limitations of the ethnic and racial distributions in the training data set?
5. Did the research describe strategies to mitigate ethnoracial bias in the algorithm?

Although we feel that our proposed tool will be helpful in assessing clinical AI algorithms generally, it will be particularly important in the development of diabetes AI. We believe that these innovations will fail to serve the diabetes community if they are not trained on ethnoracially diverse data. As AI-based systems become integrated into important aspects of diabetes management, such ethnoracial inequities in model development could ultimately be dangerous for minority groups whose biomarkers and outcomes may differ from the general population. In the Contreras and Vehi review, most studies focused on T2D self-management, clinical decision support,
and prediction tools. Each of these dimensions of diabetes care can be affected by ethnoracial factors. For example, adherence to T2D medications to achieve euglycemia is demonstrably driven by cultural beliefs, values, social factors, religion, health literacy, and language barriers [95,96]. Similar issues are likely to follow in the T1D space, where AI algorithms are currently focused on automated insulin delivery systems but will likely shift toward the above dimensions in the near future [63,97,98].

Addressing ethnoracial bias in diabetes AI has been made even more critical by the coronavirus disease 2019 (COVID-19) pandemic [99]. There is growing evidence to support a “bidirectional relationship between COVID-19 and diabetes” [100]. Research suggests that diabetes is a risk factor for rapid progression and poor prognosis of COVID-19 [101,102]. New-onset diabetes is also being reported in previously healthy individuals diagnosed with COVID-19 [103-105], which may reflect coronavirus-inflicted damage to insulin-producing cells [106,107]. We are concerned by these findings from a health equity lens, given that COVID-19 has been found to disproportionately affect ethnoracial minorities. The Centers for Disease Control and Prevention have already determined that individuals from Black and American Indian or Alaska Native communities have a rate of hospitalization or death from COVID-19 that is 5 times greater than that of their White counterparts [108]. It stands to reason that the increased prevalence of both COVID-19 and diabetes in ethnoracial minority groups and the relationship between these two conditions require ethnoracial considerations in all aspects of diabetes care.

At this unprecedented time in history, AI can either mitigate or exacerbate disparities in health care. Future accounts of the infancy of diabetes AI must reflect our early and decisive action to confront ethnoracial inequities before they are coded into our systems and perpetuate the very biases we aim to eliminate [45]. If we take deliberate and meaningful steps now toward training our algorithms to be ethnoracially inclusive, we can architect innovations in diabetes care that are bound by the diverse fabric of our society.
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Abstract

Background: The COVID-19 pandemic has shined a harsh light on a critical deficiency in our health care system: our inability to access important information about patients’ values, goals, and preferences in the electronic health record (EHR). At Memorial Sloan Kettering Cancer Center (MSK), we have integrated and systematized health-related values discussions led by oncology nurses for newly diagnosed cancer patients as part of routine comprehensive cancer care. Such conversations include not only the patient’s wishes for care at the end of life but also more holistic personal values, including sources of strength, concerns, hopes, and their definition of an acceptable quality of life. In addition, health care providers use a structured template to document their discussions of patient goals of care.

Objective: To provide ready access to key information about the patient as a person with individual values, goals, and preferences, we undertook the creation of the Patient Values Tab in our center’s EHR to display this information in a single, central location. Here, we describe the interprofessional, interdisciplinary, iterative process and user-centered design methodology that we applied to build this novel functionality as well as our initial implementation experience and plans for evaluation.

Methods: We first convened a working group of experts from multiple departments, including medical oncology, health informatics, information systems, nursing informatics, nursing education, and supportive care, and a user experience designer. We conducted in-depth, semistructured, audiorecorded interviews of over 100 key stakeholders. The working group sought consensus on the tab’s main content, homing in on high-priority areas identified by the stakeholders. The core content was mapped to various EHR data sources. We established a set of high-level design principles to guide our process. Our user experience designer then created wireframes of the tab design. The designer conducted usability testing with physicians, nurses, and other health professionals. Data validation testing was conducted.

Results: We have already deployed the Patient Values Tab to a pilot sample of users in the MSK Gastrointestinal Medical Oncology Service, including physicians, advanced practice providers, nurses, and administrative staff. We have early evidence of the positive impact of this EHR innovation. Audit logs show increasing use. Many of the initial user comments have been enthusiastically positive, while others have provided constructive suggestions for additional tab refinements with respect to format and content.

Conclusions: It is our challenge and obligation to enrich the EHR with information about the patient as a person. Realization of this capability is a pressing public health need requiring the collaboration of technological experts with a broad range of clinical leaders, users, patients, and families to achieve solutions that are both principled and practical. Our new Patient Values Tab represents a step forward in this important direction.
Introduction

Background

Besides inadequate personal protective equipment and limited intensive care surge capacity, the COVID-19 pandemic has shined a harsh light on another critical deficiency in our system of health care delivery: our inability to access important information about patients’ values, goals, and preferences in the electronic health record (EHR) [1-3]. All over the United States, frontline clinicians in the field, emergency departments, intensive care units (ICUs), and on rapid response teams and hospital floors have struggled with urgent decisions about the use of life-supporting technologies to treat serious complications of COVID-19 infection without sufficient information about the patient as a person, what means most to this individual, how the patient defines living well, and whom the patient trusts to make important decisions about health care [4,5]. Such information is rarely accessible even for older adults and others with underlying diseases, such as cancer or chronic comorbid conditions, who are most vulnerable. Either this information was not previously elicited or, although it was discussed, it was not documented or is difficult to find in the EHR [6-9].

This is not a new problem, and it will certainly persist after COVID-19 in the absence of major innovative efforts. Although many clinicians consider the EHR to pose a barrier to patient-centered care by literally shifting the attention from the patient to the computer screen [10-12], the EHR is also a potentially powerful tool that can support clinician-patient communication, team collaboration, personalized and respectful care, continuity across settings, patient engagement, and shared decision making in accordance with patients’ individual needs and priorities [13,14]. Several recent initiatives have utilized digital platforms and tools (eg, documentation templates, automated prompts, and electronic order sets) to optimize documentation of advance care planning and goals of care discussions [15-17]. Some have focused primarily on the documentation of advance care planning in patients who are older or have advanced disease [18,19]. A more recent initiative leverages the Epic EHR by assembling information about serious illness conversations, including prognostic information given by clinicians to the patient and family, the patient’s understanding of the course of the illness, hopes and worries, priorities, and clinician recommendations, into a new EHR template [20].

At Memorial Sloan Kettering Cancer Center (MSK), we integrated and systematized health-related values discussions led by oncology nurses for newly diagnosed cancer patients as part of routine comprehensive cancer care, regardless of the patient’s stage, prognosis, or treatment intent [21,22]. These discussions are revisited quarterly or as deemed appropriate after prespecified clinical events (eg, progression of disease through first-line therapy, hospitalization, or admission to the ICU). In this model, communication encompasses not only the patient’s wishes for care at the end of life but also more basic and holistic personal values, including sources of strength, concerns, hopes, definition of an acceptable quality of life, and what the patient wants the clinical team to know about them as a person in order to provide the best care and preserve dignity [22]. In addition, oncologists and other physicians and advanced practice providers use a structured template to document their discussions of patient goals of care, which may address the expected course of the patient’s illness, intent of the current treatment, goals identified by the patient, preferences for end-of-life care, and, if relevant, hospice enrollment.

The Patient Values Tab: Concept and Design

To provide ready access to these crucial communications between clinicians and patients as well as key information about the patient as a person with individual values, goals, and preferences, we undertook the creation of the Patient Values Tab in our center’s EHR to display this information in a single centralized location. Our institution’s EHR platform is Allscripts Sunrise Clinical Manager (Allscripts Healthcare LLC), which organizes data displays into tabs, as do many other EHR platforms. Here, we describe the interprofessional, interdisciplinary, iterative process and user-centered design methodology we applied to build this novel functionality [23].

Methods

Working Group and Stakeholder Interviews

We first convened a working group of experts from multiple departments, including medical oncology, health informatics, information systems, nursing informatics, nursing education, and supportive care (a multidisciplinary palliative care service), and a user experience designer. Members of the working group were selected for their previous experience leading large-scale institutional initiatives and unique expertise in the integration of supportive care and oncology. This core team met every 2 weeks to collaborate on the development and design of the new tab.

To understand the needs and perspectives of a broad range of institutional stakeholders, we also conducted in-depth, semistructured, audiorecorded interviews of over 100 key stakeholders based on a written guide prepared by the core team. Analysis of these interviews, which is reported in a separate publication (which includes selected stakeholder comments in an appendix), was used to inform content and format of the tab [24]. As active contributors to the creative process, those who were interviewed were more inclined to buy in to the ultimate product. In addition, many of these stakeholders held leadership positions within divisions and departments and went on to share enthusiasm about the upcoming tab with their colleagues, enhancing the visibility of the ongoing development effort among a broader group of users.
Mapping Tab Content
The core team sought consensus on the Patient Values Tab’s main content, homing in on high-priority areas identified in the stakeholder interviews while also incorporating their input on format and considering suggestions on the logistics of the implementation process. The core content was mapped to various data sources within the EHR (as shown in Multimedia Appendix 1).

For example, oncology nurses use a structured document entitled “Assessment, Patient Personal Values” to summarize their values discussions. The patient’s preferred name, language, and communication preferences are elicited through the digital patient portal system via an electronic care questionnaire, which the nurse verifies and updates as needed at the first clinic visit on the nursing health assessment. Education about health care proxy (HCP) and other advance directives is provided in the hospital by patient representatives, who also record designation of and information about the HCP in a specific clinical document.

High-Level Design Principles
As the data sources were clarified, we also established a set of high-level design principles (shown in Textbox 1) to guide this process.

Textbox 1. High-level design principles.

1. The Patient Values Tab should provide users with an at-a-glance understanding of the patient as a person.
2. The Patient Values Tab should offer easy access to data that can be viewed in aggregate in the context of other relevant information to support clinical decision making.
3. The Patient Values Tab will specify the context in which the information was collected (with the source and date the information was updated).
4. The Patient Values Tab will be in a read-only format (ie, the data displayed will be captured and edited elsewhere).
5. The Patient Values Tab will contain the most high-yield information while presenting this information in a succinct, streamlined way to minimize cognitive load for users.
6. The Patient Values Tab will be accessible to all health care team members across the spectrum of patient care.

One such principle was that the tab would be in a read-only display format, populated with existing source documents in the EHR that could not be directly edited in the tab itself. We chose this approach because we and various key stakeholders we interviewed were concerned that the content would become unwieldy and unstable, ultimately leading to inefficiency for users if multiple modifications were allowed. We concluded that reliance on existing workflows and processes would reduce the cognitive load for clinicians and enable a communal responsibility for the underlying documentation, with important roles for various team members as contributors to a shared understanding of the patient as a person.

User Testing
The next step was close collaboration with our user experience designer to create and refine wireframes of the tab design. During this process, the designer conducted usability testing with physicians, nurses, and other health professionals. All participants were asked to provide general usability feedback on the design. To obtain more detailed feedback, participants were presented with specific clinical tasks calling for the use of information contained in the Patient Values Tab in scenarios that the core team generated and adapted for particular roles and responsibilities. For example, in one scenario, the physician was preparing to “discuss serious results with the patient,” while the nurse needed to “provide information for medication management.” This process revealed a lack of familiarity among users with some of the underlying documentation that sourced the data displayed in the tab. To address this issue, we created a frequently asked questions tile (ie, section) in the tab including basic information about data sources and directing users to the appropriate underlying document to update the information, if needed.

Refinement and Validation
Additional design refinements incorporated (1) suggestions from the user experience designer (eg, creating a banner at the top of the tab with the preferred name information, color coding the different categories of information to help users recognize and navigate among them quickly, including a separate feedback tile within the tab inviting users’ input and comments about their experience using the tab); (2) input from the core team (eg, placing the goals of care discussions and the nurse values summary in the most central, prominent positions in the tab; extracting and separately displaying the essential information regarding emergency contact, HCP, and next of kin for rapid access during clinical emergencies, with relevant advance directive scanned forms located below this information); and (3) insights gleaned from the stakeholder interviews (eg, providing expedited access to consultant notes from supportive care, psychiatry, and ethics as the highest yield and most consistently complete sources of information about patient values and personhood). During this iterative process, the designer shared mock-up options and elicited feedback from the core team via email and throughout the series of biweekly core team meetings.

Members of our core team with informatics expertise conducted data validation testing to ensure the fidelity of the information displayed in the tab to the underlying source of this information (ie, confirming that the tab displayed the correct information from the intended source document in the intended format for the correct patient). In addition, to detect delays in displaying information to the user that might decrease usability, we assessed the time to launch the tab content for selected patients. If time delays were identified, we worked with the information systems team to identify the source of the delay so that it could
be rectified; specifically, technical optimizations were made to bring the load times in line with other feature load times in our EHR (ie, no longer than a few seconds).

Results

Initial Deployment and Implementation

We have already deployed the Patient Values Tab to a pilot sample of users in the Gastrointestinal (GI) Medical Oncology Service at our center, including the physicians, advanced practice providers (APPs), nurses, and administrative staff. We chose this service for this first phase of our pilot deployment because it is the largest solid tumor service at MSK, with approximately 40 physicians varying in age, gender, race and ethnicity, number of years in clinical practice, and disease focus who care for a large number of cancer patients with diverse demographics (eg, age, gender) and types and stages of cancer with wide variability in the pace of the disease process and overall clinical course. Patients of the GI Medical Oncology Service represent the largest proportion of admissions to our Memorial Hospital, thus frequently involving both outpatient and inpatient teams in their care.

We have executed a detailed implementation plan, which includes (1) discussion with the physician, APP, and nursing leaders of the service about the tab and its integration in clinical care by that service; (2) email notification to users about the availability and basic content of the new tab; and (3) presentations encompassing key features and functionality of the tab together with options for incorporating its use in regular clinical workflows. For each of these steps, we have targeted the professional groups individually, since they have different needs, roles, and workflows in providing patient care, although ultimately, they must all collaborate and communicate as a team to optimize this care.

Further Iteration and Evaluation

Learnings from this pilot will inform further refinement of the Patient Values Tab before broader implementation. We are measuring usage of the tab through audit logs, which specify the time, user, and patient involved each time it is launched. In addition, we have included a feedback tile within the tab itself that asks in closed-ended items for users’ broad impressions (“It’s great,” “It’s okay,” or “It needs improvement”) and provides space for free-text comments. In-depth feedback will be gathered from selected clinicians through brief individual interviews. We plan to select these clinicians based on audit log data indicating those who are low adopters or high adopters in terms of the frequency and timing of their tab use. Through the interviews, we will explore whether the tab fits with the clinician’s workflow and patterns of use (or lack of use) in clinical practice, the perceived value of the tab to the clinician, and suggestions for improvement (eg, with respect to content and format).

Guided by this diverse user input, we have continued cycles of refinement and deployment to additional groups incrementally, with a plan for institution-wide rollout by the fall of 2020. The core team is continuing its biweekly meetings, monitoring every step in the implementation and evaluation process, and collaborating to address and incorporate user feedback in order to ensure that the use of the tab is maximized and sustained.

Early Findings

We already have early evidence of the positive impact of this EHR innovation. Audit logs show increasing use among different user groups. Among users who have engaged with the feedback section within the tab, 25 of 48 (52%) users reported that “it is great” compared with 18 of 48 (38%) users who reported that “it needs improvement” and provided specific constructive suggestions and 5 of 48 (10%) users who reported that “it is okay.” Many of these initial user comments have been enthusiastically positive (Textbox 2).

Users also suggested specific enhancements to the tab’s content quality and design. Our early pilot data have also revealed potential barriers to large-scale implementation, which include perceived lack of time to engage with the tab, competing priorities, incomplete or inaccurate tab content, technical glitches, and difficulty remembering to launch the tab as part of routine workflow. To address these challenges, we have enacted several proactive educational strategies when deploying to additional user groups, including (1) emphasizing that the tab is a display-only feature that is intended to save time by consolidating key information in a central location, (2) describing the processes by which incomplete or inaccurate tab content can be updated by the user, and (3) highlighting the “share feedback” section as a means for providing feedback on technical (or content-related) glitches that can be addressed by the Patient Values Tab interdisciplinary working group. In all circumstances, the Patient Values Tab working group follows up with each individual user who provides feedback to ensure closed-loop communication and enhance transparency in the ongoing effort to refine and optimize the tab’s functionality.

We are also increasingly receiving reports of specific patient situations in which the information displayed in the tab, including the outpatient oncology nurse’s values summary, allowed the hospital team to support families in difficult decisions about the use of intensive care therapies. In one such

Textbox 2. Illustrative quotes.

"[I] love the easy access to [health care proxy] and Advance directives!"

"Being able to quickly check the patient’s preferred name is incredibly helpful!"

"I like that it captures information from many different areas and placed in one area. I will be using this tab."

"Numerous tiles you have developed give the patient a ‘voice’ in our [electronic health record]. Strong work….This will be a great advance in Cognitive Support for our clinical teams."

http://www.jmir.org/2021/2/e21615/
case, the family described hearing the ICU physician reading the values summary aloud as feeling that the patient, who no longer was conscious and had not discussed this type of situation with them previously, “was in the room, speaking directly to them,” clarifying his priorities, providing guidance, and relieving them of burden and guilt in deciding to limit life support at that time. Immediate access that the Patient Values Tab provides to primary physicians’ goals of care discussions greatly facilitates the work of our emergency department and rapid response team clinicians, who must act quickly in emergencies.

Similarly, we are hearing that the communication preferences section within the Patient Values Tab is particularly helpful to teams as they are preparing for family meetings and goals of care discussions. For example, one Patient Values Tab user recounted:

I did use it actually this week….We were going to go have an impromptu family meeting and the attending physician asked, “Would the patient want to be involved?” and I said, “Well, let’s look at the Patient Values Tab”….We clicked there and it said “patient wants a lot of information with her partner present”….so…we used it in real time.

In this case, knowing how the patient preferred to receive medical information (ie, in detail) and with whom present (ie, her partner) helped guide the health care team’s approach to having a goals of care conversation at a timely moment.

Discussion

Even at this pilot stage of deployment, it is becoming clear that the Patient Values Tab enables care and decision making that honors the personhood and values of our patients. During the COVID-19 pandemic, as life-threatening emergencies have occurred without warning to patients who were then too ill to speak for themselves, we have learned—again, in a more painful but perhaps more enduring lesson—that high-quality care is heavily dependent on immediate access to this crucial information. As implementation and usage of the tab expands and our center moves beyond the current COVID-19 crisis, we will be able to examine its impact on a variety of outcomes at the level of the patient, clinician, work process, and health care system. Although the Patient Values Tab was built in MSK’s specific EHR (ie, Allscripts), this software can be configured in other EHR platforms as well, including Epic (the predominant platform in the United States). Further research is needed on the best ways to optimize and enhance the patient centeredness of various EHR systems through the synergistic integration of tools that capture broader, holistic patient values (eg, the Patient Values Tab), with ongoing efforts that are primarily focused on advance care planning (eg, Epic’s Advance Care Planning tab).

All EHRs contain extensive quantitative information and voluminous data about patients that are mostly impersonal. Now, it is our challenge and obligation to enrich the EHR with information about the patient as a person, which is rarely included or readily accessible. Patient-centered care is highly prioritized by the Institute of Medicine [25], patients and families, and professional caregivers [26], but it can only be delivered if the patient’s personal values are as prominent as the laboratory values in the EHR on which health care professionals rely and spend the bulk of their time. Although it can be burdensome and distracting for clinical care, the EHR has tremendous untapped potential to support patient-centered care. Realization of this capability is a pressing public health need requiring the full collaboration of technological experts with a broad range of clinical leaders, users, patients, and families to achieve solutions that are both principled and practical. Our new Patient Values Tab is a step forward in this important direction.
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Abstract

In the modern age, digital games are widely used as informal media for Science, Technology, Engineering, and Mathematics (STEM) education and medical therapy for game-based learning. Digital games provide learners with a graphical system of interaction that enhances scientific concepts within an enjoyable environment. The vastly increasing number of digital games produced in the market affects the quality of STEM digital games while requiring multidisciplinary expertise. This paper proposes a framework for STEM digital game-based learning encompassing input-process-output stages. Several studies from the early 2000s onward were reviewed to discuss and present a new perspective on a framework for the design and development of digital games, particularly for STEM. This proposed framework consists of digital game development as input, experience as a process, and constructs as output. This simple and precise framework will generate a universal product for various types of learners. It can thus be used as a guideline for game designers, developers, and experts to develop STEM digital games and achieve better learning outcomes.
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Introduction

The use of digital games for education has been identified as one of the global pedagogical approaches required for 21st century learners [1]. The intention is to make STEM (science, technology, engineering, and mathematics) education more interactive and interesting and enhance understanding of STEM concepts [2,3]. Individuals in any age range can learn through digital games. Ultimately, it is more practical to use such games in kindergarten to grade 12 education (primary and secondary school) to increase students’ levels of interest in STEM. An interactive gaming system uses advanced graphics and programming tools. STEM content can be gamified easily in the current digital era. Game designers and developers often collaborate with teachers and experts to construct good instructional games for STEM learning as a universal product. This type of pedagogical approach is known as digital game-based learning [4] or STEM digital game-based learning [5,6].

Using digital games to enhance STEM education is important. Their purpose is to allow scientific concepts to be visualized [7-9]. The STEM curriculum consists of multiple facts and concepts learners should understand and practice in their daily lives. Some may not be easy to learn using conventional teaching pedagogy [10]. Teachers need supporting learning material to visualize each concept, for which digital games can be the best tools. Digital games allow learners to interact with game mechanics in a virtual world, achieving the set goals as a result...
of the desire to win triggered by these games. This makes learners feel enjoyment while simultaneously enabling them to gain a better understanding of STEM content. Their interaction and involvement in experiencing and understanding the game while resolving problems in the virtual world provide a meaningful gaming experience [2,8,9]. Thus, the use of digital games not only enhances learning, develops skills, and increases the memorization and understanding of STEM, it also helps to maintain interest and create a STEM mindset [11].

Digital games for formal and informal education are accessible through computers, tablets, and smartphones, all of which are popular among digital natives—the new digital generation [12]. STEM education is challenging for young people. Most digital games aim to enhance STEM learning on various gaming platforms [13]. This was introduced in the earliest model of game-based learning developed by Garris et al [13], which consisted of input, process, and output (Figure 1). Current studies on gaming and learning have 3 major and distinct perspectives—(1) research on input: how to develop educational digital games; (2) research on process: how the games work for users; and (3) research on outcome: impact of the games. Advancing gaming technology means the number of digital games keeps increasing, and developers are competing with each other [14]. Developing digital games for STEM involves a multitude of team experts. These collaborations lead to an agile form of development that requires multiple lightweight processes over a shorter period. This makes it easier for each game designer, game developer, and STEM expert to ensure the digital game undergoes a systematic development process suitable for STEM digital game-based learning.

Figure 1. Input-process-output model adapted by Garris et al [13].

Game development processes are integrated and mapped into the design and development research, with emphasis on a systematic process of product development to achieve STEM learning outcomes. Digital game development undergoes iteration processes. From an industrial perspective, this involves preproduction, production, and postproduction phases as a linear process (Figure 2) [15]. However, studies [16-25] involving design and development research indicate that research products should undergo iteration processes until the development objective is achieved. Thus, digital games must be created for use by numerous people regardless of their abilities and demographic characteristics. This concept is synonymous with personalized learning based on a universal design for learning [16,17]. From an educational perspective, digital games are viewed as a learning tool in which STEM content is important in ensuring each game enhances learning and interest in STEM. Although previous studies [2,4,5,8,10,12,13,26-32] have introduced various models of digital game-based learning for specific outcomes, they have not described the development input-process-output structure as a holistic framework.

In the fourth industrial revolution environment, daily human activities have been influenced by digital technology. The new digital generation play digital games as part of their leisure activities. Numerous studies [26,27] on digital games have been conducted over the past two decades and have had a major influence on individual learning process; however, they have rarely discussed STEM learning. Because the number of digital games for STEM keeps increasing as a result of rapid development by the gaming industries, a relevant theoretical and practical underpinning of the development process for better STEM learning outcomes is required. As a universal product, the use of digital games for STEM does not rely on achieving better learning outcomes alone, it also needs to stimulate young people’s interest in STEM as a future career from an early age. Thus, this paper proposes a framework to understand STEM digital game-based learning encompassing design and development, gaming experience, and the generation of STEM outcomes.
Digital Game-Based Learning for STEM

Discussions on the use of digital games for STEM can be confusing. It is a multidisciplinary field consisting of 2 different domains: STEM education and digital gaming. The link between these fields triggers the need for further research to understand how and why digital games affect STEM learning. Thus, the use of digital games and STEM learning should be studied in parallel. Digital game-based learning for STEM is also a difficult concept to define. In terms of their separate fields, digital game-based learning is defined as the use of digital games to enhance learning. Thus, to develop a more holistic perspective, we define STEM digital game-based learning as the process of creating an interactive STEM environment through digital games to enhance individual STEM learning. As such, several relevant design and development studies are now reviewed.

Most of the development models for any product undergo a systematic process. Several studies proposed a new model adapted from the original ADDIE (Analysis, Design, Development, Implementation, and Evaluation) model [20,33,34]. Din [18] revealed that the ADDIE model did not consist of a usability test, which is the most important process in product development. Other scholars have also adapted and improved the model to ensure a better systematic process [20,33,34]; however, in the context of developing a digital game, every process undergoes rapid and, some may argue, agile development. This is due to the higher number of digital games produced each day. Gaming industries tend to develop digital games in a shorter time, and some might not follow the systematic process proposed by the literature. This increases the number of low-quality digital games for users.

Din initially developed the Model Pembangunan Sistem to design and create a computer conferencing system [18] and further developed the model into Model RekaBangun Sistem Pengajaran dan Pembelajaran [19] after testing it in the development and validation of integrated meaningful hybrid e-training for computer science—a theoretical- and empirical-based design and development approach [20]. This model was tested in numerous other studies to generate the fourth version, the Model RekaBangun Sistem Pengajaran dan Pembelajaran IV now called the Model RekaBangun SPP IV [19]. Between 2011 and 2015, Din et al [16] rigorously tested the model and developed the Universal Design for Learning Instructional Design model. Between 2015 and 2020, Din combined this model with a simpler agile version of the Model RekaBangun SPP IV after rigorous testing on more than 15 online and mobile modules, systems, and apps [17]. This final and latest version comes complete with a universal design for learning and agile development method and contains modeling stages with value integration [17,21].

Input as Digital Game Development

In digital game design, designers first identify the input elements. Universal design ensures a high degree of usability and accessible digital games for various types of learners regardless of ability [28,35,36]. Several models have been analyzed and proposed to determine which specific attributes are needed. A game perspective emphasizes content and game characteristics for enjoyment, while educational technology emphasizes learning content and a pedagogical approach. The combination of these 2 perspectives produces a better attribute as input for the game design system.

Gamification is well-known in educational technology as defining the process of integrating learning content into game mechanics [37]. The purpose is to make the learning content more interesting and engaging and to motivate learners throughout all elements of game-design [38]. Studies [6,13,17,19,22,28-30,39,40] indicate that several universal design attributes need to be incorporated into educational games such as learning theory, learning strategy, pedagogy, learning content, and game characteristics such as value integration. For STEM digital games, STEM learning content is a more suitable term representing the learning content attribute. All these attributes are subsequently included in the game design system. Input for digital game development requires several attributes to undergo systematic development processes. These are integrated from digital games and education perspectives [17,19,30,39-43]. Din’s early development model [18-20] did not separate instructional design from the development model. Instead, instructional design processes were embedded into

---

Figure 2. Game development process from industrial practice.
phases of development [19]. After 2015, Din extracted instructional design components from the development phases. This yielded 2 separate models, the instructional design model (Eclectic Universal Design for Learning model) presented in Figure 3 and the development model presented in Figure 4 [17,44]. The learning design is inspired by the universal design for learning model. It represents the expansion of phase 1 through phase 3 of the development model. The original model consisted of 4 main components: (1) eclectic learning theory, (2) eclectic content, (3) eclectic pedagogy, and (4) eclectic learning strategy.

**Figure 3.** Eclectic Universal Design for Learning model.
The agile version [17,46] of the integrated model for the instructional design, development, and modeling of a personalized learning environment in education, namely the UDin model, is presented in Figure 5 [46]. According to Din, the UDin model, which is a 20-year transformation model of the design, development, and modeling of a learning system, added the taken-for-granted Learning Outcome component. This was aligned with the Assessment component and both were placed in the center as the innermost part of the model labeled Learning Outcome and Assessment [17,46]. The model emphasizes continuous assessment. The rubrics are mainly used as assessment tools. The assessment methods range from gamification, reflection, and visual-, video- and technology-mediated communication to field work [17,46]. Din’s previous work discusses the assessment method and tools in detail; this encompasses studies by Din et al [23-25,47], Azizul and Din [48], Batainah et al [49], Salleh et al [50], and Abdul Manaf et al [51]. Conventional quizzes transformed into interactive online quizzes are also used as formative evaluation alternatives in online modules. Some courses also retain the pen-and-pencil test, primarily for final summative evaluation.
The simplified version of the STEM digital game development process is presented in Figure 6. As a product for research purposes, the framework consists of 5 main phases: conception phase, design phase, prototyping phase, analyzing phase, and evaluation phase. The conception phase starts with the feasibility of the proposed idea or game concept. Research needs to be undertaken by the developer or game designer to ensure the novelty of the idea compared with existing games. The game developer and STEM experts must therefore examine, analyze, and discuss the main concept of the game that needs to be developed. All 5 components of the universal design for learning mentioned in the input session adapting the UDin model [17,46] are followed in this conception phase. The adapted universal input attributes are learning theories, learning strategy, pedagogy, STEM learning content, and game characteristics. These are gamified into the mechanics of the game. Analysis of user requirement specifications ensures the game has a targeted audience. All discussion regarding the concept is contained in a game specification document that consists of team members, targeted users, game theme, game platform, game mechanics, and game concept.
The integration of input through gamification relies on theory. In the proposed model (Figure 6), learning theories serve to frame the context of STEM digital games. Several theories have been associated with digital game-based learning. However, to purposefully create STEM digital games for STEM education, 3 major learning theories have been identified: the theory of experiential learning, theory of self-determination, and the educational-psychology theory of interest development. Blending these theories with a learning strategy, pedagogy, STEM learning content, and game characteristics generates a holistic universal attribute to produce one digital game underlying learning and game development perspectives. The important element in creating STEM digital games is the integration of STEM content. This attribute plays a major role in characterizing STEM digital games. Next, the development of game graphic design is designed based on game specification document and later must to be evaluated by experts.

The prototyping phase is one in which the design and development of the digital games begins. The identified input attributes are ready for the graphics and programming process. All attributes act as an underlying basic or game design in a form of system and mechanics. To program the game system, game designers and programmers follow user-need specifications for the game design. The first prototype of the designed digital games undergoes a playtest among team members prior to a small-scale usability test with a targeted audience. This is to ensure that the digital game works without any major errors. Comments at this point are recorded for improvement. The prototyping phase continues with Usability Test 1 comprising a targeted audience of 3 to 5 users [45]. The games are then modified and improved based on the results.

The next phase is the analysis phase, in which the game is ready for large-scale testing. This consists of Usability Test 2, and all comments are recorded. However, if the result shows another emerging error, the game needs to undergo another prototyping phase so that improvements can be made. The development team need to ensure the iteration process between the prototyping and analysis phases meets the dateline and cost requirements. After the game is tested and data are collected, the programmer makes final improvements during the maintenance phase. The final phase is the evaluation phase in which the performance of the digital game is assessed. The evaluation measures the relevant constructs involved. It also determines whether the game has achieved the objective of development. Due to budget problems, the evaluation process sometimes starts simultaneously with Usability Test 2 [19,22]. In such cases, Usability Test 2 is conducted with a larger targeted audience so that evaluation can be performed at the end of the test.

**Process as Experience**

User experience is one of the main components of using digital games in STEM education. During testing, there are interactions among users. Users enter the game cycle and make judgements based on observations to understand the system during the first attempt. The behavior of the game provokes the user to try what they have observed regarding the interactions taking place in the game system. The trial-and-error process allows formulation of a meta-framework of conceptual understanding as to how the system works in the developed digital game. The system feedback offered by the digital game due to the designed rules enables users to understand when certain actions do not produce...
the correct outcome. The cycle occurs continuously while users remain in the gaming world system.

The game cycle and STEM education are related. STEM education emphasizes the need for scientific thinking [11,52,53]. The digital game thus stimulates scientific thinking via observation (understanding how the game system works at the first attempt as a form of assumption), testing (making predictions and testing the assumption as a form of action), and drawing conclusions (system feedback shows whether the action performed produces the current movement inside the game). This game cycle provides the experience of engagement and involvement in an enjoyable environment. At the same time, the digital game helps users practice scientific skills without even realizing they are doing so.

**Output as Constructs Involved**

There are several constructs involved when the user plays and interacts with the developed digital game. The constructs relate to the main objective of the digital game, which is designed according to STEM purposes. Research shows that any digital game provokes learning due to interaction via the game cycle, investigating the relationship between those constructs. Based on a review of literature, this paper identifies 4 major constructs: (1) digital game, (2) scientific concept, (3) meaningful gaming experience, and (4) interest in STEM (Figure 7). Figure 7 also indicates that the digital game influences interest in STEM through the presence of scientific concepts and meaningful gaming experience as mediators. The major constructs proposed in this paper need to be measured to produce the structural model and measure the effectiveness of STEM digital games.

![Diagram](image.png)

**Figure 7.** Proposed relationship of the constructs involve by using digital game.

To determine this relationship, several studies [2,9,11,31,32,54-79] were reviewed and the result mapped into one framework, as depicted in Figure 7. Because the data and results presented are scattered, this model purposely maps the result into the context of STEM digital games (Table 1). Based on the common findings, the digital game has a strong relationship with learning outcomes as the formation of scientific concepts is based on the game content. At the same time, research on digital games as entertainment also reveals a relationship with the gaming experience as the player feels a strong connection with the character inside the game world. However, Fisher [11] and other information sources [1,2,8,9,12,26,27,55-58,79] from the internet claim that the use of a digital game is the best pedagogical approach to increase or stimulate STEM interest among individuals. Digital games may therefore affect individual psychology in that the experience of playing is related to an interest in STEM. This relationship has been confirmed by Krapp [72] where individual interest is a process that undergoes 4 stages [72]. Providing STEM digital games is one of the practices based on Krapp’s concept of interest development. According to the literature, stimulating STEM interest using digital games is not a direct cause-effect relationship as another 2 variables have been identified as mediating this effect.
Table 1. Summary of research findings on the relationship between potential constructs as output for STEM digital games.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Findings</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital games → scientific concepts</td>
<td>Digital games are potential tools for teaching STEM(^a) concepts via a specific topic. Knowledge gains underlie the gameplay. The integration of scientific content acts as a vehicle for gameplay. Most players exhibit higher knowledge gain, as a STEM learning outcome, using digital games. The target group, with the most potential for STEM digital games, is children.</td>
<td>[9,31,32,54-61]</td>
</tr>
<tr>
<td>Digital games → meaningful gaming experience</td>
<td>Playing digital games provides a gaming experience. As part of edutainment, good digital games create meaningful experiences for players. Players with a higher level of game experience and feedback engage in a more in-depth reflective process. Players will feel the fun element and have strong connections with the character played inside the game world.</td>
<td>[62-69]</td>
</tr>
<tr>
<td>Digital games → interest in STEM</td>
<td>Digital media have a significant relationship with an interest in STEM. Due to better gameplay, digital games might therefore be successful in increasing students’ interest in STEM. Studies show that using digital games may lead to a positive attitude toward STEM subjects and a STEM career.</td>
<td>[2,11,55,70-72]</td>
</tr>
<tr>
<td>Scientific concepts → interest in STEM</td>
<td>Knowledge gained by providing authentic scientific inquiry will trigger an interest in STEM. Students who play video games will engage in a STEM subject related to their lives.</td>
<td>[55,73-75]</td>
</tr>
<tr>
<td>Meaningful gaming experience → interest in STEM</td>
<td>Providing digital games will serve to enhance individual curiosity. Once attracted to the game, the playing process will increase the level of interest in the content gained. Because a meaningful gaming experience is a product of playing digital games, studies show that this factor is significantly related to an interest in STEM.</td>
<td>[76-79]</td>
</tr>
</tbody>
</table>

\(^a\)STEM: science, technology, engineering, and mathematics.

To measure the relationship between the 4 identified variables (digital games, scientific concepts, meaningful gaming experience, and interest in STEM) simultaneously, these variables need to be defined and measured individually in the form of a measurement model. Structural equation modeling helps to measure and fit this hypothetical model with data in one go. This outcome at this stage is best achieved using smart-PLS software (SmartPLS GmbH) since it is at an exploratory stage.

The proposed STEM digital game-based learning framework is that of a linear input-process-output structure (Figure 8). This framework can be employed by any game designer, developer, or even teacher to develop a good STEM digital game with the objective of increasing STEM interest among learners. Young people with a low interest in STEM will therefore benefit from playing a STEM digital game.
**Conclusion**

This paper proposes a framework for STEM digital game-based learning based on the current and vast body of gaming technology and a universal design for learning instructional design and agile development processes. Following the proposed model will enable the product to compete with what is available in a market where most developers are competing to produce digital games. However, the game needs to undergo a systematic development process as proposed. This paper thus outlined the specifications needed for a digital game to obtain the desired outcomes.
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Abstract

Patient health information is increasingly collected through multiple modalities, including electronic health records, wearables, and connected devices. Computer-assisted history taking could provide an additional channel to collect highly relevant, comprehensive, and accurate patient information while reducing the burden on clinicians and face-to-face consultation time. Considering restrictions to consultation time and the associated negative health outcomes, patient-provided health data outside of consultation can prove invaluable in health care delivery. Over the years, research has highlighted the numerous benefits of computer-assisted history taking; however, the limitations have proved an obstacle to adoption. In this viewpoint, we review these limitations under 4 main categories (accessibility, affordability, accuracy, and acceptability) and discuss how advances in technology, computing power, and ubiquity of personal devices offer solutions to overcoming these.
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Introduction

Background

Computer-assisted history taking (CAHT) was first explored in medicine in the 1960s as a tool to aid clinicians in gathering data from patients in order to support diagnostic and treatment decisions. Over the years, research has highlighted the numerous benefits of CAHT; however, the limitations have proved an obstacle to adoption. We explore how advances and innovation in digital technology today may offer new solutions to overcoming these barriers.

The Importance of History Taking in Clinical Care

Collecting an appropriate and comprehensive medical history from patients is a fundamental process in clinical medicine. Research has shown that history taking alone is sufficient to make a diagnosis in 75% of patient encounters, before further reducing the number of clinical differentials through physical examination and additional tests [1]. However, the amount of time available to acquire an appropriate patient history is decreasing. The increasing demand and administrative burden on healthcare services have resulted in physician-patient contact time becoming shorter. A study in the United States highlighted that physicians spent 27% of their total time on direct clinical face time with patients and 49.2% of their time on the electronic health record (EHR) and deskwork [2]. During in-person consultation, on average, only 52.9% of physicians’ time was spent on direct clinical face time and 37.0% on EHR and deskwork [2]. The consultation length is directly associated with better health outcomes, fewer prescriptions, and better recognition of long-term and psychosocial problems [3,4]. On the other hand, a shorter consultation time has been associated with overuse of antibiotics, polypharmacy, and poor
communication with patients [5,6]. Whether this is attributable to diagnostic uncertainty or fear of medicolegal repercussions remains to be evaluated.

CAHT vs In-Person Interviews

Considering restrictions to consultation time and the associated negative consequences, patient-provided health data outside of consultation can prove invaluable in health care delivery. Several health bodies, including the Centers for Disease Control and Prevention, advocate for the serial collection of health surveys in routine clinical care [7]. These have traditionally been completed with pen and paper and are commonly not collected due to numerous barriers including difficulties in logistics of acquisition, distribution, and collection of paper forms; difficulties in understanding and completing surveys by patients; the potential disruption of clinic workflow; difficulties in interpreting results; lack of perceived clinical relevance; and cost (materials, manpower, and distribution) [8].

A CAHT system (CAHTS) is a digital tool that aids clinicians in gathering data from patients through health surveys to inform a diagnosis or treatment plan [9]. The benefits of CAHTS are evident in the potential time saving in terms of acquiring the patient history outside of consultation, reducing the administrative burden of entering this information, increasing patient face-to-face time, and leveraging these data through medical records using machine learning algorithms for decision support. Patients have reported high satisfaction from helping their physician through the completion of interactive computerized interviews [10]. CAHT is an effective strategy to empower patients to be active in their own care (ie, patient engagement) [11]. Increased patient involvement results in improved participation in personal care, compliance with medication, adherence to recommended treatment, and monitoring of prescriptions and doses (for a complete overview of potential advantages, see Textbox 1).

Textbox 1. Potential advantages of computer-assisted history taking (CAHT) [9,12-16].

- Enables history taking prior to or post consultation
- Enables completion at the patient’s pace without feeling rushed
- High compliance rate (for patients)
- Time efficient (for both patient and clinician)
- Collects complete and accurate patient data
- Provides legible summaries
- Less likely to have falsified data
- Patients reveal more sensitive “private” and social information
- Patients are better prepared for the medical interview
- Reduces staff labor costs
- Reduces diagnostic error
- Enables remote completion
- Allows health care professionals to make additional entries or changes
- Allows for seamless integration into the patient electronic health record (EHR)
- Can incorporate artificial intelligence and decision support systems
- Can prompt educational messages or modules

CAHT can be done remotely through mobile devices at a time and place convenient to the patient. Furthermore, CAHT can improve the comprehensiveness of history taking by standardizing algorithms and extending the level of questioning through branching logic based on participant responses. Research has shown that clinicians are ineffective at acquiring comprehensive patient histories; they tend to miss 50% of psychosocial and psychiatric problems and do not elicit 54% of patient health problems [9].

Perhaps one of the greatest advantages of CAHTS is providing a shared knowledge base of clinical presentations and outcomes that is readily accessible to all providers. Decision making, especially in medicine, is complex and multifaceted. The accuracy of decisions is directly linked to whether the relevant information is readily available from memory [17]. One doctor’s decision process is directly linked to personal experience and whether that knowledge is readily retrievable (ie, comes to mind or is accessible at the time from sources such as textbooks, online libraries). In contrast, a digitized database allows for combined case histories, including multiple different variables (eg, lab results, imaging) to be stored, processed, and rapidly accessed to support decision making. This could greatly facilitate diagnostic accuracy, especially in rarer diagnostic cases.

Overcoming Limitations to CAHT

It is clear that there are many advantages to CAHT; however, its limitations could explain the slow rates of adoption of patient-provided health information in general [18]. We have grouped these limitations under 4 themes identified through literature reviews: accessibility, affordability, accuracy, and acceptability. We subsequently discuss how technological advances offer solutions to overcoming these (see Figure 1).
Accessibility

During the inception of CAHT in 1960, technology represented a potential barrier to implementation due to accessibility to computers. However, since then, innovation in mobile computing devices has seen a proliferation in personal devices from PDAs, followed by smartphones and tablets. Mobile devices have become ubiquitous accessories with more mobile devices on the planet now than people [19]. The digital divide between low- and middle-income countries and high-income countries is progressively narrowing, as mobile phone penetration rates and mobile broadband and internet access continue to expand [20]. The number of smartphone users globally has just surpassed 3 billion [21], with penetration rates that range from around 24% in India to 90% in high-income countries [20]. Hence, with computing power, communications, and internet now being tethered to mobile devices, access is no longer a limiting factor but rather facilitates the ability to deliver CAHT.

The early adopters of technology, including mobile phones, are commonly the young, tech-savvy, and able-bodied persons, previously limiting those who are older, digitally naive, and disabled (hearing or visually disabled) from utilizing them. However, the elderly are increasingly becoming avid adopters of technology. In the United States, the fastest growing segment of smartphone adopters are aged 44-75 years old with a compound annual growth rate of close to 8% from 2015-2017 [22]. Mobile devices are being designed with assistive technology to further facilitate use. In mobile phones, for example, there are now a variety of accessibility options available, including text-to-speech output, screen magnification, audio amplifiers, hearing aid compatibility, and hands-free operation [23], facilitating use by those with visual or hearing disabilities. Assistive technology is also leveraging embedded systems and wearables. A “smart glove” is one such example, which recognizes basic hand gestures and converts them into speech or text [24]. Wearables allow for the passive collection of patient data, both physiological and pathological information, continuously and in real time, directly into EHRs. This reduces the barrier to acquiring data actively and can be used in health and safety monitoring, chronic disease management, disease diagnosis and treatment, and rehabilitation [25]. These data points could further augment CAHT; however, further research would need to be done to evaluate this benefit.

Beyond assistive technology, CAHT can be delivered in multiple formats including visually rich media, audible questionnaires, and multiple languages, tailoring the content to the targeted participant group. In terms of user accessibility, therefore, it is increasingly becoming ubiquitous and accessible by all.

The great strides taken to digitize health data and integrate EHRs have resulted in a highly fragmented system wherein health data are distributed in silos across the continuum of care with limited accessibility between providers and systems. Lack of interoperability and access to data therefore limit the potential benefits of CAHT. As in other industries, the barriers to interoperability are generally not technological but cultural and require the close coordination and collaboration of various
stakeholders, including patients, providers, software vendors, legislators, and information technology professionals [26]. Over the last few years, there have been a number of improvements in policy, alignment of incentives, and the wider adoption of data-sharing protocols and infrastructure to help mitigate these accessibility issues. A number of health information technology solutions, such as health information exchanges, have propagated the collaboration of health systems to integrate across many different digital silos [27].

Affordability

Although CAHTS are viewed as cost-effective compared to regular standard of care, few studies have rigorously assessed the cost-benefit. Of those that have, most of the data available are related to changes in utilization of health care services due to health information technology [28]. There is a number of cost factors that can be taken into account, including equipment, time, manpower, and other costs. In practice, a CAHTS can be integrated into an EHR to allow for a data record and to leverage data insights accumulated from multiple sources, including lab results, imaging, and doctors’ records. In isolation, the benefits of a CAHT could not be fully realized. Hence, equipment costs when considering deploying a health information system or EHR can be significantly high. These costs can be categorized as system costs and induced costs [29]. System costs include the costs of software and hardware, training, implementation, ongoing maintenance, and support. Induced costs are related to the temporary productivity loss during EHR implementation. Several studies estimate the cost of purchasing and installing an EHR ranging from US $15,000 to US $70,000 per provider [30] with subsequent yearly maintenance costs. Previously, these costs may have presented a strong financial barrier to implementing CAHTS; however, EHR adoption rates have vastly increased. From 2008 till 2017, office-based physician adoption of EHRs in the United States has more than doubled, from 42% to 86% [31], with nearly universal adoption in the United Kingdom, Netherlands, Australia, and New Zealand [32]. Hence, considering the widespread prevalence of EHRs and initial sunk costs, the additional cost of implementing CAHTS is very low. Three of the largest EHR vendors (Epic, Allscripts, and Cerner) [33] all offer the capability to send questionnaires to patients and to receive structured data directly into the medical record. Although cost barriers to implementation have been greatly reduced over the past decades, a comprehensive analysis would need to be done to evaluate actual costs.

The cost of accessing CAHTS and health care systems outside of premises is also borne by the patients. The biggest factor limiting online access is cost, with the internet and mobile phones still not affordable for many around the world. Two and half billion people live in countries where the cost of the cheapest available smartphone is >25% of the average monthly income [34]. A number of organizations are seeking to improve these numbers, including the Web Foundation, the United Nations, and other national governments, which has been further necessitated by the COVID-19 pandemic. A part of the United Nation's Sustainable Development Goals is to achieve “universal access” in the least developed countries by the end of 2020. The Web Foundation defines “universal access” as 85% of a country’s population [35].

Accuracy

Previously, there was some skepticism regarding the accuracy of CAHT in the sense that patients may not provide accurate information through a digital survey as opposed to in-person consultation with a physician. Postulated reasoning for this includes patient’s failure to read questions and answers carefully, misunderstood questions, mistaken selection of answers, failure to comprehend prior diagnoses, and intentional entry of false information [36]. The accuracy of patient’s answers in terms of mistaken entries, not deliberate falsification of inputs, is a significant issue for both computerized and physician history taking [36]. Provider errors beyond communication barriers can occur in patient notetaking, including incomplete patient notes and illegible handwriting, as well as errors in data input or transcription into EHRs. An analysis of medical malpractice cases found that incorrect information (eg, faulty data entry) was the top EHR-related contributing factor, contributing to 20% of reviewed cases [37]. Essentially, human entry error will always be a factor, both on the patient and provider side; however, false information can potentially be reduced through CAHTS. There is substantial evidence to support that direct reporting of symptoms by patients through CAHTS more accurately reflects their health status than through clinician elicitation [38]. Face-to-face interview methods typically result in reporting of lower rates of socially sensitive risk behaviors compared to self-administered questionnaires, attributable to social desirability bias [39]. For example, patients are more likely to report sensitive information including intimate partner violence, elective abortions, and high-risk behavior such as smoking status in computer interviews [40]. The nature of the doctor-patient relationship and demographic (eg, different cultural norms, age, and gender) may also influence patient reporting [41]. Another source of error includes unintentional reporting error due to poor recall and situational or time pressure to respond (ie, the patient feels they are on the spot or the doctor is rushing them). The benefit to CAHT is that it is not confined to consultation time, therefore is not time restricted, and the questions may be algorithm-based allowing for a structured, comprehensive collection of data rather than ad hoc questioning dependent on the provider’s thought process.

CAHTS are inherently limited by the inability to record nonverbal communication. Computers are “unable to detect nonverbal behavior, for example, sense a patient’s mood which might easily be picked up in a consultation” [4]. However, technology has since evolved to be able to capture various nonverbal behavioral cues like facial expressions, vocalizations, postures, gestures, and appearance. There have been significant advances in the field of affective computing, which is the study and development of systems and devices that can recognize, interpret, process, and simulate human affects [42]. It is an interdisciplinary field that leverages the crosspollination of artificial intelligence (including speech processing, computer vision, and machine learning) and human sciences (psychology, anthropology, and sociology). By utilizing digital sensor data such as video or sound recordings, behavioral patterns can be evaluated. For example, microexpressions (involuntary, brief
facial movements) play an essential part in understanding nonverbal communication and deceit detection [43]. Due to the nature of microexpressions being extremely brief and subtle, it is difficult to perceive with the naked eye. Advances in computer algorithms and video acquisition technology are rendering machine analysis of facial microexpressions an increasing possibility [44]. Facial expressions can be used in combination with other modalities including head and hand movements to detect deception [45].

Although there is still a long road to go towards accurate real-time assessment, we can now leverage several modalities to detect nonverbal cues while completing CAHT. Natural language processing (NLP) may offer a more readily available solution to deceit detection through text analysis. In recent years, with the explosive popularity of social media and subsequent exposure of fake news, increasing attention has been put on lie detection using artificial intelligence and deep learning techniques. Beyond falsification of information, NLP can analyze sentiment, which includes the words and symbols used in text to indicate positive and negative opinions, and emotions. Sentiment analysis has been well studied in health care, including its relation to outcomes (eg, greater positive sentiment within discharge summaries) associated with significantly decreased risk of readmission [46]. Through technology, we may therefore be able to predict mental state or falsification of information with potentially greater accuracy than by clinicians.

Acceptability

Despite the benefits of CAHTS, a key barrier to adoption could be acceptability to both patients and providers. Previous challenges included acceptability in terms of technology and associated challenges with its use [47]. This may have been the case in the past with unreliable platforms and outdated devices (eg, PDAs). However, studies have shown that patients report a high level of satisfaction with CAHT, with the majority (69%) believing that their medical care is enhanced by CAHTS [36]. Youth find computerized questionnaires “equally or more acceptable than the usual clinical interview or a written questionnaire” [9].

Other identified barriers to acceptability include cognition, motivation, and perception [48]. For example, one 2003 study of elderly persons with cognitive disabilities found that people did not use 15% of the devices they owned mostly because they did not fit their needs [49]. In order for CAHTS to be adopted, all stakeholders need to be involved in the design and development process. Research suggests that involving users in the design and development of a new system will improve the system’s quality and result in a higher level of user acceptance [50]. To this point, there have been an increasing number of initiatives focused on this approach to engage elderly. The Dutch National Care for the Elderly Programme was one such initiative that put the needs of elderly people at the heart of the program, ensuring their active participation to provide person-centered and integrated care better suited to their needs [51]. The European Commission has also set up a group of measures to improve e-accessibility for older people as part of the e-Inclusion policies [52]. Through user-centered design and educational training programs, accessibility and adoption can be greatly increased.

Considerations and barriers to use from a provider’s perspective include (1) availability of practice workflows and protocols related to patient-generated health data and (2) data storage, accessibility, and ease of use at the point of care [53].

Privacy and Data Security

Acceptability is also largely attributable to fears regarding privacy and data security. The concerns are often related to who has access to sensitive personal health information and to breaches from external malicious counterparts. To address data privacy concerns, there have been updates to global data protection legislation. The General Data Protection Regulation, enforced from 2018, is one such example that strengthens data protection for all individuals within the European Union. The Health Insurance Portability and Accountability Act, enacted in 1996, safeguards the collection, storage, and disclosure of identifiable health data in the United States [54]. Despite these regulatory changes, health care is one of the most data-rich industries globally, with approximately 30% of the world’s electronic data storage occupied by health care information [55]. A person is estimated to accrue more than 1 million gigabytes of health-related data in their lifetime through EHRs, digitized diagnostics, and wearable medical devices [55]. This deluge of health data and the potential value attributable to ransom or sales on the black market makes health data one of the most targeted sources to cyber threats. In 2018, health care data breaches accounted for 24% of all investigated breaches across all industries [56]. In response to this increasing cybercrime, the global cybersecurity market, estimated to be US $100 billion in 2017, is expected to grow to US $173 billion in 2022 at a compound annual growth rate of 11.6% [57]. New technologies are emerging to market to address these security concerns including cryptography (translating data into code, only accessible with an access key), tokenization (sensitive data are substituted with a randomly generated value or token), and distributed ledgers or blockchain (a distributed list of records or blocks that are linked using cryptography). Estonia is an example of an early adopter of this technology utilizing blockchain technology to secure health care data and process transactions [58]. This puts patients in control of their data and allows them to grant or restrict access to different groups including their health care provider, family members, or research teams. With greater control of personal data, there is a greater sense of security.

Although advances in technology are fortifying against data breaches, no system is infallible. The question should be whether the potential risk outweighs the perceived benefit. Logically, people are not willing to share personal information digitally, risking confidentiality, if there is no perceived benefit to them. Historically, this may have been true, as digital health data were largely collected, but underutilized. However, with advances in computing power and artificial intelligence, these volumes of data can be analyzed using predictive models, to provide more accurate and personalized health care. Artificial intelligence has been shown to effectively diagnose and predict multiple conditions by leveraging machine learning, NLP, and...
image recognition [59]. It has been shown to predict hospitalization due to heart disease roughly a year in advance with an accuracy of 82% [60]. The pervasive use and continuously improving algorithms employed by artificial intelligence in health care will result in greater realized benefit, largely outweighing the potential risks. The benefits of personalization over data privacy are evident in the consumer industry, where 57% of consumers are willing to share personal data in exchange for personalized offers or discounts [61]. Therefore, how much greater would the benefit of longevity and good health be?

Conclusion
Patient health information is increasingly collected through multiple modalities, including EHRs, wearables, and connected devices. CAHT could provide an additional channel to collect highly relevant, comprehensive, and accurate patient information while reducing the burden on clinicians and face-to-face consultation time. Barriers to implementation and use in practice, such as accessibility, affordability, accuracy, and acceptability, may be addressed by advances in technology, computing power, and ubiquity of personal devices. Thus, perhaps there is no better time than now to adopt CAHT in standard care.
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Abstract

Background: Emotional disorders (EDs) are among the most prevalent mental disorders. Existing evidence-based psychological treatments are not sufficient to reduce the disease burden of mental disorders. It is therefore essential to implement innovative solutions to achieve a successful dissemination of psychological treatment protocols, and in this regard, the use of information and communication technologies such as the internet can be very useful. Furthermore, the literature suggests that not everyone with an ED receives the appropriate treatment. This situation has led to the development of new intervention proposals based on the transdiagnostic perspective, which attempts to address the underlying processes common to EDs. Most of these transdiagnostic interventions focus primarily on downregulating negative affectivity (NA), and less attention has been paid to strengths and the upregulation of positive affectivity, despite its importance for well-being and mental health.

Objective: This study aims to evaluate the efficacy of a transdiagnostic internet-based treatment for EDs in a community sample.

Methods: A 3-armed randomized controlled trial was conducted. A total of 216 participants were randomly assigned to a transdiagnostic internet-based protocol (TIBP), a TIBP+ positive affect (PA) component, or a waiting list (WL) control group. The treatment protocol contained core components mainly addressed to downregulate NA (ie, present-focused emotional awareness and acceptance, cognitive flexibility, behavioral and emotional avoidance patterns, and interoceptive and situational exposure) as well as a PA regulation component to promote psychological strengths and enhance well-being. Data on depression, anxiety, quality of life, neuroticism and extraversion, and PA/NA before and after treatment were analyzed. Expectations and opinions of treatment were also analyzed.

Results: Within-group comparisons indicated significant pre-post reductions in the two experimental conditions. In the TIBP+PA condition, the effect sizes were large for all primary outcomes (d=1.42, Beck Depression Inventory [BDI-II]; d=0.91, Beck Anxiety Inventory [BAI]; d=1.27, Positive and Negative Affect Schedule-Positive [PANAS-P]; d=1.26, Positive and Negative Affect Schedule-Negative [PANAS-N]), whereas the TIBP condition yielded large effect sizes for BDI-II (d=1.19) and PANAS-N (d=1.28) and medium effect sizes for BAI (d=0.63) and PANAS-P (d=0.69). Between-group comparisons revealed that participants who received one of the two active treatments scored better at posttreatment than WL participants. Although there were no statistically significant differences between the two intervention groups on the PA measure, effect sizes were consistently larger in the TIBP+PA condition than in the standard transdiagnostic protocol.
Conclusions: Overall, the findings indicate that EDs can be effectively treated with a transdiagnostic intervention via the internet, as significant improvements in depression, anxiety, and quality of life measures were observed. Regarding PA measures, promising effects were found, but more research is needed to study the role of PA as a therapeutic component.

Trial Registration: ClinicalTrials.gov NCT02578758; https://clinicaltrials.gov/ct2/show/NCT02578758

International Registered Report Identifier (IRRID): RR2-10.1186/s12888-017-1297-z
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transdiagnostic; positive affectivity; negative affectivity; emotion regulation; emotional disorders; internet

Introduction

Transdiagnostic Treatments for the Common Psychopathological Processes Underlying Emotional Disorders

Emotional disorders (EDs) are defined as anxiety and unipolar mood disorders. These disorders have been grouped based on their common biological and psychological vulnerabilities [1]. The estimated lifetime prevalence rates for EDs are high (28.8% for anxiety disorders and 20.8% for mood disorders). In addition, the co-occurrence of multiple EDs has also been found to be elevated, with studies showing that more than 40% of people with one diagnosis also met the diagnostic criteria for a second disorder over a 12-month period [2].

In recent years, research has demonstrated that evidence-based psychological treatments (EBTs) are effective in the treatment of EDs [3]. However, there has been little success in decreasing the prevalence and incidence of mental illness, and only a small proportion of people in need actually receive adequate psychological treatment [4]. In addition, disseminating EBTs has become a real challenge because of their cost, the duration of the treatments, and the lack of well-qualified professionals [5], which can explain why EBTs are underutilized in clinical practice settings [6].

Recently, transdiagnostic approaches have emerged that address the common characteristics found in cognitive, behavioral, emotional, and other dysregulation areas underlying different EDs, that is, the biological and psychological vulnerabilities shared by different mental disorders [7,8]. With regard to transdiagnostic processes, maladaptive emotion regulation strategies have been suggested as potential explanatory factors underlying the comorbidity across EDs [9].

In response to transdiagnostic approaches, several transdiagnostic treatments have been developed to provide patients with a set of skills geared specifically toward common vulnerabilities [10]. One example of these treatments is the Unified Protocol (UP) [7], which was designed to be applicable across different EDs and represented a significant shift toward transdiagnostic psychological treatments for EDs [11,12]. The UP has been tested and results indicate that it is effective in reducing negative affect (NA) [13], with improvements maintained at the 18-month follow-up [14]. Furthermore, the effect of the UP has been shown on the two temperament dimensions of neuroticism (N)/behavioral inhibition (BI) and extraversion (E)/behavioral activation (BA) [15].

Mounting evidence demonstrates the efficacy of transdiagnostic treatments in patients with EDs compared with control groups [16-19], showing that transdiagnostic treatments are just as effective as disorder-specific cognitive behavioral therapy (CBT) [12,20]. The data suggest that a transdiagnostic treatment for EDs might be more widely effective across a diverse range of mental disorders, addressing different disorders with a single protocol [21]. More specifically, a recent meta-analysis showed that the UP is more effective compared with different control groups, such as treatment as usual, waitlist, and medication control groups, in treating anxiety and depressive symptoms [22].

The Role of Positive Affect in EDs

Regarding the temperamental vulnerabilities, some authors have identified two essential dimensions of temperament in the etiology and course of EDs: N/NA and E/positive affect (PA) [8]. Hence, neuroticism has been identified as a core factor involved in the development of EDs [23]. In addition, N/NA and E/PA have been closely related to Gray’s (1987) constructs of BI and BA, respectively [24-26], and these terms are often used interchangeably as the most stable measures of temperament [8,15,26,27]. Thus, people with EDs have higher levels of N/NA/BI [8], and they experience negative emotions more intensely and frequently [28] than people who do not have any ED. In contrast, the dimension of positive emotionality, E/PA/BA, has also been observed in many disorders, suggesting that people with an ED show low levels of E/BA [29], which can predict the onset of depression [30] and increase the severity of the problem [31]. Despite the importance of PA in health and well-being, there is limited research on its promotion; therefore, more research is needed in this area. Furthermore, notwithstanding the recent upsurge in transdiagnostic treatments for EDs, most of these protocols have focused on reducing NA. They have addressed core psychopathological deficits in the way patients experience and respond to negative emotions [32].

However, less attention has been paid to positive emotions or promoting PA [33]. In addition to being involved in the symptomatology of EDs, positive emotionality is considered a core element of mental health, showing beneficial, generalized effects on health and functioning [34-37]. Thus, the relationship between emotion regulation (eg, cognitive reappraisal) and well-being has also been demonstrated [38]. On the basis of the literature that highlights the potential importance of positive emotionality as a treatment component [39-43], it is necessary to develop and test treatment components focused on upregulating PA.
**Internet-Based Treatments**

There are many models for delivering interventions in novel ways that can be scaled up to reach large numbers of people in need [4]. In this regard, information and communication technologies (ICTs) play an important role and can facilitate the availability of EBTs [44]. Specifically, the internet is used for the assessment and treatment of clinical conditions, and it has been established as a useful and effective tool for delivering psychological treatments to treat several psychological disorders [45], particularly depression and anxiety disorders [46]. Moreover, some meta-analyses have revealed that these interventions are as efficacious as face-to-face traditional treatments [47,48].

**This Study**

The purpose of this study is to test the efficacy of a web-based psychological treatment protocol for individuals from a community sample with one or more diagnoses of EDs: major depressive disorder (MDD), dysthymic disorder (DD), obsessive-compulsive disorder, and four anxiety disorders: panic disorder (PD), agoraphobia (AG), generalized anxiety disorder (GAD), social anxiety disorder (SAD), anxiety disorder not otherwise specified, and (unipolar) mood disorder not otherwise specified [49]. Rather than focusing solely on NA, the treatment protocol includes 2 types of components: one based on classical perspectives for downregulating NA and the other aimed at upregulating PA. The protocol can be applied either in its traditional format (transdiagnostic internet-based protocol, TIBP) or by including both of these components (TIBP+PA).

Some studies have tested the efficacy of transdiagnostic interventions in improving PA measures. However, these studies do not include a specific component to address PA regulation [13], or they are uncontrolled trials [50-52]. Only one study that evaluated the efficacy of a new transdiagnostic treatment focuses on PA, but it is a pilot study rather than a randomized controlled trial (RCT) [53]. To the best of our knowledge, no published RCT has tested the efficacy of a transdiagnostic internet-based treatment for EDs with a specific component to address PA regulation. Therefore, the aim of this study is to investigate the effectiveness of this transdiagnostic protocol for EDs, with and without the specific component to upregulate PA, versus a wait-list control group. A secondary aim is to test the differential effect of the specific treatment component designed to upregulate PA. Finally, we study patients’ acceptance of the program developed to apply the treatment protocol over the internet with minimal support by the clinician. We hypothesized that (1) both self-applied protocol modalities (TIBP and TIBP+PA) would be more effective than the wait-list control condition in the treatment of EDs; (2) both interventions would result in significant improvements in depressive and anxious symptomatology at posttreatment; (3) the TIBP+PA would significantly outperform the TIBP group on PA measures; and (4) both protocols are well accepted, with no statistical differences between conditions.

**Methods**

**Study Design**

This study was a three-armed superiority RCT in which participants were randomly allocated to 1 of 3 conditions: (1) TIBP, (2) TIBP+PA, and (3) waiting list (WL) control condition. For ethical reasons, participants in the control condition were offered the possibility of receiving the treatment protocol after spending time on the WL (16 weeks), thus leaving no control group for the follow-up measurements. Block randomization was performed to ensure that all primary diagnoses were equally represented across conditions. The trial was registered at ClinicalTrial.gov as NCT02578758 on October 16, 2015. The study was approved by the Ethics Committee of Universitat Jaume I (Castellón, Spain; May 5, 2016) and was conducted in compliance with the study protocol, following the Consolidated Standards of Reporting Trials (CONSORT) statement [54], the CONSORT-eHealth guidelines [55], and the Standard Protocol Items: Recommendations for Interventional Trials guidelines [56,57]. Details of the study protocol have been reported elsewhere [58]. Different effect sizes found in the literature based on the transdiagnostic perspective of EDs were considered to estimate the study power in this study. These calculations were performed with the software program G*Power 3.1 [59] and published in the study protocol [58]. This study reports on pre- to posttreatment data.

**Study Population, Recruitment, and Eligibility Criteria**

The clinical trial was conducted in a community sample of individuals diagnosed with one or more of the aforementioned disorders. Participants were recruited from adult volunteers interested in participating in the study between June 2015 and July 2018. Potential participants were attended by phone by the clinical team members (who had at least a university master’s degree in general health psychology) to explain the study and clarify any doubts. People interested in participating signed the web-based informed consent form and were assessed taking into account all the inclusion criteria. The inclusion criteria were as follows: (1) being at least 18 years old; (2) meeting the DSM-IV diagnostic criteria for EDs; (3) having the ability to understand and read Spanish; (4) having access to the internet and an email address; and (5) providing web-based informed consent. The exclusion criteria were as follows: (1) having schizophrenia, bipolar disorder, or alcohol and/or substance dependence disorder; (2) presence of a high risk of suicide (defined by the Mini-International Neuropsychiatric Interview [60] as greater than or equal to 10 points); (3) presence of medical disease/condition that prevents the participant from carrying out the psychological treatment; and (4) receiving another psychological treatment during the study. Receiving pharmacological treatment was not an exclusion criterion, but any increase and/or change in the medication (in the case of receiving) during the study period implied the participant’s exclusion from subsequent analyses. Participants who fulfilled all the study criteria were randomized to one of the three experimental conditions by an independent researcher. This researcher was unaware of the characteristics of the study and had no clinical involvement in the trial or access to the study data.
data. Participants agreed to participate before determining which treatment they were allocated. All participants were free to withdraw from the treatment at any time. Access and participation in the study did not involve payment in any case.

**The Transdiagnostic Interventions**

The treatment protocol is based on the transdiagnostic perspective derived from the UP [5,7] and some strategies from Marsha Linehan’s protocol [61]. Initially, a manualized protocol was developed and structured in a patient and therapist handbook. Later, the protocol was adapted to a multimedia web platform (videos, vignettes, audios, images, etc) to be completely self-applied via the internet [62] through a PC or a tablet. The ease of use of the program has been strengthened because it presents a linear navigation to optimize the treatment structure and make the treatment easier and more attractive to the participants.

The program consists of an assessment protocol and a treatment protocol that includes core components, mainly designed to downregulate NA (present-focused emotional awareness and acceptance, cognitive flexibility, behavioral and emotional avoidance patterns, and interoceptive and situational exposure) and upregulate PA to promote psychological strengths and enhance well-being [63]. The protocol content is adapted from the UP [7] and some of the strategies for emotion regulation from dialectical behavior therapy [61]. The PA regulation component is based mainly on BA strategies [64], strategies to promote pleasant and significant activities linked to values and life goals, and strategies to enhance personal strengths, positive feelings, positive cognitions, and positive behavior [63,65]. Furthermore, well-being therapy strategies [66,67] and some concepts from Fredickson’s Broaden-and-Build Theory [68] are also included in the program. The PA regulation component takes place after the NA regulation component. The protocol also includes traditional therapeutic components of evidence-based treatment for ED (psychoeducation, motivation for change, and relapse prevention). All the treatment components were developed through two self-applied protocol modalities (TIBP and TIBP+PA) with 12 and 16 modules, respectively, with the only difference being the inclusion or absence of the modules that contain the PA-regulation component. A detailed description of modules that contain the PA regulation component is presented in Multimedia Appendix 1 [64,66,68-77]. The modules in each intervention protocol are described briefly elsewhere [58].

The duration of the program could vary among users, and participants in both treatment conditions had equal access to the protocol for a maximum period of 18 weeks. The program sent weekly messages to the patient to remind him/her to continue to work to benefit from the program. A professional platform was used to send these messages [78]. The program also sent automatic emails with reminders to access the modules when participants had not entered the past 15 days. In addition to this ICT support, human support was also provided through weekly phone calls (maximum of 5 min) during the treatment period to resolve any difficulties or doubts, or to remind them of the importance of reviewing the treatment contents.

**Outcome Measures**

The assessment protocol was included at the beginning and end of the web-based program. A detailed description of the measures and their aims has been published elsewhere [58]. The measures included in this study are described in Table 1.
### Table 1. Study measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Aim</th>
<th>Cronbach α</th>
<th>ω&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Time of assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic interview</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MINI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Psychiatric diagnosis</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>BL&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Severity of depression</td>
<td>.91</td>
<td>0.91</td>
<td>BL, Post-T&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>BAI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Severity of anxiety</td>
<td>.92</td>
<td>0.92</td>
<td>BL, Post-T</td>
</tr>
<tr>
<td>PANAS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Positive and negative affect</td>
<td>PA&lt;sup&gt;i&lt;/sup&gt;=.91; NA&lt;sup&gt;j&lt;/sup&gt;=.89</td>
<td>PA=0.91; NA=0.89</td>
<td>BL, Post-T</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Personality measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEO FFI&lt;sup&gt;k&lt;/sup&gt;</td>
<td>Neuroticism and extraversion</td>
<td>N&lt;sup&gt;l&lt;/sup&gt;=.81; E&lt;sup&gt;m&lt;/sup&gt;=.84</td>
<td>N=0.82; E=0.84</td>
<td>BL, Post-T</td>
</tr>
<tr>
<td><strong>Quality of life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Health-related quality of life</td>
<td>.67</td>
<td>0.70</td>
<td>BL, Post-T</td>
</tr>
<tr>
<td><strong>Expectation and opinion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expectation of treatment scale</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>BL</td>
</tr>
<tr>
<td>Opinion of treatment scale</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>Post-T</td>
</tr>
</tbody>
</table>

<sup>a</sup>ω: coefficient omega in this study.

<sup>b</sup>MINI: Mini-International Neuropsychiatric Interview, Version 5.0.0.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>BL: baseline.

<sup>e</sup>BDI-II: Beck Depression Inventory-II.

<sup>f</sup>Post-T: posttreatment.

<sup>g</sup>BBI: Beck Anxiety Inventory.

<sup>h</sup>PANAS: Positive and Negative Affect Schedule.

<sup>i</sup>PA: positive affect.

<sup>j</sup>NA: negative affect.

<sup>k</sup>NEO FFI: NEO Five Factor Inventory.

<sup>l</sup>N: neuroticism.

<sup>m</sup>E: extraversion.

<sup>n</sup>EQ-5D: EuroQol-5D Questionnaire.

### Statistical Analysis

Group differences in participants’ sociodemographic and clinical data at baseline were examined to confirm that they were comparable after randomization. One-way analysis of variance for continuous variables and Fisher exact tests of independence for categorical variables were used. Intention-to-treat (ITT) using mixed models, with full information maximum likelihood estimation and without any ad hoc imputations were conducted to handle missing data due to participant dropout [79]. This approach uses all available data, does not substitute missing values with assumed or estimated values, and does not assume that the last measurement is stable (the last observation carried forward assumption) [80]. Mixed model analyses are appropriate for RCTs with multiple time points and pre-to postonly designs with substantial dropout rates [81]. The pattern of missingness was investigated to determine its likelihood of being random rather than systematic (missing not at random, MNAR). Subsequently, associations between sample characteristics missingness in the outcome variables were examined (t tests for continuous variables and Fisher exact tests for categorical variables). A linear mixed model for each outcome measure was implemented using the linear mixed-effects models (MIXED) procedure with one random intercept per subject. An identity covariance structure was specified to model the covariance structure of the random intercept. Significant effects were followed up with pairwise comparisons using the Bonferroni correction. Effect sizes were calculated for within- and between-group comparisons using the standardized observed mean difference proposed by Cohen [82]. To determine the existence of a reliable change in a patient, the reliable change index (RCI; Jacobson and Truax’s method) [83] was used. The RCI values for the primary outcomes (Beck Depression Inventory, BDI-II; Beck Anxiety Inventory, BAI; Positive and Negative Affect Schedule-Positive [PANAS-P]; and Positive and Negative Affect Schedule-Negative [PANAS-N]) were calculated for the completer sample (participants who provided data at posttreatment). Fisher exact tests were performed to evaluate group differences in RCI rates for completers. All statistical analyses were conducted using IBM SPSS Statistics.
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for Windows, version 22, and SAS software, version 9.4, of the SAS System for Windows.

Results

Participant Flow and Attrition

Out of the 573 people who expressed initial interest in the study, as the flow diagram shows (Figure 1), only 402 performed the initial interview. At this stage, 186 participants failed to meet the inclusion criteria. Finally, 216 patients were included in the study, and they were randomly allocated to each experimental condition: TIBP, n=71; TIBP+PA, n=73; WL, n=72. Regarding pretreatment assessments, 71 participants performed it in the TIBP, 73 in the TIBP+PA, and 72 in the WL. A similar number of participants performed the posttreatment assessment from both intervention conditions (TIBP, n=45; TIBP+PA, n=46). No significant differences between the three conditions were found in dropout rates ($X^2=3.8, P=.14$). In the TIBP condition, of those who started the program (n=71), 26 participants (26/71, 37%) withdrew from the treatment. In the TIBP+PA condition, a similar pattern was found; of those who started the program (n=73), 27 participants (27/73, 37%) withdrew from the treatment. Finally, in the WL control group, data from 55 participants were obtained after they had spent 16 weeks on the WL (55/72, 76% retention; 17/72, 24% dropout). Overall, of the 216 participants who started the study, 86 participants withdrew from the program. As a result, two patterns of missingness emerged. One of them represented 32% of the sample (70/216, 32.4%) and the other represented a very low percentage (16/216, 7.4%). Missingness was not related to the characteristics listed in Table 2 in any of the three arms of the RCT (all $P>.05$ in both patterns). Therefore, patterns of missingness were not found to be MNAR and the decision to continue the analysis with the available data was made [84,85].

Figure 1. Flowchart of participants. DSM-IV-TR: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision; ED: emotional disorder; TIBP: Transdiagnostic internet-Based Protocol; PA: positive affect; WL: Waiting List; ITT: intention-to-treat.
Table 2. Demographic characteristics of participants at pre-assessment (N=216).

<table>
<thead>
<tr>
<th>Variable</th>
<th>TIBP&lt;sup&gt;a&lt;/sup&gt; (n=71)</th>
<th>TIBP+PA&lt;sup&gt;b&lt;/sup&gt; (n=73)</th>
<th>WL&lt;sup&gt;c&lt;/sup&gt; (n=72)</th>
<th>Total (N=216)</th>
<th>Statistic&lt;sup&gt;d&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>35.82 (13.04); 18-72</td>
<td>33.11 (9.74); 19-52</td>
<td>31.82 (10.50); 19-58</td>
<td>33.57 (11.24); 18-72</td>
<td>$F_{2213}=2.382$</td>
<td>.09</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$X^2=0.2$</td>
<td>.88</td>
</tr>
<tr>
<td>Female</td>
<td>51 (72)</td>
<td>51 (70)</td>
<td>53 (74)</td>
<td>155 (71.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (28)</td>
<td>22 (30)</td>
<td>19 (26)</td>
<td>61 (28.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.97</td>
</tr>
<tr>
<td>Single</td>
<td>44 (62)</td>
<td>41 (56)</td>
<td>42 (58)</td>
<td>127 (58.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>23 (32)</td>
<td>27 (37)</td>
<td>25 (35)</td>
<td>75 (34.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced or widowed</td>
<td>4 (6)</td>
<td>5 (7)</td>
<td>5 (7)</td>
<td>14 (6.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.46</td>
</tr>
<tr>
<td>Basic studies</td>
<td>1 (1)</td>
<td>5 (7)</td>
<td>3 (4)</td>
<td>9 (4.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium studies</td>
<td>15 (21)</td>
<td>12 (16)</td>
<td>17 (24)</td>
<td>44 (20.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher studies</td>
<td>55 (78)</td>
<td>56 (77)</td>
<td>52 (72)</td>
<td>163 (75.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Principal diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.57</td>
</tr>
<tr>
<td>MDD&lt;sup&gt;f&lt;/sup&gt;</td>
<td>11 (15)</td>
<td>9 (12)</td>
<td>16 (22)</td>
<td>36 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD&lt;sup&gt;g&lt;/sup&gt;</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>3 (1.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>26 (37)</td>
<td>21 (29)</td>
<td>24 (33)</td>
<td>71 (32.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD&lt;sup&gt;i&lt;/sup&gt;/AG&lt;sup&gt;j&lt;/sup&gt;</td>
<td>4 (6)</td>
<td>6 (8)</td>
<td>6 (8)</td>
<td>16 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>2 (3)</td>
<td>4 (6)</td>
<td>3 (4)</td>
<td>9 (4.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG</td>
<td>6 (9)</td>
<td>6 (8)</td>
<td>1 (1)</td>
<td>13 (6.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAD&lt;sup&gt;k&lt;/sup&gt;</td>
<td>15 (21)</td>
<td>23 (32)</td>
<td>16 (22)</td>
<td>54 (25.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD&lt;sup&gt;l&lt;/sup&gt;</td>
<td>3 (4)</td>
<td>1 (1)</td>
<td>2 (3)</td>
<td>6 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety NOS&lt;sup&gt;mm&lt;/sup&gt;</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td>1 (1)</td>
<td>7 (3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression NOS&lt;sup&gt;n&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>1 (0.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comorbid disorders, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.17</td>
</tr>
<tr>
<td>0</td>
<td>32 (45)</td>
<td>19 (26)</td>
<td>34 (47)</td>
<td>81 (37.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28 (39)</td>
<td>36 (49)</td>
<td>26 (36)</td>
<td>92 (42.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD</td>
<td>18 (64)</td>
<td>22 (61)</td>
<td>15 (57)</td>
<td>57 (62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>1 (4)</td>
<td>2 (6)</td>
<td>3 (12)</td>
<td>6 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>2 (7)</td>
<td>7 (19)</td>
<td>2 (8)</td>
<td>11 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD/AG</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG</td>
<td>3 (11)</td>
<td>2 (6)</td>
<td>2 (8)</td>
<td>7 (8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAD</td>
<td>4 (14)</td>
<td>3 (8)</td>
<td>3 (11)</td>
<td>10 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety NOS</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression NOS&lt;sup&gt;o&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7 (10)</td>
<td>12 (16)</td>
<td>7 (10)</td>
<td>27 (12.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD and GAD</td>
<td>2 (29)</td>
<td>3 (25)</td>
<td>2 (29)</td>
<td>7 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD and PD/AG</td>
<td>1 (14)</td>
<td>1 (8)</td>
<td>1 (14)</td>
<td>3 (11)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Baseline Data and Participant Characteristics

Details about participants’ sociodemographic characteristics for each group at pretreatment are presented in Table 2. The results indicated that there were no significant differences between the experimental groups before treatment for any of these variables, indicating that the randomization was successful. Overall, participants’ mean age was 33.57 years (SD 11.24, range 18-72), the majority were females (155/216, 71.8%), and most of them were single (127/216, 58.8%) and had completed or were pursuing higher studies (163/216, 75.5%; eg, undergraduate degree studies, graduate studies or university master’s degrees, or postgraduate studies or doctoral degrees).

Principal and comorbid diagnoses are presented in Table 2. Most of the participants had GAD (71/216, 32.9%), followed by SAD (54/216, 25.0%) and MDD (36/216, 16.7%). Regarding the patterns of comorbidity in the sample, 41.7% (90/216) of the participants had at least one comorbid diagnosis, with MDD being the most common comorbid disorder (n=57), followed by GAD (n=11), SAD (n=10), AG (n=7), DD (n=6), and PD (n=1).

Regarding the clinical characteristics of the participants in each experimental condition at pretreatment (Table 3), no statistically significant differences were found between the groups on any of the primary and secondary outcomes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>TIBP(^a) (n=71)</th>
<th>TIBP+PA(^b) (n=73)</th>
<th>WL(^c) (n=72)</th>
<th>Total (N=216)</th>
<th>Statistic(^d)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDD and PD</td>
<td>1 (14)</td>
<td>1 (8)</td>
<td>2 (29)</td>
<td>4 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD and AG</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>0 (0)</td>
<td>3 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD and OCD</td>
<td>1 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD and SAD</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD and SAD</td>
<td>2 (29)</td>
<td>1 (8)</td>
<td>1 (14)</td>
<td>4 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD and AG</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>0 (0)</td>
<td>2 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD/AG and SAD</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAD and OCD</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (6)</td>
<td>6 (8)</td>
<td>5 (7)</td>
<td>16 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, GAD, and AG</td>
<td>1 (25)</td>
<td>1 (17)</td>
<td>2 (40)</td>
<td>4 (25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, GAD, and SAD</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>2 (40)</td>
<td>4 (25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, GAD, and OCD</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, PD, and SAD</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, PD, and OCD</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (20)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, AG, and SAD</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD, SAD, and OCD</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD, PD/AG, and SAD</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)TIBP: transdiagnostic internet-based protocol.
\(^b\)TIBP+PA: transdiagnostic internet-based protocol+positive affect component.
\(^c\)WL: waiting list.
\(^d\)Statistic: Pearson chi-square or Fisher exact test.
\(^e\)N/A: not applicable.
\(^f\)MDD: major depressive disorder.
\(^g\)DD: dysthymic disorder.
\(^h\)GAD: generalized anxiety disorder.
\(^i\)PD: panic disorder.
\(^j\)AG: agoraphobia.
\(^k\)SAD: social anxiety disorder.
\(^l\)OCD: obsessive-compulsive disorder.
\(^m\)NOS: not otherwise specified.
Table 3. Clinical characteristics of participants at pre-assessment.

<table>
<thead>
<tr>
<th>Measure</th>
<th>TIBP(^a) (n=71), mean (SD)</th>
<th>TIBP+PA(^b) (n=73), mean (SD)</th>
<th>WL(^c) (n=72), mean (SD)</th>
<th>Total (N=216), mean (SD)</th>
<th>Statistic, F (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II(^d)</td>
<td>25.35 (11.33)</td>
<td>29.07 (11.33)</td>
<td>26.31 (12.43)</td>
<td>26.93 (11.76)</td>
<td>1.966 (2213)</td>
<td>.14</td>
</tr>
<tr>
<td>BAI(^e)</td>
<td>21.14 (12.10)</td>
<td>23.58 (11.50)</td>
<td>21.87 (12.56)</td>
<td>22.23 (12.04)</td>
<td>0.719 (2,197)</td>
<td>.49</td>
</tr>
<tr>
<td>PANAS(^f) Positive</td>
<td>20.72 (6.52)</td>
<td>19.32 (6.22)</td>
<td>19.28 (5.67)</td>
<td>19.84 (6.22)</td>
<td>1.277 (2213)</td>
<td>.28</td>
</tr>
<tr>
<td>PANAS_Negative</td>
<td>30.68 (7.73)</td>
<td>31.96 (8.79)</td>
<td>28.63 (9.03)</td>
<td>30.43 (8.61)</td>
<td>2.807 (2213)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEO FFI(^g) Neuroticism</td>
<td>31.54 (6.65)</td>
<td>34.11 (8.18)</td>
<td>31.39 (8.20)</td>
<td>32.36 (7.78)</td>
<td>2.853 (2213)</td>
<td>.06</td>
</tr>
<tr>
<td>NEO FFI_Extraversion</td>
<td>21.49 (8.77)</td>
<td>19.26 (7.59)</td>
<td>21.79 (8.66)</td>
<td>20.84 (8.39)</td>
<td>1.991 (2213)</td>
<td>.14</td>
</tr>
<tr>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-SD(^h)</td>
<td>54.60 (17.76)</td>
<td>54.78 (19.75)</td>
<td>51.91 (17.81)</td>
<td>53.75 (18.44)</td>
<td>0.511 (2197)</td>
<td>.60</td>
</tr>
</tbody>
</table>

\(^a\)TIB: transdiagnostic internet-based protocol.
\(^b\)TIB+PA: transdiagnostic internet-based protocol+positive affect component.
\(^c\)WL: waiting list.
\(^d\)BDI-II: Beck Depression Inventory-II.
\(^e\)BAI: Beck Anxiety Inventory.
\(^f\)PANAS: Positive and Negative Affect Schedule.
\(^g\)NEO FFI: NEO Five Factor Inventory.
\(^h\)EQ-SD: EuroQoL-5D questionnaire.

Effectiveness of the Intervention on Primary and Secondary Outcomes at Pre-Post

**Primary Outcomes**

Table 4 includes descriptive statistics (ie, means and SD) for TIBP+PA, TIBP, and WL at pretreatment and posttreatment; Table 5 includes within-group and between-group effect sizes and CIs for all the primary outcome measures in the three experimental groups, based on the ITT sample.

For the three primary outcomes, within-group comparisons indicated significant pre-post reductions in the two experimental conditions, with large effect sizes for the BDI-II (d=1.19) and PANAS-N (d=1.28), and moderate effect sizes for the BAI (d=0.63) and PANAS-P (d=0.69) in the TIBP condition. In the TIBP+PA condition, the effect sizes were large for all primary outcomes (d=1.42, BDI-II; d=0.91, BAI; d=1.27, PANAS-P; d=1.26, PANAS-N). Between-group comparisons revealed that participants who received the treatment scored better at posttreatment than the WL group. Greater reductions were found in the BDI-II scores in the TIBP condition than in the WL condition (mean difference −13.61; P<.001; d=1.18; 95% CI −1.61 to −0.76), as well as between the TIBP+PA condition and WL (mean difference −14.31; P<.001; d=1.05; 95% CI −1.46 to −0.63), with large effect sizes. No differences were found between the two experimental conditions (mean difference 0.70; P=.76; d=0.10; 95% CI −0.51 to −0.31). The results for BAI scores were similar to the pattern of findings for the BDI: greater reductions in the TIBP condition (mean difference −8.19; P=.001; d=0.63; 95% CI −1.07 to −0.20) and TIBP+PA condition (mean difference −9.28; P<.001; d=0.68; 95% CI −1.10 to −0.26), compared with WL, with medium effect sizes, and no differences between the two experimental conditions (mean difference 1.09; P=.65; d=0.05; 95% CI −0.39 to 0.49). Finally, patients in the TIBP condition experienced a large increase in PA (PANAS-P) compared with WL (mean difference 5.42; P<.001; d=0.74; 95% CI 0.33 to 1.15) with moderate effect sizes and greater reductions in NA (PANAS-N; mean difference −8.34; P<.001; d=0.99; 95% CI −1.41 to −0.57) compared with WL with large effect sizes. Participants in the TIBP+PA condition experienced the same pattern as the participants in the TIBP condition but achieving larger effect sizes for both higher PA (mean difference 7.86; P<.001; d=0.90; 95% CI 0.49 to 1.31) and lower NA (mean difference −8.32; P<.001; d=0.91; 95% CI −1.32 to −0.50) than participants in the WL condition. No differences were found between the two experimental conditions on PA (mean difference −2.44; P=.08; d=0.25; 95% CI −0.66 to 0.17) or NA (mean difference −0.02; P=.99; d=0.01; 95% CI −0.42 to 0.40).
Table 4. Descriptive statistics for TIBP+PA, TIBP, and WL at pretreatment and posttreatment for primary outcomes, personality measures, and quality of life measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>TIBP+PA(^a) (n=46), mean (SD)</th>
<th>TIBP(^b) (n=45), mean (SD)</th>
<th>WL(^c) (n=55), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-T(^d)</td>
<td>Post-T(^e)</td>
<td>Pre-T</td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II(^f)</td>
<td>29.07 (11.33)</td>
<td>12.78 (10.76)</td>
<td>25.35 (11.33)</td>
</tr>
<tr>
<td>BAI(^g)</td>
<td>23.58 (11.50)</td>
<td>12.97 (10.33)</td>
<td>21.14 (12.10)</td>
</tr>
<tr>
<td>Positive Affect subscale of the Positive and Negative Affect Schedule</td>
<td>19.32 (6.22)</td>
<td>27.28 (9.21)</td>
<td>20.72 (6.52)</td>
</tr>
<tr>
<td>Negative Affect subscale of the Positive and Negative Affect Schedule</td>
<td>31.96 (8.79)</td>
<td>20.78 (8.37)</td>
<td>30.68 (7.73)</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality measures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuroticism subscale of the NEO FFI(^h)</td>
<td>34.11 (8.18)</td>
<td>27.67 (8.37)</td>
<td>31.54 (6.65)</td>
</tr>
<tr>
<td>Extraversion subscale of the NEO FFI(^h)</td>
<td>19.26 (7.59)</td>
<td>24.22 (7.64)</td>
<td>21.49 (8.77)</td>
</tr>
<tr>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EuroQoL-5D-3L questionnaire</td>
<td>54.78 (19.75)</td>
<td>68.81 (18.37)</td>
<td>54.60 (17.76)</td>
</tr>
</tbody>
</table>

\(^a\)TIBP+PA: transdiagnostic internet-based protocol + positive affect component.
\(^b\)TIBP: transdiagnostic internet-based protocol.
\(^c\)WL: waiting list.
\(^d\)Pre-T: Pre-treatment.
\(^e\)Post-T: Post-treatment.
\(^f\)BDI-II: Beck Depression Inventory-II.
\(^g\)BAI: Beck Anxiety Inventory.
\(^h\)NEO FFI: NEO Five Factor Inventory.
Table 5. Within- and between-group effect sizes and 95% CIs.

<table>
<thead>
<tr>
<th>Measures</th>
<th>TIBP+PA&lt;sup&gt;a&lt;/sup&gt;, d (95% CI)</th>
<th>TIBP&lt;sup&gt;b&lt;/sup&gt;, d (95% CI)</th>
<th>WL&lt;sup&gt;c&lt;/sup&gt;, d (95% CI)</th>
<th>TIBP+PA versus TIBP, d (95% CI)</th>
<th>TIBP+PA versus WL, d (95% CI)</th>
<th>TIBP versus WL, d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-post</td>
<td>Pre-post</td>
<td>Pre-post</td>
<td>Post-T&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Post-T&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Post-T&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Post-T&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.42 (1.09 to 1.76)</td>
<td>1.19 (0.90 to 1.48)</td>
<td>0.02 (–0.13 to 0.16)</td>
<td>–0.10 (–0.51 to 0.31)</td>
<td>–1.05 (–1.46 to –0.63)</td>
<td>–1.18 (–1.61 to –0.76)</td>
</tr>
<tr>
<td>BA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.91 (0.64 to 1.18)</td>
<td>0.63 (0.38 to 0.87)</td>
<td>0.02 (–0.12 to 0.15)</td>
<td>0.05 (–0.39 to 0.49)</td>
<td>–0.68 (–1.10 to –0.26)</td>
<td>–0.63 (–1.07 to –0.20)</td>
</tr>
<tr>
<td>Positive Affect subscale of the Positive and Negative Affect Schedule</td>
<td>–1.27 (–1.58 to –0.95)</td>
<td>–0.69 (–0.92 to –0.45)</td>
<td>–0.01 (–0.22 to 0.20)</td>
<td>–0.25 (–0.66 to 0.17)</td>
<td>0.90 (0.49 to 1.31)</td>
<td>0.74 (0.33 to 1.15)</td>
</tr>
<tr>
<td>Negative Affect subscale of the Positive and Negative Affect Schedule</td>
<td>1.26 (0.94 to 1.57)</td>
<td>1.28 (0.96 to 1.60)</td>
<td>–0.04 (–0.22 to 0.14)</td>
<td>–0.01 (–0.42 to 0.40)</td>
<td>–0.91 (–1.32 to –0.50)</td>
<td>–0.99 (–1.41 to –0.57)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TIBP+PA: transdiagnostic internet-based protocol+positive affect component.  
<sup>b</sup>TIBP: transdiagnostic internet-based protocol.  
<sup>c</sup>WL: waiting list.  
<sup>d</sup>Post-T: posttreatment.  
<sup>e</sup>BDI-II: Beck Depression Inventory-II.  
<sup>f</sup>BA: Beck Anxiety Inventory.  
<sup>g</sup>NEO FFI: NEO Five Factor Inventory.

Secondary Outcomes

Table 4 includes descriptive statistics (ie, mean and SD) for TIBP+PA, TIBP, and WL at pretreatment and posttreatment, and Table 5 includes within-group and between-group effect sizes and CIs for secondary outcomes related to personality and quality of life measures in the three experimental groups based on the ITT sample.

Regarding personality measures, within-group comparisons indicated a significant pre-to-post reduction in neuroticism in the two experimental conditions, with moderate effect sizes in NEO Five Factor Inventory (NEO FFI)-Neuroticism (d=0.73, TIBP; d=0.78, TIBP+PA), and a significant pre-to-post increase in extraversion in the two experimental conditions, with a small effect size in the TIBP condition (d=0.30) and a moderate effect size in the TIBP+PA condition (d=0.65). In the WL control group, significant changes with small effect sizes were also found on NEO FFI-Extraversion (d=0.22). Between-group comparisons revealed that participants who received the treatment scored better at posttreatment on NEO FFI-Neuroticism in both intervention groups compared with the WL group, with moderate effect sizes (d=0.61, TIBP; d=0.47, TIBP+PA). NEO FFI-Extraversion showed better scores with small effect sizes in both intervention conditions (d=0.46, TIBP; d=0.48, TIBP+PA) than WL. No statistically significant differences were found between the two experimental conditions for the personality measures.

Finally, quality of life measures (ie, EuroQoL-5D Questionnaire; EQ-5D) showed a significant time effect ($F_{1,152.98}=32.98; P<.001$). Both intervention groups experienced significant improvements in quality of life posttreatment, and this improvement was not found in the WL control group. Within-group comparisons indicated moderate effect sizes in the TIBP condition (d=0.53), moderate effect sizes in the TIBP+PA condition (d=0.70), and nonsignificant changes in the WL control group. Between-group comparisons revealed that participants who received the treatment (with or without the specific component to upregulate PA) scored higher on quality of life at posttreatment, compared with the WL, with moderate effect sizes in the TIBP condition (d=0.60) and large effect sizes in the TIBP+PA condition (d=0.86). Table 4 for details. The differences between the two treatment groups were not statistically significant.
**Expectations and Satisfaction**

Table 6 lists the results for the two interventions groups. Items for expectations and satisfaction were rated from 0 (strongly disagree) to 10 (strongly agree), covering how logical the treatment seemed, to what extent it could satisfy the patient, whether it could be used to treat other psychological problems, and its usefulness for the patient’s specific problem. Before the treatment, all the scores were high. The analysis revealed statistically significant differences between the two conditions on expectations about the treatment: before treatment, participants in the TIBP+PA condition considered the treatment more logical (F<sub>1,89</sub>=4.49; P=.03), more satisfactory (F<sub>1,89</sub>=6.29; P=.01), more recommendable to others (F<sub>1,89</sub>=6.15; P=.01), and more useful for other psychological problems (F<sub>1,89</sub>=7.38; P=.008) than the TIBP participants did. In addition, at posttreatment, participants’ satisfaction scores were also high. The analysis revealed statistically significant differences between the two conditions on satisfaction: after treatment, participants in the TIBP+PA condition considered the treatment more satisfactory (F<sub>1,89</sub>=4.10; P=.04), recommendable to others (F<sub>1,89</sub>=6.79; P=.01), more useful for other psychological problems (F<sub>1,89</sub>=5.13; P=.02), and more useful for the patient (F<sub>1,89</sub>=5.91; P=.01) than participants in the TIBP condition did.

### Table 6. Means and SDs for expectations and satisfaction.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Expectations</th>
<th>Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>How logical do you think this treatment is?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>TIBP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>TIBP+PA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>How satisfied are you with the treatment received?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>TIBP</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>TIBP+PA</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>To what extent do you feel confident about recommending this treatment to a friend who has the same problems?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>TIBP</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>TIBP+PA</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>Do you think this treatment could be useful for treating other psychological disorders?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>TIBP</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>TIBP+PA</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>To what extent do you think the treatment was helpful to you?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>TIBP</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>TIBP+PA</td>
<td>46</td>
<td>46</td>
</tr>
</tbody>
</table>

<sup>a</sup>TIBP: transdiagnostic internet-based protocol.

<sup>b</sup>TIBP+PA: transdiagnostic internet-based protocol+positive affect component.

### Reliable and Clinically Significant Change

On the basis of the two criteria proposed by Jacobson and Truax to estimate clinically meaningful improvement, patients were classified as recovered, improved, stable, or deteriorated at posttreatment. The RCI has been expressed graphically to facilitate a more intuitive interpretation (Figures 2-5). At posttreatment, statistically significant differences were found between the three conditions in these percentages for all primary outcomes: BDI-II (P<.001), BAI (P<.001), PANAS-P (P=.001), and PANAS-N (P<.001). Overall, participants who received the transdiagnostic internet-based interventions showed a higher percentage of recovery compared with WL, which obtained high percentages of reliable deterioration on all the primary outcomes. No statistically significant differences were found between TIBP+PA and TIBP (BDI-II, P=.59; BAI, P=.67; PANAS-P, P=.59; and PANAS-N, P=.59).
Figure 2. Percentages of participants recovered, improved, stable, and deteriorated on depression scores (Beck Depression Inventory-II) in transdiagnostic internet-based protocol+positive affect component (inner circle), transdiagnostic internet-based protocol (middle circle), and waiting list (outer circle).

Figure 3. Percentages of participants recovered, improved, stable, and deteriorated on depression scores (Beck Anxiety Inventory) in transdiagnostic internet-based protocol+positive affect component (inner circle), transdiagnostic internet-based protocol (middle circle), and waiting list (outer circle).
**Figure 4.** Percentages of participants recovered, improved, stable, and deteriorated on depression scores (Positive and Negative Affect Schedule_Positive subscale) in transdiagnostic internet-based protocol+positive affect component (inner circle), transdiagnostic internet-based protocol (middle circle), and waiting list (outer circle).

**Figure 5.** Percentages of participants recovered, improved, stable, and deteriorated on depression scores (Positive and Negative Affect Schedule_Negative subscale) in transdiagnostic internet-based protocol+positive affect component (inner circle), transdiagnostic internet-based protocol (middle circle), and waiting list (outer circle).
Discussion

Principal Findings

The main objective of this study was to test the efficacy of a transdiagnostic internet-based psychological treatment protocol, with and without a specific component to upregulate PA, versus a WL control group, for individuals from a community sample with one or more ED diagnoses. The results showed that on the primary outcome measures, there was a significant time effect, with medium (BAI and PANAS-P) to large effect sizes (BDI-II and PANAS-N) in the TIBP condition and large effect sizes on all measures in the TIBP+PA condition. In the WL group, the effect size was minimal. These results are comparable with those reported in other transdiagnostic trials in which effect sizes are larger for depression than for anxiety and higher for PANAS-P than for PANAS-N [13]. A possible explanation for the larger effects for depression than for anxiety could be that the therapeutic techniques more related to the treatment of anxiety disorders (ie, consequences of emotional avoidance, emotion-driven behaviors, and interoceptive and situational exposure) are presented near the end of the treatment protocol (modules from 8 to 11). Patients are evaluated clinically shortly after these modules, and consequently, they have less time to practice them. Likewise, the effects for PA were larger in the TIBP+PA condition ($d=1.27$) than in the TIBP condition ($d=0.69$). This result is consistent with the fact that this study includes a specific component to upregulate PA, which places greater emphasis on positive experiences. One of the aims of the intervention is to teach patients the adaptive role of both positive and negative emotions, without the need to suppress or avoid them. Nevertheless, future studies based on mediational analyses will allow a better understanding of whether PA and NA would mediate the impact of treatment on therapy outcomes (ie, depression and anxiety). As predicted, both protocol modalities led to significantly greater reductions (relative to the WL) in depression and anxiety, as well as significant decreases in NA and increases in PA measures, suggesting that web-based transdiagnostic treatment was effective in treating EDs.

On the secondary outcomes (NEO FFI and EuroQoL-5D questionnaire, EQ-5D), the analysis also revealed a significant change from pre- to posttreatment. The effect sizes were medium for both variables in both intervention groups (except for Extraversion, which was smaller in the TIBP condition). In the WL group, small effect sizes were also found for Extraversion, showing that participants in this group experienced significantly lower levels of extraversion after the waiting period. Between-group comparisons revealed that participants who received the treatment scored better on the measures at posttreatment compared with the WL group. These findings contribute to the study of the malleability of neuroticism proposed by Barlow [86], who suggests that personality dimensions may be malleable over time. In this study, some strategies were proposed to modify PA (extraversion), and although significant effects were found between the two intervention groups and the WL group, further research is needed on this topic to explore the effect of this specific component on increasing well-being and PA. Along these lines, Barlow’s team conducted an RCT that evaluated changes in PA in cognitive-behavioral treatments for anxiety disorders, showing that PA is a malleable construct and can be influenced by CBT [87].

The second aim of this study was to assess the effects of the component designed to upregulate PA, with the hypothesis that the TIBP+PA condition would significantly outperform the TIBP condition on the PA measures. This study found no significant differences between the two treatment conditions on PA measures. This may be due to the fact that participants improved throughout the course of the treatment, decreasing negative symptoms and increasing their PA, even if they had not seen the last four modules with the specific component to upregulate PA. Therefore, future studies will be needed to reach a deeper understanding of the relationship between treatments that include PA components and changes in PA measures.

Another objective of the study was to study patients’ acceptance of the program developed to apply the treatment protocol over the internet with minimal support from clinicians. The overall expectations and satisfaction expressed by the participants in the two intervention groups were high, and both protocols were well accepted. However, the analysis revealed higher levels of expectations and satisfaction in the TIBP+PA condition. This may be due to the number of modules included in this condition (16 in comparison with the modules in the TIBP condition (12), although participants in the intervention groups did not know the content of those four additional modules. This result may be influenced by the role of expectations before and during a web-based psychological intervention, which is consistent with the literature showing that treatment expectations became more favorable over time [88]. Regarding the reliable change index, significant improvements were found in the two treatment conditions compared with the WL group. Overall, participants who received the transdiagnostic internet-based interventions showed higher recovery percentages and less deterioration compared with the WL group.

This study had a dropout rate of 38.9% (86/216). Some studies in the literature have indicated dropout rates of approximately 30% in computerized CBT programs [47]. However, this issue deserves special attention because it depends on how it is conceptualized. On the one hand, the definition of attrition differs and can be understood as premature termination [89], (non)persistence [90], (non)adherence, or the extent to which an individual is exposed to the content of an intervention [91]. In this study, only participants who completed all the treatment modules were considered completers, whereas the rest were treated as dropouts, although in other studies, only participants who completed a percentage of the modules were considered completers [92,93]. On the other hand, adherence to internet-based interventions is associated with the type of guidance, achieving 28% nonadherence when therapist-guided, and 38% when administrative support is given [94]. This study combined human and ICT support, reaching a 56.8% (53/144) dropout rate in the treatment conditions; therefore, these results are not far from those found in the existing literature on internet-based interventions. However, further research on attrition is needed to better design internet-based treatments and increase retention. The existing literature has indicated an important relationship between the support provided to the...
participants and adherence to the program. Indeed, this aspect has great relevance in the literature on internet-based interventions [95,96]. Therefore, if this type of intervention is carried out on a large scale in the community, as in this study, a fundamental factor to consider is the type and amount of support to provide, which would be consistent with the study of the balance between the benefits and resources involved in providing human support in internet-based interventions. Technologies play a central role in this aspect because part of the support can be provided automatically through technological devices. In an attempt to understand this issue, our research group conducted a qualitative study to determine why patients dropped out of the web-based transdiagnostic program for EDs (TIBP) [97], with the results emphasizing the lack of individualization of the treatment or the lack of support (ie, the lack of affective and personal contact with the therapist). In this regard, future studies should develop personalized treatments to address patients’ specific needs and increase adherence rates. There are some useful strategies for personalizing treatments, such as selecting certain treatment components to better fit the patient’s symptoms or lowering the number of sessions required to successfully treat an individual’s symptoms. One strategy implies personalizing the treatment to a specific presentation, that is, by selecting the treatment components that best fit the specific set of symptoms or weaknesses shown by each patient [10], thereby lowering the number of sessions required to successfully treat an individual’s symptoms. Another example is the study by Carl et al [98]. In this study, the authors presented a module for the regulation of PA that can be added to the treatment once they have completed the UP modules, thus personalizing the treatment for patients who show deficits in positive emotions at posttreatment.

This study has several strengths. First, it presents a novel focus in the field of transdiagnostic treatments. To the best of our knowledge, this is the first study of a transdiagnostic internet-based treatment for EDs with a specific component to upregulate PA. Overall, the findings indicate that EDs can be effectively treated with a transdiagnostic intervention via the internet, in addition to improving depression, anxiety, and quality of life measures. Regarding PA measures, promising effects were found, but more research is needed to study the role of positive emotions in the construction of psychological strengths [99,100] from a transdiagnostic perspective [42,101]. Moreover, this study included a large sample of people from a community sample, representing a heterogeneous population with EDs that does not receive primary or specialized care, with or without the presence of comorbidities. Thus, the transdiagnostic protocol represents a successful approach to the treatment of multiple disorders in a parsimonious manner [102]. Participants in the study seemed to be interested in the use of adaptive emotion regulation strategies, regardless of whether they were related to their own difficulty, which is the basis of transdiagnostic proposals. These interventions emphasize the essential processes underlying different disorders and the use of core higher-order strategies that eliminate the need for multiple diagnosis-specific manuals [103]. Moreover, the internet-based format of this transdiagnostic protocol facilitates the availability and administration of the program to provide support to anyone in need.

Limitations

This study also has some limitations. The most important is the different number of modules in the two protocols (TIBP condition: 12 modules; TIBP+PA condition: 16 modules). The TIBP condition had more time between the last module and postassessment than the TIBP+PA condition. However, the TIBP+PA condition had more modules. Postassessment took place at the end of module 12 or 16. These aspects may have influenced the results. In an attempt to control this, equal time (ie, a maximum period of 18 weeks from randomization to posttreatment evaluation) was given to all participants to allow them to use the program as much as they desired throughout the whole process. However, future studies should show that the differential effect of the PA component is not simply because of the larger number of modules in the protocol. This leads to the importance of benchmarking based on previous transdiagnostic internet-based interventions with regard to effect sizes or the length of these interventions. This study coincides with previous similar transdiagnostic interventions that also obtained large effect sizes for depression ($g=0.84$) and medium effect sizes for anxiety ($g=0.78$), with a treatment length ranging from 6 to 10 sessions [18]. Furthermore, focusing on PA measures, it is important to mention that this study obtained larger effect sizes for PA, both for within- and between-comparisons (TIBP+PA, $d=1.27$; TIBP+PA vs WL, $d=0.90$) than other transdiagnostic interventions [13,14,50-53]. Another limitation of the study, shared with other transdiagnostic interventions, is that although they are called transdiagnostic treatments, they are based on discrete diagnostic categories (ie, DSM-IV). Future research should study the mechanistically transdiagnostic principles, that is, the underlying mechanisms that account for the occurrence of specific symptoms to include them in both assessments and transdiagnostic interventions. Some examples of transdiagnostic mechanisms that have been found to play a fundamental role in EDs are intolerance to uncertainty [104], rumination [105], perfectionism [106], or thought suppression [107]. Among these processes, neuroticism has been strongly associated with both anxiety and depressive disorders [86,108]. In addition, attrition rates were higher in both treatment conditions (TIBP: 26/71, 37%; TIBP+PA: 27/73, 37%) than in the WL condition (17/72, 24%). However, attrition rates of 30% to 35% are commonly observed in internet-based interventions [47]. Furthermore, although we consider that the sample of this study is quite representative, future research should focus on improving the mental health of less reachable groups such as older people, people with low income or lower educational level, and/or people residing outside urban areas (ie, rural populations). Moreover, it would also be important to collect data on certain demographic variables such as race, ethnicity, and sexual orientation in future trials. Transdiagnostic treatments that are socioculturally adapted for such groups could be a potential solution to effectively reach a larger number of people in need of psychological help.

Finally, follow-up data were not included in this study because we are still in the recruiting process, and we wanted to promptly provide the results because of the importance of the issue. The long-term effects of this intervention will be presented in further research.
Conclusions

In summary, the results show the efficacy of a transdiagnostic internet-based psychological treatment protocol for individuals from a community sample with EDs. These findings show that this web-based transdiagnostic treatment improved the clinical situation of the participants, providing them with tools and strategies to face problems and difficulties more effectively. Future lines of research should carry out dismantling designs to determine the active components of the protocol, especially the contribution of the PA modules, and analyze the effectiveness of web-based treatment in other populations, such as primary care centers. Furthermore, the existing techniques and strategies to improve PA require further study to determine which ones are more effective and should be included as specific components to upregulate PA in current psychological interventions. This study includes some specific strategies to promote psychological strengths and enhance positive mood. However, it is important for future studies to explore more deeply the effect of these and other strategies on patients with EDs to directly build positive resources to counteract NA. Undoubtedly, future research will have to determine whether it is beneficial to include these components designed to enhance PA, which components are necessary for whom, and how they should be applied.

Furthermore, future research should focus on the possibility of developing treatment components aimed at altering, modifying, or varying vulnerability, a key aspect of transdiagnostic perspectives. This might be possible with strategies for modifying PA, but there are other fundamental factors that influence mental health and well-being. For example, a large body of literature has highlighted the importance of accurate perceptions of reality in psychological health, such as positive illusions or positive self-evaluations, perceptions of control or mastery, and unrealistic optimism [109,110]. In addition, there is evidence for the relationship between psychological flexibility and well-being, suggesting that being psychologically flexible has benefits for executive functioning, default mental states, and personality dimensions such as neuroticism [111]. Psychological flexibility has been considered a protective factor in improving physical health, mental health, and well-being [112]. Hence, there is growing interest in constructs such as pragmatic prospection, that is, thinking about a future with desired outcomes and avoiding undesired ones [113] or openness to the future characterized by PA toward the future [114]. This body of knowledge opens up the possibility of finding new strategies to improve the efficiency and effectiveness of future transdiagnostic treatment protocols for EDs as a way to more effectively address temperament vulnerabilities, that is, the core aspects of these disorders.
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Abstract

Background: Human papillomavirus (HPV) vaccination is effective in the prevention of vaccine-type genital warts and cancers among men who have sex with men (MSM).

Objective: The primary objective of this randomized controlled trial (RCT) is to evaluate the efficacies of 2 web- and theory–based interventions with and without brief motivational interviewing (MI) over the phone to increase the completion of HPV vaccination among unvaccinated participants within a 24-month follow-up period compared with the control group.

Methods: A 3-arm parallel-group RCT was conducted between July 2017 and December 2019. Five telephone surveys were conducted at baseline and at 3, 6, 9, and 24 months by blinded interviewers. Participants were Hong Kong Chinese–speaking MSM aged between 18 and 45 years with regular internet access who were recruited from outreaching at venues, web-based recruitment, and peer referral. Those who had ever received HPV vaccination were excluded. A total of 624 participants were randomized into either the online tutorial (OT) only group (n=208), the OT plus MI group (OT-MI; n=208), or the control group (n=208). In total, 459 (459/624, 73.6%) completed the follow-up evaluation at 24 months. Participants in the OT group received a fully automated OT developed based on the health belief model. On top of the same OT, the OT-MI group received brief MI over the phone. Reminders were sent to the participants of the OT and OT-MI groups after 1, 2, 4, 6, and 8 months. Participants in the control group received web-based health communication messages unrelated to HPV or HPV vaccination. The research team validated the self-reported HPV vaccination uptake. Intention-to-treat analysis was used for outcome analyses. Logistic regression models and multivariable linear regression models were used to test the between-group differences in primary and secondary outcomes. Baron and Kenny’s methods were used to test the mediation hypothesis.

Results: The participants in the OT-MI group reported a significantly higher validated completion of HPV vaccination at 24 months than the control group (36/208, 17.3% vs 15/208, 7.2%; P= .006). However, the difference in HPV vaccination completion between the OT and the control groups (24/208, 11.5% vs 15/208, 7.2%; P=.17), or between OT-MI and OT groups (P=.13), was not statistically significant. The association between randomization status (OT-MI group vs control group) and HPV vaccination completion became statistically nonsignificant after controlling for changes in the perceived susceptibility to HPV (24 months...
Men who have sex with men (MSM) are at a high risk of contracting human papillomavirus (HPV) and its related diseases (eg, genital warts and penile or anal cancers) [1]. Meta-analyses have reported that the overall prevalence of genital HPV infection was very high among MSM both internationally (63.9% in HIV-negative MSM and 92.6% in HIV-infected MSM) [2] and in China (66.3% among MSM in general) [3]. This prevalence was much higher than in MSM than that in the general male population (eg, 12.4% in Europe and 16.9% in China) [4-6]. In addition to the high prevalence of genital warts [7], the anal cancer risk of MSM is 32 to 52 times higher than that in the general population [8]. The HPV-related cancer risk was the highest among HIV-infected MSM, which accounted for 9.9% of the MSM population in China in 2016 [9]. Although there is a lack of data about the prevalence or incidence of HPV-related diseases among MSM in Hong Kong, such prevalence may be much higher among MSM than that among the general male population (genital warts prevalence 0.94% and incidence 292.2 per 100,000 person-years) [10].

HPV vaccination is highly effective in the prevention of vaccine-type genital warts and cancers among MSM [11,12]. A study also showed that people who are already infected with one or more HPV types can still receive protection from other HPV types with the vaccines [13]. In addition, HPV vaccination could also prevent the development or recurrence of subsequent HPV-related diseases (eg, anal intraepithelial neoplasia) among people with a history of HPV infection [14-16]. Modeling work found that HPV vaccination for MSM could have a substantial impact on HPV-related disease incidence in this population and is cost-effective [17]. As a result, the US Centers for Disease Control and Prevention (CDC) recommends MSM who are in the age range of 45 years or below to receive HPV vaccination [13,18]. Free national HPV vaccination programs for MSM aged up to 45 years attending sexual health and HIV clinics rolled out in England and Scotland in 2018 and 2017, respectively [19,20]. The Victorian Government of Australia funded a free time-limited HPV vaccination catch-up program for MSM aged up to 26 years in 2017 [21]. The recommended course for MSM is 3 doses administered within 1 year; however, a 24-month period is clinically acceptable (second and third doses administered at least one month and 3 months after the first and second doses, respectively) [22]. However, in Hong Kong, no free or subsidized HPV vaccination program targeted MSM or other male populations. Two types of HPV vaccines (4-valent and 9-valent) are provided to males aged 9 years or more at the cost of HK $2500 to HK $4000 (US $321 to US $514) for a 3-dose course by private physicians in Hong Kong [23].

The uptake of free HPV vaccination provided by national programs was 37.6% among MSM in the United States [24], 42.6% in Australia [21], 49.1% in England [25], and 63.7% in Scotland [20]. HPV vaccination uptake among the male population is very low in Hong Kong [26], and previous studies have reported zero uptake among MSM [27,28]. About 30% of MSM in Hong Kong intended to take up HPV vaccination at the market rate [27,28]. Our literature search identified 4 studies that promoted HPV vaccination among MSM [29-32]. In a pilot intervention study conducted in the United States, young MSM were recruited via a popular web-based dating app and linked to a mobile health (mHealth) tool providing information and fostering access to HPV vaccination [31]. Of the 42 MSM who engaged with the mHealth tool, 11 (26%) received HPV vaccination [31]. Another web-based intervention was developed to provide information related to HPV prevalence among MSM in the United States, the effectiveness of the HPV vaccination, how to address potential barriers of receiving HPV vaccination, vaccine costs, and health insurance. A pilot randomized controlled trial (RCT) showed that such intervention was effective in increasing self-reported HPV vaccination initiation (receipt of 1 or more doses) compared with providing simple information about the vaccines (34/76, 45% vs 19/74, 26%; \( P = .02 \)). However, the intervention did not increase HPV vaccination completion (receipt of 3 required doses: 8/76, 11% vs 2/74, 3%; \( P = .07 \)). An ongoing RCT is comparing the efficacy of the same web-based intervention plus 2 different types of reminders (interactive vs noninteractive) versus the provision of simple HPV vaccination information among MSM in the United States [30]. In addition, an RCT tested the efficacy of texting-based intervention in the promotion of HPV vaccination among young MSM in the United States [32]. Participants who were assigned to the intervention group received daily SMS text messages for the first 3 weeks related to HPV vaccination, whereas those in the control group received SMS text messages related to other sexual health topics [32]. The intervention was effective in promoting HPV vaccination initiation (19.4% vs 6.6%) [32]. To our knowledge, no HPV vaccination promotion targeting MSM was conducted outside the United States.

A meta-analysis showed that theory-based interventions were more effective than nontheory-based interventions [33]. Our formative studies showed that some constructs of the health belief model (HBM) were significantly associated with the willingness to take up HPV vaccination at the market rate among Chinese MSM. Perceived susceptibility is an active theoretical component that causes behavioral changes.

**Conclusions:** Theory-based OT with brief MI over the phone was effective in increasing HPV vaccination completion among Chinese MSM. Perceived susceptibility is an active theoretical component that causes behavioral changes.

**Trial Registration:** ClinicalTrials.gov NCT03286907; https://clinicaltrials.gov/ct2/show/NCT03286907
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HPV vaccination; web-based health promotion; randomized controlled trial; men who have sex with men; China; mobile phone

**Introduction**

The uptake of free HPV vaccination provided by national programs was 37.6% among MSM in the United States [24], 42.6% in Australia [21], 49.1% in England [25], and 63.7% in Scotland [20]. HPV vaccination uptake among the male population is very low in Hong Kong [26], and previous studies have reported zero uptake among MSM [27,28]. About 30% of MSM in Hong Kong intended to take up HPV vaccination at the market rate [27,28]. Our literature search identified 4 studies that promoted HPV vaccination among MSM [29-32]. In a pilot intervention study conducted in the United States, young MSM were recruited via a popular web-based dating app and linked to a mobile health (mHealth) tool providing information and fostering access to HPV vaccination [31]. Of the 42 MSM who engaged with the mHealth tool, 11 (26%) received HPV vaccination [31]. Another web-based intervention was developed to provide information related to HPV prevalence among MSM in the United States, the effectiveness of the HPV vaccination, how to address potential barriers of receiving HPV vaccination, vaccine costs, and health insurance. A pilot randomized controlled trial (RCT) showed that such intervention was effective in increasing self-reported HPV vaccination initiation (receipt of 1 or more doses) compared with providing simple information about the vaccines (34/76, 45% vs 19/74, 26%; \( P = .02 \)). However, the intervention did not increase HPV vaccination completion (receipt of 3 required doses: 8/76, 11% vs 2/74, 3%; \( P = .07 \)). An ongoing RCT is comparing the efficacy of the same web-based intervention plus 2 different types of reminders (interactive vs noninteractive) versus the provision of simple HPV vaccination information among MSM in the United States [30]. In addition, an RCT tested the efficacy of texting-based intervention in the promotion of HPV vaccination among young MSM in the United States [32]. Participants who were assigned to the intervention group received daily SMS text messages for the first 3 weeks related to HPV vaccination, whereas those in the control group received SMS text messages related to other sexual health topics [32]. The intervention was effective in promoting HPV vaccination initiation (19.4% vs 6.6%) [32]. To our knowledge, no HPV vaccination promotion targeting MSM was conducted outside the United States.

A meta-analysis showed that theory-based interventions were more effective than nontheory-based interventions [33]. Our formative studies showed that some constructs of the health belief model (HBM) were significantly associated with the willingness to take up HPV vaccination at the market rate among
local MSM [27,28]. These constructs included perceived susceptibility (risk of HPV, genital warts, and penile or anal cancer), perceived severity (chance of HPV infection causing genital warts and penile or anal cancers), perceived benefit of HPV vaccination (efficacy in preventing genital warts and penile or anal cancers), perceived barriers (high cost, potential side effects, and embarrassment), and cue to action (recommended by doctor or peers to take up the vaccines). Such findings were considered while developing the web-based interventions used in this study. Video was produced to promote HPV vaccination, as the audio-visual approach has been used effectively in health promotion programs. The authors also conducted brief motivational interviewing (MI) over the phone to promote in one of the intervention groups. MI is a client-centered, nondirective, goal-oriented counseling technique, which helps clients explore and resolve any ambivalence that might have to change [34]. The US CDC lists MI among its best evidence intervention [35]. A systematic review indicated that MI was acceptable to MSM and feasible to deliver over the phone [36]. A telephonic delivery of MI is useful in changing HIV or sexually transmitted infection (STI)–related behaviors among MSM [37].

The primary objective of the RCT is to evaluate the relative efficacies of 2 theory- and web-based interventions with and without brief MI over the phone in increasing the completion of HPV vaccination (receipt of 3 required doses) within a 24-month follow-up period among unvaccinated Hong Kong Chinese MSM compared with the control group. The secondary objective is to evaluate the relative efficacies of the interventions in changing constructs related to the HBM over the follow-up period.

**Methods**

**Study Design**

A 3-arm parallel RCT was conducted between July 2017 and December 2019. This study was registered at ClinicalTrials.gov (number NCT03286907). The consort flowchart is shown in Figure 1.

---

### Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram of the study.

---

The primary objective of the RCT is to evaluate the relative efficacies of 2 theory- and web-based interventions with and without brief MI over the phone in increasing the completion of HPV vaccination (receipt of 3 required doses) within a 24-month follow-up period among unvaccinated Hong Kong Chinese MSM compared with the control group. The secondary objective is to evaluate the relative efficacies of the interventions in changing constructs related to the HBM over the follow-up period.
Participants

Participants were (1) Hong Kong Chinese–speaking men aged between 18 and 45 years; (2) self-reported oral or anal intercourse with at least one man in the past 6 months; (3) having regular internet access; and (4) willing to complete telephonic follow-up evaluations. Those who had ever received HPV vaccination were excluded. We also excluded MSM aged over 45 years because HPV vaccination was not approved for use in this age group [18].

Recruitment Procedures

Participants were recruited through multiple sources. Recently, the Hong Kong government geographically located all venues frequently visited by local MSM, including 12 gay bars and 16 gay saunas [38]. Upon approval of the owners, trained and experienced fieldworkers approached prospective MSM participants in these venues at different time slots during weekdays and weekends. These fieldworkers briefed prospective participants about the study details and gave them an information sheet. The research team also conducted a web-based outreach by periodically posting information about the study as discussion topics on 2 gay websites with the highest traffic in Hong Kong. If prospective participants were interested in this study, they could contact the interviewers through private messaging or other means (eg, WhatsApp, telephone, and email). Recruitment was supplemented by peer referrals. Participants were guaranteed anonymity during the study and had the right to discontinue participation in the study at any time. Their refusal or withdrawal from the study would not affect their access to any future services. Verbal instead of written informed consent was obtained so as to maintaining anonymity, but the fieldworkers signed a form pledging that the participants had been fully informed about the study. Multiple forms of contact information were obtained to make an appointment to conduct a baseline telephonic interview. Upon appointment, trained telephone interviewers confirmed the eligibility and consent of the participants to participate in the study and conducted telephone interviews, which took about 10 min to complete. The follow-up surveys at 3, 6, and 9 months only recorded HPV vaccination uptake (number of doses, price, venue, date, and side effects). Participants who presented at 24 months were asked about HPV vaccination history and perceptions based on the HBM. Up to 5 calls were made at different timeslots during weekdays or weekends before considering a case as loss-to-follow-up. Upon completion of each of the 5 surveys, an HK $50 (US $6.3) supermarket or café coupon was mailed to participants as compensation for their time. Telephone numbers and addresses were cross-checked to avoid repetition. Ethics approval was obtained from the Survey and Behavioral Research Ethics Committee of the Chinese University of Hong Kong (ref no.: 13141651) and the Joint Chinese University of Hong Kong – New Territories East Cluster Clinical Research Ethics Committee (ref no.: 2015.687-T).

Among 1235 prospective participants who were approached, none had received HPV vaccination. A total of 724 MSM were eligible for participation after screening, 100 refused to participate in the study for time and/or other logistical reasons, and 624 completed the baseline survey. The response rate was 86.2%. The number of participants who completed the follow-up surveys was 504 (504/624, 80.8%) at 3 months, 472 (472/624, 75.6%) at 6 months, 439 (439/624, 70.4%) at 9 months, and 459 (459/624, 73.6%) at 24 months, respectively.

Development of Intervention Materials

A panel comprising 3 MSM volunteers, 2 epidemiologists, 1 health psychologist, 1 health communication expert, 2 experienced nongovernmental organization (NGO) workers, and 1 video producer was formed. A literature review and a discussion group that involved 5 MSM were conducted to inform the design of the web-based health communication messages. The web-based tutorial video was produced by a professional team, reviewed by 3 other MSM, and finalized by the panel.

MI Training and Ongoing Supervision

Fieldworkers received 2 full days (14 hours in total) of basic MI training by an experienced trainer who is a member of the MI Network of Trainers. In addition, fieldworkers were trained to deliver the intervention using role-plays over the phone to increase their confidence. The role-plays and protocol-specific practice were conducted twice a week for 4 weeks and maintained by coaching sessions once every 2 weeks by the same trainer. Fieldworkers were not deployed in the fieldwork unless they had achieved a beginner level of competence. In addition, fieldworkers also received a 4-hour training workshop about background knowledge of local MSM, HPV-related diseases, and HPV vaccination. Meetings for problem solving and improvements were held 2 weeks after the commencement of fieldwork and monthly afterward. Fieldworkers sought support from the trainer via phone calls during the project period.

The Baseline Survey and Random Allocation Process

After completing the baseline telephonic survey, the participants were randomized 1:1:1 to either the control group, the OT group, or the OT-MI group. Computer-generated random allocation codes were produced and sealed in opaque envelopes by a research staff member with no involvement in recruitment or baseline survey. One envelope was drawn and opened by the interviewers. They then informed the participant which group they were assigned to. Block randomization with a block size of 12 was used.

Intervention for the OT Group

A unique login identity and a link to access a web-based self-administered tutorial were sent to participants in the OT group. Next, the participants were requested to visit this website and performed the self-administered tutorial within 3 days. Up to 5 reminders (in the one-week period) were sent to those who did not log in within 3 days via email or social media channels. The first part of the online tutorial (OT) was a 5-min web-based video. The carefully designed contents were based on theory-based factors associated with the acceptability of HPV vaccination among local MSM [27,28] and guided by the HBM [39]. In the video, a peer MSM discussed the high risk of having penile or anal cancers among MSM, severe consequences of genital warts, penile or anal cancers, promising efficacy, and long protection duration of HPV vaccination in the prevention...
of genital warts and penile or anal cancers. Flashing images of genital warts on penis/anal and penile and anal cancers were shown in the video to increase perceived severity. The peer MSM also emphasized that HPV vaccination is a worthwhile long-term investment for their health and demonstrated the procedures for receiving HPV vaccination in collaborative private clinics, which portrayed caring, guaranteed privacy, and a nonjudgmental environment. To ensure a complete exposure, the video was formatted in such a way that the participants could not fast-forward or skip any part of it.

The second part of the OT was a self-administered exercise. The participants answered some web-based multiple-choice questions (eg, knowledge of HPV and HPV vaccination) and performed a short exercise to modify related cognitions (eg, “Please list three potential benefits you will gain after taking up HPV vaccination”). Model answers were displayed for incorrect entries, and the participants were requested to re-enter the correct items to complete the exercise. The entire tutorial takes about 20 min to complete.

**Intervention for the OT-MI Group**

On top of the same OT received by the OT group, participants in the OT-MI group received MI via telephone. The interviewer made an appointment with the participants to perform a 15-min MI session over the phone after completing the baseline survey.

**Reminders for the OT and the OT-MI Groups**

Reminders were sent via WeChat, WhatsApp, or emails to the participants of OT and OT-MI groups at 1, 2, 4, 6, and 8 months.

**Intervention for the Control Group**

Participants in the control group received a link to access web-based health communication messages about the prevalence of some common mental health problems among MSM and the introduction of stress reduction exercises, which was totally unrelated to HPV or HPV vaccination. They did not receive any reminders.

**HPV Vaccination Uptake**

If desired, then the interviewers would facilitate them to make an appointment to take up HPV vaccination in a collaborative private clinic at the market rate (HK $3800 [US $490] for 3 doses). No subsidy was provided. The authors did not limit participants’ choice to take up HPV vaccination at other places.

**Measures**

**Background Characteristics and Potential Confounders**

Information collected included sociodemographic data (age, current marital status, educational level, current employment status, personal monthly income), sexual orientation, utilization of HIV or STI prevention services, history of HIV and other STIs, lifestyles (smoking and drinking), and sexual behaviors in the past 6 months. Queried sexual behaviors included anal intercourse with regular and nonregular sex partners, condomless anal intercourse (CAI) with men, multiple male sex partnerships, use of sexual potency drugs, and engagement in sexualized drug use. Regular male sex partners (RP) were defined as lovers and/or stable boyfriends, whereas nonregular partners (NRP) were defined as casual sex partners and/or male sex workers.

In this study, sexualized drug use was defined as the use of any of the following psychoactive substances before or during sexual intercourse, including ketamine, methamphetamine, cocaine, cannabis, ecstasy, Dormicum/Halcion/Erinon 5/nonprescription hypnotic drugs, heroin, cough suppressant (not for curing cough), amyl nitrite (popper), GHB/GBL (γ-hydroxybutyrate), 5-methoxy-N,N-diisopropyltryptamine (Foxy), and mephedrone [40,41].

**Primary Outcome**

The primary outcome of the study was the validated completion of HPV vaccination within a 24-month follow-up period. To validate HPV vaccination uptake, the participants were requested to send the research team an image of their receipt hiding personal identification after they had received each dose of HPV vaccines. Supplemental information, including the location and cost of HPV vaccination uptake, was also collected.

**Secondary Outcomes**

Six scales assessed perceptions based on the HBM at baseline and 24 months. They were (1) the 4-item Perceived Susceptibility Scale; (2) the 2-item Perceived Severity Scale; (3) the 5-item Perceived Benefit Scale; (4) the 6-item Perceived Barrier Scale; (5) the 2-item Cue to Action Scale; and (6) the 3-item perceived self-efficacy scale. Cronbach’s values for these 6 scales were acceptable (.72-.79). Single factors were identified for these scales in exploratory factor analysis, which explained 52.0%-71.0% of the total variance.

**Postvaccination Experiences**

Vaccinated participants were asked whether they had side effects of the vaccines (eg, pain, headache, fatigue, fever, nausea) and the severity of those side effects.

**Process Evaluation**

At the end of the OT, participants were requested to answer 3 simple questions about some details of the video to verify their exposure. A similar approach was used by some other published studies [37]. The computer program recorded the starting and ending times of the OT. The fieldworkers recorded the starting and ending times of the MI for verification.

The process evaluation of health promotion was conducted at the third month. Participants in OT and OT-MI groups were asked (1) whether the content of the web-based video was clear; (2) whether the OT was attractive for you; and (3) whether the OT had increased their understanding of the benefit of HPV vaccination and willingness to take up HPV vaccination. Participants in the OT-MI group were asked some additional questions about their satisfaction with the MI session.

At 24 months, the participants were asked whether they had been exposed to any health communication messages promoting HPV vaccination during the project period. Those with such exposure were asked about some details, such as time, sources, contents, and the framing of such messages (ie, whether they supported or were against HPV vaccination).

**Sample Size Planning**

Even without any intervention, about 30% intended to take up the HPV vaccine [27,28]. The meta-analysis showed that
43%-62% of those with a behavioral intention would translate it into action. In this study, the authors assumed that 12% of the participants in the OT group would complete HPV vaccination within the 24-month follow-up period. The authors expected that 2% of the participants in the control group would do so in the absence of any intervention. A sample size of 144 per group would allow us to detect a 10% (14/144) difference in the HPV vaccination uptake between the OT and control groups, and a 15% (22/144) difference between the OT-MI and OT groups ($\alpha=.0125$; considering multiple comparisons, power of .8). With an expected loss-to-follow-up rate of 30% at 24 months, a sample size of approximately 208 per group is required (total n=624).

### Statistical Analysis

Intention-to-treat (ITT) analysis was used for the outcome analyses. Missing data were handled by the imputation strategy of last-observation-carried-forward, a standard method in the ITT analysis [42]. The chi-square test (for categorical variables) and one-way ANOVA (for continuous variables) were used to inspect the between-group balances of baseline characteristics. Logistic regression models (for primary outcome) and multivariable linear regression models (for secondary outcomes) were used to test the between-group differences in primary and secondary outcomes, after controlling for any background variables, showed $P<.20$ in between-group comparisons. Adjusted odds ratios (AORs) and adjusted standardized coefficients ($\beta$) were also obtained.

Baron and Kenny’s method was used to test the hypothesis that changes in the studied HBM constructs, which were used to design intervention that would mediate the between-group difference in the primary outcome [43]. Variables were constructed to assess changes in the HBM constructs (24 months-baseline). The mediation hypothesis was tested by first inspecting the association between changes in HBM constructs and randomization status. Logistic regression models were then fit using the validated uptake of 3 doses of HPV vaccination as the dependent variable and adjusted for significant baseline characteristics measured at baseline. Model 1 included randomization status as an independent variable, Model 2 included the changes in HBM constructs as the independent variables, and Model 3 included variables of both Models 1 and 2. If the association between randomization status and HPV vaccination uptake became statistically nonsignificant after adjusting for the changes in HBM constructs, the changes in HBM constructs were observed to fully mediate the association between randomization status and the dependent variable. Partial mediation occurred when the strength of association between randomization status and the dependent variable was reduced when remaining statistically significant changes in HBM constructs were controlled. SPSS version 16.0 was used, and $P$ values <.05 were considered statistically significant.

### Results

#### Descriptive Statistics

At baseline, the majority of the participants were single (510/624, 81.7%), full-time employed (492/624, 78.8%), had attended college or above (529/624, 84.8%), and identified themselves as gay (557/624, 89.3%). About one-third were aged between 18 and 26 years (202/624, 32.4%), and 50.2% (313/624) reported a monthly income of HK $20,000 (US $2580) or above. Regarding service utilization, 55.4% (346/624) and 48.1% (300/624) used HIV testing and other HIV or STI preventive services in the past 6 months. In the past 6 months, 80.4% (502/624) and 51.4% (321/624) had anal intercourse with RP and NRP, 35.3% (220/624) reported CAI with any men, 6.6% (41/624) used sexual potency drugs before or during anal intercourse, and 6.3% (39/624) reported sexualized drug use. The level of knowledge and perceptions related to HPV or HPV vaccination are shown in Table 1. Apart from anal intercourse with RP ($P=.03$) and the score of the perceived barrier scale ($P=.03$), no significant between-group difference was found ($P=.24$ to $P=.96$). Therefore, anal intercourse with RP and the score of the Perceived Barrier Scale were controlled in the subsequent analysis of primary and secondary outcomes.
Table 1. Characteristics of participants at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=208)</th>
<th>OT$^a$ group (n=208)</th>
<th>OT-MI$^b$ group (n=208)</th>
<th>P value (comparing difference among control/OT/OT-MI groups)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociodemographic data, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-26</td>
<td>65 (31.3)</td>
<td>73 (35.1)</td>
<td>64 (30.8)</td>
<td>.57</td>
</tr>
<tr>
<td>27-36</td>
<td>101 (48.6)</td>
<td>91 (43.8)</td>
<td>91 (43.8)</td>
<td></td>
</tr>
<tr>
<td>37-45</td>
<td>42 (20.2)</td>
<td>44 (21.2)</td>
<td>53 (25.5)</td>
<td></td>
</tr>
<tr>
<td>Current marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently single</td>
<td>171 (82.2)</td>
<td>162 (77.9)</td>
<td>177 (85.1)</td>
<td>.24</td>
</tr>
<tr>
<td>Cohabited/married with a man</td>
<td>35 (16.8)</td>
<td>45 (40.5)</td>
<td>31 (14.9)</td>
<td></td>
</tr>
<tr>
<td>Cohabited/married with a woman</td>
<td>2 (1.0)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary or below</td>
<td>29 (13.9)</td>
<td>31 (14.9)</td>
<td>35 (16.8)</td>
<td>.71</td>
</tr>
<tr>
<td>University or above</td>
<td>179 (86.1)</td>
<td>177 (85.1)</td>
<td>173 (83.2)</td>
<td></td>
</tr>
<tr>
<td>Current employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>166 (79.8)</td>
<td>165 (79.3)</td>
<td>161 (77.4)</td>
<td>.82</td>
</tr>
<tr>
<td>Part-time/unemployed/re-tired/students</td>
<td>42 (20.2)</td>
<td>43 (20.7)</td>
<td>47 (22.6)</td>
<td></td>
</tr>
<tr>
<td>Personal monthly income (HK $; US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;HK $10,000 (US $1290)</td>
<td>32 (15.4)</td>
<td>36 (17.3)</td>
<td>33 (15.9)</td>
<td>.38</td>
</tr>
<tr>
<td>HK $10,000-$19,999 (US $1290-$2580)</td>
<td>74 (35.6)</td>
<td>71 (34.1)</td>
<td>62 (29.8)</td>
<td></td>
</tr>
<tr>
<td>HK $20,000-$39,999 (US $2580-$5161)</td>
<td>79 (38.0)</td>
<td>67 (32.2)</td>
<td>77 (37.0)</td>
<td></td>
</tr>
<tr>
<td>≥HK $40,000 (US $5161)</td>
<td>21 (10.1)</td>
<td>34 (16.3)</td>
<td>35 (16.8)</td>
<td></td>
</tr>
<tr>
<td>Refuse to disclose</td>
<td>2 (1.0)</td>
<td>0 (0.0)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>179 (86.1)</td>
<td>189 (90.9)</td>
<td>189 (90.9)</td>
<td>.31</td>
</tr>
<tr>
<td>Bisexual</td>
<td>28 (13.5)</td>
<td>19 (9.1)</td>
<td>19 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>HIV or STI-related service use in the past 6 months, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93 (44.7)</td>
<td>98 (47.1)</td>
<td>87 (41.8)</td>
<td>.55</td>
</tr>
<tr>
<td>Yes</td>
<td>115 (55.3)</td>
<td>110 (52.9)</td>
<td>121 (58.2)</td>
<td></td>
</tr>
<tr>
<td>Other HIV or STI preventive services$^d$</td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>No</td>
<td>102 (49.0)</td>
<td>109 (52.4)</td>
<td>113 (54.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>106 (51.0)</td>
<td>99 (47.6)</td>
<td>95 (45.7)</td>
<td></td>
</tr>
<tr>
<td>Sexual behaviors in the past six months , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Had anal intercourse with RP$^e$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>31 (14.9)</td>
<td>39 (18.8)</td>
<td>52 (25.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td>177 (85.1)</td>
<td>169 (81.3)</td>
<td>156 (75.0)</td>
<td></td>
</tr>
<tr>
<td>Had anal intercourse with NRP$^f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>103 (49.5)</td>
<td>101 (48.6)</td>
<td>99 (47.6)</td>
<td>.93</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Control group (n=208)</td>
<td>OT group (n=208)</td>
<td>OT-MI group (n=208)</td>
<td>P value (comparing difference among control/OT/OT-MI groups)</td>
</tr>
<tr>
<td>-----------------------------------------------------------</td>
<td>-----------------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>CAI(^a) with men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>105 (50.5)</td>
<td>107 (51.4)</td>
<td>109 (52.4)</td>
<td>.74</td>
</tr>
<tr>
<td>No</td>
<td>133 (63.9)</td>
<td>139 (66.8)</td>
<td>132 (63.5)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>75 (36.1)</td>
<td>69 (33.2)</td>
<td>76 (36.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Multiple male sex partnerships</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>90 (43.3)</td>
<td>92 (44.2)</td>
<td>95 (45.7)</td>
<td>.88</td>
</tr>
<tr>
<td>Yes</td>
<td>118 (56.7)</td>
<td>116 (55.8)</td>
<td>113 (54.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexualized drug use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>193 (92.8)</td>
<td>198 (95.2)</td>
<td>194 (93.3)</td>
<td>.56</td>
</tr>
<tr>
<td>Yes</td>
<td>15 (7.2)</td>
<td>10 (4.8)</td>
<td>14 (6.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of sexual potency drugs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>193 (92.8)</td>
<td>197 (94.7)</td>
<td>193 (92.8)</td>
<td>.66</td>
</tr>
<tr>
<td>Yes</td>
<td>15 (7.2)</td>
<td>11 (5.3)</td>
<td>15 (7.2)</td>
<td></td>
</tr>
<tr>
<td><strong>History of HIV or STI, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported HIV serostatus</strong></td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Negative</td>
<td>183 (88.0)</td>
<td>185 (88.9)</td>
<td>184 (88.5)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>11 (5.3)</td>
<td>7 (3.4)</td>
<td>8 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Refuse to disclose</td>
<td>3 (1.4)</td>
<td>4 (1.9)</td>
<td>5 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Had never tested for HIV antibody</td>
<td>11 (5.3)</td>
<td>12 (5.8)</td>
<td>11 (5.3)</td>
<td></td>
</tr>
<tr>
<td><strong>History of other STIs</strong></td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>No</td>
<td>170 (81.7)</td>
<td>170 (81.7)</td>
<td>163 (26.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (18.3)</td>
<td>38 (18.3)</td>
<td>45 (21.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Lifestyles, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td><strong>Current smokers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>165 (79.3)</td>
<td>162 (77.9)</td>
<td>166 (79.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43 (20.7)</td>
<td>46 (22.1)</td>
<td>42 (20.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Drinking in the past year</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>No</td>
<td>39 (18.8)</td>
<td>28 (13.5)</td>
<td>36 (17.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>169 (81.2)</td>
<td>180 (86.5)</td>
<td>172 (82.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge related to HPV(^b) or HPV vaccination, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both males and females could be affected by HPV</td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Yes(^i)</td>
<td>156 (75.0)</td>
<td>174 (83.7)</td>
<td>163 (78.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (4.3)</td>
<td>11 (5.3)</td>
<td>15 (7.2)</td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>43 (20.7)</td>
<td>23 (11.1)</td>
<td>30 (14.4)</td>
<td></td>
</tr>
<tr>
<td><strong>HPV infection could cause STI</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Yes(^i)</td>
<td>129 (62.0)</td>
<td>144 (69.2)</td>
<td>135 (64.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (9.6)</td>
<td>18 (8.7)</td>
<td>19 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>59 (28.4)</td>
<td>46 (22.1)</td>
<td>54 (26.0)</td>
<td></td>
</tr>
<tr>
<td><strong>HPV infection could cause cancers among males</strong></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Yes(^i)</td>
<td>89 (42.8)</td>
<td>114 (54.8)</td>
<td>99 (47.6)</td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Control group (n=208)</td>
<td>OT&lt;sup&gt;a&lt;/sup&gt; group (n=208)</td>
<td>OT-MI&lt;sup&gt;b&lt;/sup&gt; group (n=208)</td>
<td>P value (comparing difference among control/OT/OT-MI groups)</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td><strong>No</strong></td>
<td>34 (16.3)</td>
<td>37 (17.8)</td>
<td>37 (17.8)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Do not know</strong></td>
<td>85 (40.9)</td>
<td>57 (27.4)</td>
<td>72 (34.6)</td>
<td></td>
</tr>
<tr>
<td><strong>HPV could be totally cured by available treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (14.9)</td>
<td>28 (13.5)</td>
<td>35 (16.8)</td>
<td></td>
</tr>
<tr>
<td>No&lt;sup&gt;i&lt;/sup&gt;</td>
<td>110 (52.9)</td>
<td>132 (63.5)</td>
<td>112 (53.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Do not know</strong></td>
<td>67 (32.2)</td>
<td>48 (23.1)</td>
<td>61 (29.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Availability of effective HPV vaccination for males in Hong Kong</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Yes&lt;sup&gt;ii&lt;/sup&gt;</td>
<td>113 (54.3)</td>
<td>131 (63.0)</td>
<td>110 (52.9)</td>
<td></td>
</tr>
<tr>
<td><strong>No</strong></td>
<td>18 (8.7)</td>
<td>28 (13.5)</td>
<td>26 (12.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Do not know</strong></td>
<td>77 (37.0)</td>
<td>49 (23.6)</td>
<td>72 (34.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of shots required to prevent HPV infection in males</strong></td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>3</td>
<td>56 (26.9)</td>
<td>69 (33.2)</td>
<td>68 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Other answers/Do not know</td>
<td>152 (73.1)</td>
<td>139 (66.8)</td>
<td>140 (67.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of correct responses</strong></td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>0</td>
<td>33 (15.9)</td>
<td>19 (9.1)</td>
<td>27 (13.0)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>45 (21.6)</td>
<td>40 (19.2)</td>
<td>46 (22.1)</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>100 (48.1)</td>
<td>104 (50.0)</td>
<td>95 (47.9)</td>
<td></td>
</tr>
<tr>
<td>5-6</td>
<td>30 (14.4)</td>
<td>45 (21.6)</td>
<td>40 (19.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Perceptions related to HPV or HPV vaccination based on the HBM&lt;sup&gt;j&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived susceptibility to HPV (high/very high)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived risk of contracting HPV in lifetime, n (%)</td>
<td>42 (20.2)</td>
<td>52 (25.0)</td>
<td>49 (23.6)</td>
<td>.49</td>
</tr>
<tr>
<td>Perceived risk of contracting genital warts in lifetime, n (%)</td>
<td>39 (18.8)</td>
<td>51 (24.5)</td>
<td>47 (22.6)</td>
<td>.35</td>
</tr>
<tr>
<td>Perceived risk of having penile or anal cancers in lifetime, n (%)</td>
<td>20 (9.6)</td>
<td>25 (12.0)</td>
<td>21 (10.1)</td>
<td>.70</td>
</tr>
<tr>
<td>Perceived HPV infection rate among MSM&lt;sup&gt;k&lt;/sup&gt; in Hong Kong, n (%)</td>
<td>63 (30.3)</td>
<td>53 (25.5)</td>
<td>55 (26.4)</td>
<td>.51</td>
</tr>
<tr>
<td>Perceived susceptibility scale, mean (SD)&lt;sup&gt;l&lt;/sup&gt;</td>
<td>10.8 (3.0)</td>
<td>10.9 (3.3)</td>
<td>10.4 (3.5)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Perceived severity of HPV-related diseases (high/very high)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harms of genital warts on physical health, n (%)</td>
<td>119 (57.2)</td>
<td>119 (57.2)</td>
<td>128 (61.5)</td>
<td>.59</td>
</tr>
<tr>
<td>Harms of penile or anal cancers on physical health, n (%)</td>
<td>135 (64.9)</td>
<td>153 (73.6)</td>
<td>137 (65.9)</td>
<td>.12</td>
</tr>
<tr>
<td>Perceived severity scale, mean (SD)&lt;sup&gt;l&lt;/sup&gt;</td>
<td>7.6 (1.9)</td>
<td>7.7 (1.7)</td>
<td>7.5 (1.8)</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Perceived benefit of HPV vaccination (agree/strongly agree)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPV vaccination is highly effective in preventing HPV infection, n (%)</td>
<td>143 (68.8)</td>
<td>166 (79.8)</td>
<td>147 (70.7)</td>
<td>.03</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Control group (n=208)</td>
<td>OT(^a) group (n=208)</td>
<td>OT-MI(^b) group (n=208)</td>
<td>(P) value (comparing difference among control/OT/OT-MI groups)</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td>----------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>HPV vaccination is highly effective in preventing genital warts, n (%)</td>
<td>142 (68.3)</td>
<td>151 (72.6)</td>
<td>138 (66.3)</td>
<td>.37</td>
</tr>
<tr>
<td>HPV vaccination is highly effective in preventing penile/anal cancers, n (%)</td>
<td>129 (62.0)</td>
<td>138 (66.3)</td>
<td>123 (59.1)</td>
<td>.31</td>
</tr>
<tr>
<td>HPV vaccination can protect you for a long time, n (%)</td>
<td>104 (50.0)</td>
<td>113 (54.3)</td>
<td>105 (50.5)</td>
<td>.63</td>
</tr>
<tr>
<td>You will feel at ease after receiving HPV vaccination, n (%)</td>
<td>142 (68.3)</td>
<td>127 (61.1)</td>
<td>139 (66.8)</td>
<td>.26</td>
</tr>
<tr>
<td>Perceived benefit scale, mean (SD)(^m)</td>
<td>18.9 (3.1)</td>
<td>18.9 (2.9)</td>
<td>18.6 (2.9)</td>
<td>.58</td>
</tr>
<tr>
<td>Perceived barriers of receiving HPV vaccination (agree/strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is not worthy spending HK $2000-$3000 (US $257.97-$386.96) to receive HPV vaccination, n (%)</td>
<td>64 (30.8)</td>
<td>44 (21.1)</td>
<td>38 (18.3)</td>
<td>.01</td>
</tr>
<tr>
<td>The procedures to receive HPV vaccination is troublesome, n (%)</td>
<td>33 (15.9)</td>
<td>30 (13.3)</td>
<td>17 (8.2)</td>
<td>.05</td>
</tr>
<tr>
<td>You would have severe side effects after receiving HPV vaccination, n (%)</td>
<td>20 (9.6)</td>
<td>15 (7.2)</td>
<td>17 (8.2)</td>
<td>.67</td>
</tr>
<tr>
<td>You feel embarrassed to receive HPV vaccination, n (%)</td>
<td>25 (12.0)</td>
<td>20 (9.6)</td>
<td>18 (8.7)</td>
<td>.50</td>
</tr>
<tr>
<td>Others would think you are having high-risk behaviors if you receive HPV vaccination, n (%)</td>
<td>33 (15.9)</td>
<td>25 (12.0)</td>
<td>25 (12.0)</td>
<td>.41</td>
</tr>
<tr>
<td>You would be stigmatized by service providers when you receive HPV vaccination, n (%)</td>
<td>18 (8.7)</td>
<td>15 (7.2)</td>
<td>13 (6.3)</td>
<td>.64</td>
</tr>
<tr>
<td>Perceived barrier scale, mean (SD)(^b)</td>
<td>13.5 (5.2)</td>
<td>12.6 (4.0)</td>
<td>12.4 (4.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Perceived cue to action related to HPV vaccination (agree/strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical professionals would suggest you to receive HPV vaccination, n (%)</td>
<td>3 (1.4)</td>
<td>6 (2.9)</td>
<td>7 (3.4)</td>
<td>.43</td>
</tr>
<tr>
<td>MSM peers would suggest you to receive HPV vaccination, n (%)</td>
<td>8 (3.8)</td>
<td>15 (7.2)</td>
<td>5 (2.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Cue to action scale, mean (SD)(^o)</td>
<td>2.7 (1.3)</td>
<td>2.9 (1.5)</td>
<td>2.8 (1.4)</td>
<td>.56</td>
</tr>
<tr>
<td>Perceived self-efficacy related to HPV vaccination (agree/strongly agree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whether to receive HPV vaccination is completely under your control, n (%)</td>
<td>172 (82.7)</td>
<td>169 (81.3)</td>
<td>183 (88.0)</td>
<td>.14</td>
</tr>
<tr>
<td>You are confident to receive HPV vaccination in the next year if you want, n (%)</td>
<td>142 (68.3)</td>
<td>139 (66.8)</td>
<td>147 (70.7)</td>
<td>.70</td>
</tr>
</tbody>
</table>
The loss-to-follow-up rates in the control, OT, and OT-MI groups at 24 months were 24.5% (51/208), 31.3% (65/208), and 23.6% (49/208), respectively. Significant differences in the current marital status, educational level, anal intercourse with NRP, CAI with men, multiple male sex partnerships, sexualized drug use, and the use of sexual potency drugs were found in at least one group while comparing those who were followed up and those who were lost to follow-up at 24 months (Multimedia Appendix 1).

### Between-Group Difference in Primary Outcome

All 75 participants who self-reported having had completed HPV vaccination at 24 months were able to provide receipts for verification. Participants in the OT-MI group reported significantly higher HPV vaccination completion rates at 24 months than that by the control group (36/208, 17.3% vs 15/208, 7.2%; AOR 1.57, 95% CI 1.14-2.17; \( P = .006 \)). However, the difference in HPV vaccination completion between the OT and the control groups (24/208, 11.5% vs 15/208, 7.2%; AOR 1.61, 95% CI 0.82-3.18; \( P = .17 \)), or between OT-MI and OT groups (36/208, 17.3% vs 24/208, 11.5%, AOR 1.55, 95% CI 0.89-2.72; \( P = .13 \)), was not statistically significant.

The location for receiving HPV vaccination included the collaborative private clinic (54/75, 72%), other private clinics in Hong Kong (19/75, 25%), university health care center (19/75, 7%), and clinics in Australia (1/75, 1%). Except for one participant who received free HPV vaccination in Australia, other participants self-paid HK $1600 to HK $9000 (US $206-US $1161; median: HK $3800 or US $490) to receive the vaccination. The majority of the vaccinated participants completed the entire course within 12 months (55/75; 73%), whereas 20 (20/75, 27%) completed it within 24 months.

### Between-Group and Within-Group Differences in Secondary Outcomes

Compared with the participants in the control group, participants in the OT-MI (adjusted \( \beta = -.21; P < .001 \)) and OT (adjusted \( \beta = -.10; P = .02 \)) groups reported lower perceived barriers to taking up HPV vaccination at 24 months. The comparison of 24-month and baseline data revealed statistical increase in perceived severity (in all 3 groups, \( P < .001 \)) and perceived barriers (in the control group and the OT group, \( P < .001 \) and \( P = .001 \), respectively). A statistically significant decrease in perceived benefit was found in the control group (\( P = .04 \)), whereas a decrease in perceived self-efficacy was found in both the control (\( P = .05 \)) and the OT-MI groups (\( P = .002 \); Table 2 and Multimedia Appendix 1).
Table 2. Between-group comparisons of secondary outcomes.

<table>
<thead>
<tr>
<th>Secondary outcomes (perceptions based on the HBM(^a))</th>
<th>OT(^b) group vs control group</th>
<th>OT-MI(^c) group vs control group</th>
<th>OT-MI group vs OT group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted β(^d)</td>
<td>(P) value</td>
<td>Adjusted β</td>
</tr>
<tr>
<td>Perceived susceptibility scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.01</td>
<td>.91</td>
<td>-.07</td>
</tr>
<tr>
<td>24 months</td>
<td>-.01</td>
<td>.88</td>
<td>.05</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>-.01</td>
<td>.79</td>
<td>.12</td>
</tr>
<tr>
<td>Perceived severity scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.04</td>
<td>.37</td>
<td>.01</td>
</tr>
<tr>
<td>24 months</td>
<td>.01</td>
<td>.80</td>
<td>.03</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>-.03</td>
<td>.52</td>
<td>.02</td>
</tr>
<tr>
<td>Perceived benefit scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>-.02</td>
<td>.70</td>
<td>-.06</td>
</tr>
<tr>
<td>24 months</td>
<td>-.001</td>
<td>.98</td>
<td>.03</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>.02</td>
<td>.75</td>
<td>.09</td>
</tr>
<tr>
<td>Perceived barrier scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>-.10</td>
<td>.05</td>
<td>-.12</td>
</tr>
<tr>
<td>24 months</td>
<td>-.11</td>
<td>.01</td>
<td>-.21</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>-.12</td>
<td>.01</td>
<td>-.21</td>
</tr>
<tr>
<td>Cue to action scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>.06</td>
<td>.26</td>
<td>.02</td>
</tr>
<tr>
<td>24 months</td>
<td>-.004</td>
<td>.93</td>
<td>.01</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>-.05</td>
<td>.34</td>
<td>-.003</td>
</tr>
<tr>
<td>Perceived self-efficacy scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>-.08</td>
<td>.10</td>
<td>-.05</td>
</tr>
<tr>
<td>24 months</td>
<td>-.06</td>
<td>.22</td>
<td>-.09</td>
</tr>
<tr>
<td>24 months-Baseline</td>
<td>.02</td>
<td>.66</td>
<td>-.03</td>
</tr>
</tbody>
</table>

\(^a\)HBM: health belief model.
\(^b\)OT: online tutorial.
\(^c\)MI: motivational interviewing.
\(^d\)Standardized coefficients adjusted for anal intercourse with regular male sex partners and score of Perceived Barrier Scale measured at baseline.

**Testing the Mediation Hypotheses**

Adjusted for potential confounders assessed at baseline, the within-group changes in the scores of the Perceived Susceptibility Scale and Perceived Barrier Scale were significantly associated with the intervention status (the OT-MI group vs the control group, \(P=.02\) and \(P<.001\), respectively) and HPV vaccination completion (\(P<.001\), Table 3). The association between the intervention status (OT-MI vs control) and HPV vaccination completion became statistically nonsignificant (AOR 1.42, 95% CI 0.99-2.03; \(P=.06\)) after controlling for the change in perceived susceptibility, whereas the change in perceived susceptibility remained strongly associated with the dependent variable in the model (AOR 1.23, 95% CI 1.12-1.35; \(P<.001\)). The results suggested that changes in perceived susceptibility fully mediated the intervention effect. The association between intervention status and HPV vaccination completion was weakened (from \(P<.001\) to \(P=.05\)) when changes in perceived barriers were controlled in the model, with the change in perceived barrier remaining statistically significant in the model (\(P<.001\)). A partial mediation effect was observed (Table 3).
Table 3. Test for the independent effect of changes in Health Belief Model scale scores (24 months vs baseline) on the association between intervention status (online tutorial- motivational interviewing group vs control group) and human papillomavirus vaccination completion during the follow-up period (n=416).

<table>
<thead>
<tr>
<th>Model and variables</th>
<th>Baseline</th>
<th>SE</th>
<th>AOR&lt;sup&gt;a,b&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention status (OT&lt;sup&gt;c&lt;/sup&gt;-MI&lt;sup&gt;d&lt;/sup&gt; group vs control group)</td>
<td>0.47</td>
<td>0.17</td>
<td>1.61 (1.14-2.26)</td>
<td>.006</td>
</tr>
<tr>
<td>2A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in score of the perceived susceptibility scale</td>
<td>0.22</td>
<td>0.05</td>
<td>1.25 (1.14-1.38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention status (OT-MI group vs control group)</td>
<td>0.35</td>
<td>0.18</td>
<td>1.42 (0.99-2.03)</td>
<td>.06</td>
</tr>
<tr>
<td>Change in score of the perceived susceptibility scale</td>
<td>0.21</td>
<td>0.05</td>
<td>1.23 (1.12-1.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in score of the perceived barrier scale</td>
<td>-0.18</td>
<td>0.04</td>
<td>0.84 (0.77-0.91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention status (OT-MI group vs control group)</td>
<td>0.37</td>
<td>0.18</td>
<td>1.44 (1.01-2.06)</td>
<td>.05</td>
</tr>
<tr>
<td>Change in score of the perceived barrier scale</td>
<td>-0.16</td>
<td>0.04</td>
<td>0.85 (0.79-0.92)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>AOR: adjusted odds ratios

<sup>b</sup>Odds ratios adjusted for potential confounders measured at baseline (sociodemographic data, HIV and sexually transmitted disease [STI]-related service utilization, history of HIV and STI, sexual behaviors, lifestyles, and knowledge related to human papillomavirus [HPV]/HPV vaccination).

<sup>c</sup>OT: online tutorial.

<sup>d</sup>MI: motivational interviewing.

**Postvaccination Experiences**

The majority of the vaccinated participants reported no side effects (65/75, 87%). The reported side effects included pain at the injection site (4/75, 5%), fever (3/75, 4%), numbness in arms (2/75, 3%), nausea (2/75, 3%), fatigue (1/75, 1%), and headache (1/75, 1%). Most of these side effects were mild (8/10; 80%).

**Process Evaluation of Web-based Intervention Promoting HPV Vaccination**

As recorded by the computer program, all participants in the OT and the OT-MI groups completed the OT. The time spent on the tutorial ranged from 15 to 28 min. The duration of MI ranged from 11 to 19 min.

Among those in the OT and OT-MI groups who participated in the process evaluation at 3 months, 84.1% (281/334) and 46.1% (154/334) believed that the content of the web-based health promotion video was clear and attractive. Moreover, 77.2% (258/334) and 47.0% (157/334) indicated that the content of the web-based health promotion video was clear and attractive. Moreover, 77.2% (258/334) and 47.0% (157/334) indicated that the OT has increased their understanding of HPV vaccination and willingness to take up HPV vaccination. Among those in the OT-MI group, 86.8% (159/182) were satisfied with the MI session, and 60.9% (111/182) believed that the MI session reduced their barriers toward getting HPV vaccination.

Among participants who completed the survey at 24 months 6.5% (30/459) had been exposed to other health communication messages that supported HPV vaccination during the project period, whereas 3.1% (14/459) had been exposed to other health communication messages that were against HPV vaccination during the same period. The most common resource of these health communication messages was pamphlets, followed by communication with peers and web-based communication.

**Discussion**

**Principal Findings**

Compared with the control group, the OT plus MI over the phone brought a significant increase in HPV vaccination completion among MSM over a 24-month follow-up period (36/208, 17.3% vs 15/208, 7.2%; *P*=.006). However, the hypothesis that using OT alone would show superior results as compared with the control group (24/208, 11.5% vs 15/208, 7.2%; *P*=.17) and adding MI to the OT would be more efficacious (36/208, 17.3% vs 24/208, 11.5%; *P*=.13) were not supported by the results.

The net increase in HPV vaccination uptake observed in this study (OT-MI group vs control group, 10.1%) was slightly higher than that of the other web-based interventions targeting MSM in the United States (8%) [29]. Unlike in the United States, where the cost of HPV vaccination can be fully covered by multiple sources of private and public financing [44], users self-paid for HPV vaccination at the market price without any subsidy in this study. Given the high HPV-related disease burden...
among Chinese MSM, instead of waiting for the free HPV vaccination program to become available, there is an urgent need for promoting self-paid HPV vaccination among MSM in Hong Kong. For the first time, health workers in Hong Kong were provided with an evidence-based intervention for promoting HPV vaccination among MSM. The authors' intervention had some strengths. First, no additional funding is required to pay for HPV vaccination in this intervention. Second, the OT required minimum resources for maintenance. With simple training, health workers can easily perform brief MI. Therefore, governmental and NGOs can integrate this intervention into their existing HIV or STI prevention services and scale it up with little extra cost. The research team successfully embedded the intervention into HIV testing and counseling services run by a local NGO [45]. MSM using the service completes the OT on a tablet while they are waiting for their testing results. The NGO also enhanced posttest counseling to include brief MI promoting HPV vaccination for the users. Given that the HPV vaccination uptake in the control group was higher than expected, and the difference between OT and control groups was smaller than expected, we believe that the nonsignificant findings may be attributed to an inadequate sample size and a limited statistical power. The $P$ values for the comparison between the OT and control groups, and between the OT-MI and OT groups were close to .10. Future studies with larger sample sizes should be conducted. Therefore, the authors recommend OT together with MI for HPV vaccination promotion among MSM in Hong Kong until further evidence is generated.

The intervention also caused between-group differences in perceptions related to the HBM that were used to develop the intervention. The mediation analysis results explained some plausible mechanisms that might cause the observed behavioral change. The behavioral change may be caused by an increase in perceived susceptibility to HPV or HPV-related diseases. This finding was consistent with studies that demonstrated a strong association between risk perception and behavioral change in different health topics [46, 47]. In the absence of intervention, perceived barriers to taking up HPV vaccination increased over time in the control group. Receiving OTs and brief MI over the phone slowed down the increase in perceived barriers. The between-group (OT-MI vs control) difference in changes of perceived barriers partially mediated the intervention effects. This study extended the applicability of HBM.

This study had the strength of its RCT design, long follow-up duration, well-validated primary outcome, and was based on theory and supported by the results of formative studies. The intervention was well received based on the positive process evaluation results. However, this study has some limitations. First, the intervention was limited to MSM who had internet access, but the majority of MSM in Hong Kong is expected to have access to the internet as the smartphone ownership is above 96% [48]. It is justifiable that the penetration of smartphones has been increasing sharply in many countries. Second, probability sampling was not feasible for this study in the absence of a sampling frame. Like most RCTs, the participants were recruited by convenient sampling, and selection bias might exist. The RCT design ensured a good internal validity. However, caution should be exercised while generalizing the results to other Chinese cities. Third, attrition bias might exist. The dropouts in OT-MI group had a higher prevalence of sexual risk behaviors than nondropouts, and they may have a higher motivation to take up HPV vaccination. The HPV uptake rate in the OT-MI group might be underestimated. Moreover, we did not collect information about MSM who refused to participate in the study. Furthermore, evaluating the MI sessions by audiotaping was the gold standard to assess fidelity. However, the authors were not able to do so, as the participants were MSM, and the studied questions covered sensitive topics such as their HIV and STI status and sexual behaviors.

Conclusions
The RCT findings showed that the theory-based OT, together with brief MI over the phone, was effective in increasing the completion of 3 required doses of HPV vaccination among MSM in Hong Kong, China. At present, local NGOs have integrated interventions in their HIV testing and counseling services for MSM. Local and international dissemination and implementation research are greatly warranted.
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Abstract

Background: Evaluation of patients with serious mental illness (SMI) relies largely on patient or caregiver self-reported symptoms. New digital technologies are being developed to better quantify the longitudinal symptomology of patients with SMI and facilitate disease management. However, as these new technologies become more widely available, psychiatrists may be uncertain about how to integrate them into daily practice. To better understand how digital tools might be integrated into the treatment of patients with SMI, this study examines a case study of a successful technology adoption by physicians: endocrinologists’ adoption of digital glucometers.

Objective: This study aims to understand the key facilitators of and barriers to clinician and patient adoption of digital glucose monitoring technologies to identify lessons that may be applicable across other chronic diseases, including SMIs.

Methods: We conducted focus groups with practicing endocrinologists from 2 large metropolitan areas using a semistructured discussion guide designed to elicit perspectives of and experiences with technology adoption. The thematic analysis identified barriers to and facilitators of integrating digital glucometers into clinical practice. Participants also provided recommendations for integrating digital health technologies into clinical practice more broadly.

Results: A total of 10 endocrinologists were enrolled: 60% (6/10) male; a mean of 18.4 years in practice (SD 5.6); and 80% (8/10) working in a group practice setting. Participants stated that digital glucometers represented a significant change in the treatment paradigm for diabetes care and facilitated more effective care delivery and patient engagement. Barriers to the adoption of digital glucometers included lack of coverage, provider reimbursement, and data management support, as well as patient heterogeneity. Participant recommendations to increase the use of digital health technologies included expanding reimbursement for clinician time, streamlining data management processes, and customizing the technologies to patient needs.

Conclusions: Digital glucose monitoring technologies have facilitated more effective, individualized care delivery and have improved patient engagement and health outcomes. However, key challenges faced by the endocrinologists included lack of reimbursement for clinician time and nonstandardized data management across devices. Key recommendations that may be
relevant for other diseases include improved data analytics to quickly and accurately synthesize data for patient care management, streamlined software, and standardized metrics.

**KEYWORDS**
digital technology; chronic disease; blood glucose self-monitoring; diabetes self-management; real-time systems; mental illness; mobile phone

**Introduction**

**Background**

In 2017, 46.6 million US adults—nearly 1 in 5—were living with mental illness, ranging in severity from mild to severe [1]. Nearly a quarter of these adults (11.2 million) were afflicted with serious mental illness (SMI), defined as a diagnosis of mental illness (eg, schizophrenia and schizoaffective disorders, bipolar disorder, or psychosis) that is persistent, disabling, and requiring specialized psychiatric treatment [1,2]. These patients have higher morbidity and mortality rates than individuals without SMI because of untreated and/or preventable chronic or infectious diseases [3,4]. In recent years, digital health technologies have been increasingly developed and recognized as care management tools for patients with SMI [5].

Digital health technologies and digital health interventions such as smartphone apps and wearable technologies can transmit data to health care providers. These technologies have enormous potential to improve care, offering patients, providers, and caregivers greater access to and information about illness management, treatment monitoring and medication adherence, and outcomes for a breadth of conditions, including SMI [5-7].

Yet, despite these potential benefits, the uptake of digital health technology in SMI has been slow, and behavioral health practitioners have been hesitant to fully embrace digital health interventions for a variety of reasons. These include limited evidence and perceptions of efficacy, aversion to change, concern about added workflow, lack of appropriate reimbursement, and an increasingly overwhelming variety of features and sensors [8-10]. In the area of mental illness, there are added concerns, including stigma [11], privacy, and uncertainty regarding patient acceptance. In many respects, mental illness may derive the most benefit from new digital technologies as patient clinical evaluations are typically based largely on patient or caregiver self-report of symptoms [12]. In addition, the measurement of domains such as sleep, activity, social interactions, and medication ingestion in real time can be highly valuable to patients, clinicians, and caregivers [13].

Digital health technology has great potential to improve SMI patient outcomes and disease management. However, an understanding of the potential barriers and facilitators to adoption is warranted. How specific digital health technologies have been implemented and ultimately adopted (or not) in other therapeutic areas can serve as useful case studies from which lessons for future digital health implementation in SMI may be drawn. For example, a recent review of digital health technologies to manage hypertension found that the settings and context in which interventions are introduced as well as the individuals involved influenced adoption [14]. A 2017 study examining the implementation of mobile apps for patients to support postsurgical rehabilitation in orthopedics found that digital literacy and the impact of the intervention on outcomes and workflow need to be accounted for [15]. Another study examining digital health interventions to improve medication adherence in diabetes and hypertension found no conclusive evidence of improved adherence with technologies that incorporated features such as interactive voice response or telemonitoring [16].

The literature documents the introduction of digital health technology interventions across the treatment spectrum, especially how these may be used to manage chronic illness outside of the clinic [17]. However, most of these digital health interventions are still relatively new. To better understand the adoption of digital health technology interventions over a longer period whereby the technology has also evolved, we consider the case of how providers have collected data on patient glycemic marker hemoglobin A1c (HbA1c) levels over time in diabetes care delivery. HbA1c reflects the average blood glucose or blood sugar level in an individual over the past 3 months. In managing diabetes, physicians use HbA1c to monitor how well a patient may be managing their diabetes. Historically, endocrinologists were reliant upon patient self-monitoring and patient or caregiver reports of glycemic events to inform diabetes management and treatment decision making. Over the past 20 years, digital health technologies, such as continuous glucose monitors (CGMs) and mobile glucose monitoring, support HbA1c management by transmitting glucose levels to patients and clinicians and provide real-time insulin dose recommendations [18,19]. Each succession of new digital glucose monitoring technology has improved the quality, frequency, and relevance of monitoring glucose levels over time [20]. Such data have the potential to allow physicians to better understand a patient’s condition and assess treatment response in real time. In diabetes care delivery, endocrinologists play an important role in promoting adoption of and adherence to digital glucometer devices and are also key users of the technology, as the devices provide data to be used in clinical decision making.

**Objectives**

This study sought to investigate the trajectory of technology adoption in the monitoring and treatment of another chronic disease—diabetes—to identify issues and facilitate improved adoption that may be relevant to the adoption of digital health interventions within the field of behavioral health. By adopting a qualitative case study approach, this study aims to understand the key facilitators to and barriers of clinician and patient...
adoption of digital glucose monitoring technologies for diabetes and identify lessons learned that could be relevant for the treatment and monitoring of other chronic conditions, including SMI.

Methods

Study Design

Using qualitative data collection methods, we conducted focus groups with endocrinologists in 2 major metropolitan regions of the United States. Through focus group–guided discussions with these clinicians, we elicited perspectives of, and reports of experiences with, the implementation of digital glucose monitoring technologies in endocrinology practices over the past 2 decades and how such technologies impacted day-to-day clinical practice.

Participant Recruitment

We engaged a medical market research firm to identify and recruit potential participants from their panel of specialty health care providers. Bias was minimized by using probability sampling to select potential clinicians to receive a study invitation in 2 major metropolitan regions of interest in the United States. A convenience sample of endocrinologists treating patients with diabetes was invited by email to participate in the study. Physicians were eligible to participate if they (1) were board certified in endocrinology and currently practicing medicine, (2) had spent at least 80% of full-time equivalent in clinical practice treating patients with diabetes, and (3) had reported a minimum of 10% of their patient panel used a digital blood glucose monitoring device. We excluded physicians who had not been in clinical practice for a minimum of 10 years to ensure that participants could provide a relevant historical perspective on the evolution of digital glucose monitoring and its implementation in clinical practice.

Endocrinologists who met the basic study eligibility requirements were contacted by telephone and screened with a study-specific questionnaire to confirm eligibility and capture demographic data. Participants were compensated for study completion.

The Advarra Institutional Review Board (IRB) reviewed the study protocol, informed consent documents, and focus group discussion guides. The Advarra IRB determined that the study met the requirements for exemption from IRB oversight and granted a waiver of exemption from review.

Data Collection

Two 90-min focus groups were conducted in December 2018 in 2 large metropolitan regions in the United States. One member of the study team with doctoral training in qualitative research methods (SM) conducted the focus groups using a semistructured focus group discussion guide. A literature review was performed to inform the development of the discussion guide. Sample discussion guide questions are detailed below (Textbox 1). Focus groups were audio-recorded and transcribed verbatim. In addition to the focus group discussion, 2 members of the study team (CH and MR) recorded observational field notes.

Textbox 1. Sample discussion guide questions.

<table>
<thead>
<tr>
<th>Perceptions of and experiences with diabetes management before digital glucose monitoring technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Before the introduction of continuous glucose monitors (CGMs), what was the most optimal way to manage patients with diabetes, that is, how did you establish baseline glucose profiles, monitor glucose levels, etc?</td>
</tr>
<tr>
<td>• How did you first introduce self-monitoring or home glucometers to your patients?</td>
</tr>
<tr>
<td>• How was the transition from patient self-monitoring to continuous glucometers or technology?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Glucose monitoring technology adoption</th>
</tr>
</thead>
<tbody>
<tr>
<td>• What prompted discussions on the need to adopt continuous glucose monitoring devices in your respective practices?</td>
</tr>
<tr>
<td>• What benefits did you anticipate and why?</td>
</tr>
<tr>
<td>• What potential disadvantages did you anticipate and why?</td>
</tr>
<tr>
<td>• How do you introduce the idea of continuous glucose monitoring technologies to patients?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Barriers of and facilitators to adoption and implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• What considerations, processes, or key personnel facilitated the decision to adopt glucose monitoring devices in your respective practices?</td>
</tr>
<tr>
<td>• How much personnel time or other resources have you or your practice invested into education and training?</td>
</tr>
<tr>
<td>• How much time do you or your staff devote to reviewing and/or discussing data from glucose monitoring technologies with patients?</td>
</tr>
<tr>
<td>• How do data from glucose monitoring technologies affect your clinical decision making?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recommendations for strategies and approaches to facilitate adoption and uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Looking back at the implementation, what do you think have been the most effective strategies and approaches for glucose monitoring technology adoption and uptake in your clinical practice?</td>
</tr>
<tr>
<td>• What challenges do you see to future adoption of glucose monitoring technologies in practice?</td>
</tr>
<tr>
<td>• What recommendations or advice do you have to increase glucose monitoring technology adoption?</td>
</tr>
</tbody>
</table>
Data Analysis

The constant comparative method was used to analyze the transcripts, facilitated by using MAXQDA qualitative data management software program (MAXQDA12; VERBI, GmbH) [21]. Our analytic approach used a comprehensive review of the transcripts incorporating the constant comparative method. Data analysis was consistent with the principles of thematic analysis outlined by Glaser and Strauss [21]. This approach to analysis involves identifying similarities and differences in the ways participants discussed their perspectives of and experiences with digital glucose monitoring technology adoption and is widely used in qualitative research [22]. The analysis involved 4 stages: (1) initial coding was undertaken by members of the project team with graduate training in qualitative data analysis (CH, SM, and MR). Each team member individually reviewed the data to develop a general overall impression of the data content, outline preliminary descriptive categories, and develop a preliminary coding framework. (2) Codes generated during preliminary coding were further refined and defined into descriptive coding categories, resulting in a final coding framework with a set of codes generated inductively and derived from the original interview questions. (3) The codes were applied to each focus group transcript. To assess the degree of coding consistency during this phase, one member of the project team (SM) reviewed all coding to ensure that the coders understood and applied the codes in accordance with the definitions in the coding dictionary. (4) Using the constant comparative method, concepts, themes, and patterns emerged from the data. These were integrated and refined into meaningful groupings by the team and based on consensus. The analysis provided insight into participants’ experiences, motivations, and actions regarding treatment decision making related to glucose monitoring technology, yielding the salient themes presented in the results.

Results

Participant Sample

A total of 10 endocrinologists participated in the study. Most (6/10, 60%) of the sample was male, and the mean age was 48.6 (SD 5.9) years, with an average of 18.4 (SD 5.6) years since receiving their medical license. Of note, most of the sample (8/10, 80%) reported that more than half of their diabetic patient population used digital glucose monitoring technologies. Participant demographic characteristics are detailed below (Table 1).
Table 1. Participant demographics (N=10).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.6 (5.9)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Mixed or Other</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>1 (10)</td>
</tr>
<tr>
<td>White</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Missing or refused</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Hispanic ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Missing or refused</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Board certification in endocrinology, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>10 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Years since graduated medical school, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>21.2 (5.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Years since obtaining medical license, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>18.4 (5.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Primary practice setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Academic medical center</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Endocrinology group practice</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Group model health maintenance organization</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Multispecialty group practice</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Solo practice</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Years prescribing blood glucose monitors, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>1 (10)</td>
</tr>
<tr>
<td>6-10</td>
<td>5 (50)</td>
</tr>
<tr>
<td>More than 10</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Proportion of patients with diabetes using a digital glucometer (%)</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than 10</td>
<td>0 (0)</td>
</tr>
<tr>
<td>10-25</td>
<td>2 (20)</td>
</tr>
<tr>
<td>25-50</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50-75</td>
<td>2 (20)</td>
</tr>
<tr>
<td>More than 75</td>
<td>6 (60)</td>
</tr>
</tbody>
</table>

**Key Findings**

Digital Monitoring Technologies Changed the Treatment Paradigm in Diabetes Care Delivery

Before the availability of digital glucose monitoring technologies, clinical management of diabetes was predominantly reactive management by endocrinologists and largely based on laboratory test results, clinical signs, and patient self-reporting. Glucose testing required a waiting period, whether for urine strips (60 seconds) or blood finger pricks (a few seconds), which served as a barrier to patients regularly checking their levels [23].

Participants in this study noted that patient demand, clinical recommendations, and research, such as those presented at national professional conferences, drove the transition from laboratory tests and urine strips to digital glucose monitoring technologies. In addition, adoption was heavily influenced by Food and Drug Administration approval of digital glucose monitoring technologies.
monitoring devices and direct-to-consumer advertising; the former was important for validating physician trust in the technology, and the latter was influential in generating patient demand for digital glucose monitoring technologies.

Despite the demand, participants initially were apprehensive about the reliability (ie, accuracy of data) of glucose monitoring technologies. As broad adoption occurred and the devices became easier to use and more reliable, skepticism was overcome as described by one endocrinologist:

*I mean, you’re always skeptical when something new comes out. When the first pumps came out...people then didn’t want to wear it, after wearing it for a little bit. And then it was uncomfortable. And so, if the person can’t tolerate wearing something, it’s just not going to work... That really dissuades people from wanting to start it, for one thing. So that was a concern. But as people get more tech savvy, it’s less and less difficult. I mean, it’s taken me a while but in the beginning, it was really hard. So it’s definitely been an evolution.*

Digital Monitoring Has Improved Patient Outcomes and Facilitated More Effective Care Delivery and Patient Engagement

Before the introduction of digital glucose monitoring, efforts to reduce the risk of hypoglycemia were challenging for both endocrinologists and patients. Endocrinologists only had access to glimpses of a patient’s glucose level at specific points of time, as opposed to a more complete picture of HbA1c levels that are provided by continuous glucose monitoring technologies, especially information on whether blood sugar is trending down or trending up [20].

Participants in this study described the ways in which digital glucose monitoring technologies have provided a range of benefits for their patients. A primary benefit was the potential for the digital glucose monitoring devices to raise provider and patient awareness of glycemic events, thereby reducing the risk of disease-related morbidity and mortality.

Historically, endocrinologists depended on patient self-reporting and laboratory testing to inform diabetes management and treatment decision making. Today, diabetes technologies, such as continuous glucose monitoring and mobile glucose monitoring, can support HbA1c management by transmitting glucose levels to patients and clinicians and provide real-time insulin dose recommendations [10]. Such technologies quantify glucose levels over time and provide insight into patterns and trends that allow the clinician to better understand a patient’s diabetes and gauge how the patient is responding to treatment:

...*in the last decade or so, a revolution happens in endocrinology...before then, we are just doing nothing because we have just a few insulin [options] ...And we're maybe lucky to get A1C of eight and you are happy by that. And patient was frustrated, doctor was frustrated because we cannot do much more. Just that's it. We have very much more advanced insulin and several type of class of medication now. And at the same time, we have very advanced technology. It's completely a game-changer now. Easily we can get A1C of seven or less, easily. And that's why doctors are more happy, patients are more happy.*

As endocrinologists are able to see accurate data in real time, they reported not having to rely as much on subjective patient or caregiver reports to aid in clinical decision making. The availability of continuous data also allowed providers to identify patterns or trends around glycemic events in their patients:

*But truly, it's just more information. Prior to that...when we used NPH [neutral protamine Hagedorn insulin], everybody was getting low and we just never checked them. And they didn't check themselves. I feel like it's changed. It's going to change longevity, I mean, in terms of their lifespan. And it's going to make a huge difference. So I feel like if that's the standard of care now, just people will just jump on board.*

Participants reported that glucose monitoring technologies can also ease caregiver burden by allowing caregivers to monitor patients’ glucose levels, which is especially important for patients susceptible to hypoglycemic events:

*Now the technology...you can assign a surrogate. They could be assigned and they could be informed about blood sugars before even the patient recognizes. If you have a continuous glucose monitoring and you have those uploaders and you assign a couple of people, maybe a teacher or a parent. He's at work and he can alert the teacher. I see [inaudible] going down. You can do it remotely. So that's fabulous for usually type 1 diabetic patients.*

With the widespread adoption of digital glucose technologies, providers reported being able to customize and calibrate treatment—and more aggressively if need be—thereby improving clinician decision making and patient care delivery.

Digital Monitoring Technologies Have Introduced New Challenges for Clinical Care Delivery

The practice environment and associated availability of resources emerged as a key determinant of digital glucose monitoring technology adoption and use in clinical practice. Participants discussed that while the availability of data streamlined certain areas of diabetic patient management, these devices often generated more work and responsibilities than anticipated, such as data management and obtaining coverage approval and reimbursement.

Participants emphasized that both they and their patients experienced a significant burden and bureaucracy associated with insurance and reimbursement coverage of the devices and associated visits. Payer coverage of digital glucose monitoring technologies is highly varied, and most payers require preapproval for the device and all sensors, which may only be applicable for a limited duration (days or weeks at a time), requiring endocrinologists to repeatedly complete the burdensome process of obtaining preapproval.
Participants noted that there are very few billing codes for these types of digital health monitoring devices; therefore, providers may not receive compensation for the time they devote to educating patients and addressing general device-related management issues. In the following narrative, a participant describes the time he must spend obtaining insurance approval for broken equipment while alluding to the fact that he is not being reimbursed for the time he spends:

> And then just the time because it’s a durable medical piece of equipment, the time. Things break, the clip, the tube gets twisted...Just dealing with all of that takes a lot more time than before we had it. So I mean, patients will always be – they’re short one tube being sent but the insurance is not going to allow them to have it. So I mean, then you’re on the phone trying to make an exception.

A related challenge is the lack of dedicated staff at some practices to support patients with digital glucose monitoring devices. Participants noted the inherent limitations of the devices, including technology failures, device repairs, and patient education and troubleshooting. In the absence of staff who can provide support with these devices, providers are left to deal with these issues directly, taking unplanned time from their busy schedules:

> It’s so important if you’re lucky enough to have CDE [Certified Diabetes Educator] or a group of people to help you. That their only focus is the technology. So if you’ve got someone like that on your side, it makes a huge difference in terms of who’s going to get started and who’s going to get used to their equipment quicker and who’s going to feel comfortable.

Although the data generated by digital glucose monitoring technologies have improved the health of their patients, participants noted that the data generated are often not easily actionable for 2 reasons. First, the sheer amount of data the devices generate cause data overload for the providers. Second, the data are presented in a form that offers limited context about the patient and their diabetes management. These 2 issues make it challenging for providers to analyze and synthesize data during a short patient visit:

> It takes 20 minutes just to download and the next patient is there. Two other patient already showed up. And this is time-consuming. Just adjusting the pump, doing the download.

Participants noted an overall lack of funding and resources to support all of the structural challenges described: coverage and reimbursement, data management, and patient support.

**Case Study Lessons: Recommendations and Opportunities for Increasing Uptake of Digital Health Technologies**

In the focus group discussions, participants were explicitly asked what recommendations they would make to increase uptake of digital health technologies more generally, based on their experiences with digital glucose monitoring technologies. Participants in this study felt that if digital health technologies were going to have a meaningful and effective role in diabetes management, tangible steps needed to be taken by providers and payers to bridge gaps in care and reimbursement policy, which in turn would increase the access to and uptake of the technologies. These recommendations are not limited to the field of endocrinology and are applicable to the incorporation of digital health technologies in other therapeutic areas as well. These included the following recommendations:

- **Expand coverage and streamline approval processes:** Participants recommended expanding coverage for patients by following review and approval processes in place for specialty prescription drugs. Specifically, the endocrinologists believed that insurance review and coverage approvals for high-cost specialty drugs were far more streamlined than the review processes that payers require for interventions that fall under a device classification. From their perspective and experience, device approvals appear to invite more scrutiny by insurers than specialty drug approvals.

- **Provide reimbursement for clinician time:** Participants noted the substantial amount of time they or their staff spent supporting patients on glucose monitoring technology use and device maintenance. In addition, although endocrinologists appreciated the data that digital health technologies generated, they were not able to synthesize the vast amount of data downloaded during each office visit, which is often the only time they could bill for reviewing the data. To address both challenges, they recommended reimbursement for and appropriate billing codes to document the time devoted to device support and data review.

- **Streamline software and data management across device platforms:** Participants reported that a lack of standardization across digital glucose monitoring devices and corresponding platforms has proven burdensome for clinic staff and clinic operations. Specifically, endocrinologists indicated that standardized metrics and a streamlined transfer of digital monitoring technology data to their medical records would make clinic visits more efficient and provide the clinician more time to review data with the patient during the office visit. Several providers in this study indicated that it would be most beneficial to have the data from digital glucose monitoring technologies integrated with their electronic medical record software. In addition, in the absence of appropriate reimbursement noted above, they recommended that manufacturers develop algorithms to assist in analyzing and displaying clinically relevant and actionable information for physicians during the clinic visit.

- **Digital health technologies should be customized to patient needs:** Participants explicitly noted that digital health technologies should not be a one-size-fits-all approach to care management. Specifically, it is critical to assess patient receptivity to technology and tailor the digital health technology recommendation accordingly. Participants explained that some technologies are more advanced than others, such as those that synchronize data to a mobile phone app or that, in the case of glucose monitors, provide alarms if the patient’s glucose levels are outside a given...
range. Participants emphasized that some patients prefer more complex technologies, whereas others are better suited to simpler devices. Patient reluctance to try new or novel digital technology can often be countered by offering patients free trials, allowing the patient an opportunity to experience the technology without immediately committing to use.

Discussion

Principal Findings

Digital health technologies provide an opportunity to promote better treatment decision making and measure and monitor patient outcomes in real time. The objective of this study was to review the adoption of digital glucose monitoring as a case example of digital health penetration to identify lessons learned that may be applied to the adoption of digital health technologies in the realm of behavioral health. The endocrinologists participating in our study described the spectrum of benefits and challenges they experienced and detailed specific recommendations for how digital health monitoring technologies may be applied to the clinical management of other chronic conditions, including behavioral health. From their reported perspectives, digital health monitoring has improved care delivery by providing data about patients that can help to better monitor patient adherence and response to therapy and personalize treatment in a manner that best optimizes patient outcomes.

At the same time, participants in this study expressed concerns over the sheer volume of data that digital health technologies have generated and the urgent need to find solutions that can help to relieve physician burden and not impede the care they deliver. Such solutions include removing barriers to insurance approval, expanding categories of reimbursement, and developing software tools or algorithms that can help providers and patients navigate and understand data. Participants recommended synthesizing data into brief, tailored reports that can be used to inform clinical management decisions during an office visit. Separately, payers do not yet provide sufficient reimbursement for the provider time required to prescribe and manage digital technologies, which limits the opportunities for full integration of these devices into clinical care. Being able to quantify the long-term clinical and economic benefits of digital health technologies may be one mechanism by which reimbursement can be attained. Despite the challenges encountered, the endocrinologists in this study described how the continuous improvements in technology and the clear improvements in clinical outcomes for patients that they had observed over the years led to widespread adoption of the devices in clinical practice.

Limitations

Although this study has yielded suggestive findings, it is not without sampling-related limitations that merit consideration before interpreting the study and its implications. The findings represent the views of a small convenience sample of individuals who may be more vocal than the general endocrinologist population. However, similar themes were revealed and described in both focus groups, suggesting that the patterning of data may be similar in groups with similar characteristics. It should be noted that the study participants were self-selected in that they volunteered for the study. In addition, this study was limited to 10 endocrinologists practicing in 2 large metropolitan regions and may not represent experiences and perceptions of other types of providers who serve patients with diabetes (eg, primary care physicians or nurse practitioners) or providers who practice in different types of socioeconomic settings or geographic regions. Larger-scale work is needed to establish the generalizability of the findings.

Despite these limitations, this study provides preliminary qualitative data from a group of highly experienced clinicians on the key factors associated with successful implementation of digital monitoring technologies and strategies to mitigate and overcome potential barriers to uptake.

Comparison With Previous Studies

Previous studies have assessed barriers to and facilitators of the adoption of glucose monitoring technologies from the perspective of patients, their caregivers, and providers. Studies with patients and caregivers have found that patients who used glucose monitoring technologies perceived better control of their diabetes and improved confidence in controlling glucose levels, and patients were more likely to use glucose monitoring technologies if recommended by their clinician or family members [24,25]. Patient-reported barriers to use include high cost and limited reimbursement, device discomfort, disruptive alarms, unfamiliarity or distrust with the technology, and added burden to calibrate the device and understand and respond to data [24-29]. Several studies have also explored provider-level barriers and facilitators associated with the adoption of glucose monitoring technologies. In these studies, providers reported having insufficient time to interpret data, inadequate reimbursement or bureaucratic reimbursement processes, perceived issues with technology accuracy and security, and a lack of ancillary resources as barriers to adoption [30-32]. Although these studies provide a basis for understanding provider challenges and other barriers, surveys were employed to collect data, and the studies were not designed to explore, in depth, any nuances related to the adoption of technologies.

Before this study, specific gaps in the literature included (1) how providers learned about new technologies and the decision to adopt into clinical practice, (2) how providers decided to recommend technologies to their patients, and (3) how providers approached patient resistance to new digital health technologies. Although our study findings generally align with those of previous published studies, the specific processes by which glucose monitoring technologies have actually been adopted into clinical practice have been more fully elucidated in this study, including the recommendations that providers have for increasing future uptake of digital health technologies. This study also aligns with findings by Fonseca et al [33] who concluded that the adoption of CGM could be increased through standardized and tailored reporting coupled with expanded reimbursement to cover both the cost of the device (to patients) and the time spent advising patients on using the device (for providers). A recent report from the American Medical Association underscores this study’s findings on digital health
technology adoption by physicians. Specifically, doctors are reported to assess the feasibility of using new digital tools based on 3 factors: effort (how seamless the integration of the innovation be), outcome (value to patients), and finance (how much it will benefit practice). The report also emphasized that any new tools or solutions must also address the issues of coding and coverage [34].

Lessons Learned and Implications for Future Research

Future research should consider the benefits of and challenges to the adoption of digital health technologies in other therapeutic areas, such as behavioral health. However, for meaningful and effective uptake to occur, tangible steps must be taken to substantively apply lessons learned. On the basis of our findings, some lessons learned that may help to bridge the gaps in care and increase adoption and adaptation of digital health technologies in the practice of behavioral health include:

- Generate robust evidence on how digital health in SMI affects physician, patient, and caregiver decision making: for instance, a large share of mobile health apps is dedicated to treating SMI [35]. For many of these apps, evidence demonstrating treatment efficacy and use for physicians is limited [36]. Some digital health technologies in the SMI space, however, have shown the potential to improve physician decision making and decrease health care costs [37,38]. In fact, new technologies include both pharmaceutical treatment and digital sensors [39].
- Expand coverage and streamline approval processes: our participants described a movement from reactive management and reliance on infrequent self-reporting to more timely and accurate assessment through the use of digital technologies. They also noted the value of improved provider and patient awareness and communication and the opportunity to reduce caregiver anxiety and burden, all of which can ultimately improve patient outcomes. However, the amount of time practitioners must devote to navigating administrative challenges for patients' digital monitoring technologies can impede uptake. If new technologies are shown to be cost-effective, access to digital technologies will be worth the additional cost.
- Provide reimbursement for clinician time and resources for staff training and patient support: providers in this study who had dedicated resources and personnel to support digital monitoring technologies in their practices observed positive impacts and higher long-term adherence and use. This included clinician review and synthesis of device data, providing support for securing coverage approvals, patient education and training, and continued device monitoring, maintenance, and patient follow-up. However, not all providers had access to dedicated personnel and resources. Reimbursement for clinician time and associated resources could facilitate the expanded adoption of digital health technologies. The cost of clinician time and staff training should be incorporated into any economic model of new treatment value.
- Customize digital health technology tools to the patient: recognizing that digital technologies are not a one-size-fits-all solution, it is critical that the technology fits each individual patient’s needs and that incentives for providers are aligned with the heterogeneity of patients’ particular preferences and needs, rather than clinic- or physician-level metrics.

Our findings suggest that there are substantial challenges to effectively incorporating digital technologies within the context of clinical care; however, these challenges are not insurmountable if identified and addressed up front. All of these considerations play a critical role in potentially improving the management of patients with SMI, where infrequent and subjective assessment, recall bias, problems with medication adherence, and enormous caregiver burden are significant unmet needs. Additional focus groups with other physician specialties will also be useful as they face similar decisions regarding if, when, and how to adopt new digital health technologies into real-world treatment of patients with SMI.

Conclusions

Endocrinologists reported that digital glucose monitoring technologies facilitated more effective, individualized care delivery and improved patient engagement and health outcomes in diabetes care delivery. However, challenges faced by clinicians included a lack of reimbursement for clinician time and nonstandardized data management across devices. Key recommendations that may be relevant for other diseases include improved data analytics to quickly and accurately synthesize data for patient care management, streamlined software, and standardized metrics. Future research should examine the extent to which these learnings are relevant to the adoption of digital health technologies for other therapeutic areas. Further research is also warranted to systematically quantify the challenges described in this study in a larger sample of clinicians. The results suggest strategies and areas of focus for stakeholders to mitigate barriers and bridge gaps in digital monitoring technology uptake.
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Abstract

Background: Web-based interventions are thought to overcome barriers to treatment, such as accessibility and geographical location, which can undermine the effectiveness of traditional face-to-face interventions. Owing to these features, researchers are increasingly testing the efficacy of web-based interventions as ways to reduce alcohol misuse, binge eating, and gambling. However, many web-based interventions have poorly defined mechanisms of action; therefore, it is often uncertain how they propose to bring about behavior change.

Objective: This systematic review aims to identify effective behavior change techniques (BCTs) present in web-based interventions aimed at reducing alcohol consumption, binge eating, or gambling.

Methods: This systematic review covered research conducted in the last 20 years. Inclusion criteria for interventions were web-based administration; targeting alcohol use, binge eating, and/or gambling; and reporting on baseline and postintervention measures of behavior. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines were followed. We coded intervention effectiveness, study quality, and BCTs present in the interventions.

Results: Following removal of 4152 ineligible articles, 45 were included in the review: 32 (71%) targeted alcohol misuse, 6 (13%) targeted binge eating, and 7 (16%) targeted gambling. In total, 5 frequency counts were performed to identify the most commonly used BCTs: all studies, effective interventions, high-quality studies at 2 thresholds, and both high quality and effective studies. The results obtained from this were integrated to identify 7 BCTs. These 7 BCTs were problem solving, feedback on behavior, self-monitoring of behavior, self-monitoring of outcomes, instruction on how to perform a behavior, information about social and health consequences, and social comparison. A total of 4 BCTs were found in all frequency counts: feedback on behavior, self-monitoring of behavior, instruction on how to perform a behavior, and social comparison. Self-monitoring of outcomes of behavior was found in 3 of the 5 frequency counts, problem solving was found in 2 frequency counts, and information about social and health consequences was found in 1 frequency count.

Conclusions: This systematic review identified 7 of the most frequently used BCTs used in web-based interventions focused on alcohol misuse, binge eating, and gambling. These results can inform the development of evidence-based eHealth interventions that have the potential to lead to effective, positive behavior changes in all 3 areas.

(J Med Internet Res 2021;23(2):e22694) doi:10.2196/22694
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Introduction

Background

Alcohol misuse, binge eating, and gambling are increasing in prevalence in Western countries [1-3]. Importantly, these behaviors often occur independently of a formal diagnosis of a relevant behavioral or substance use disorder, or an eating disorder in subclinical populations. This may be due to the general acceptability of these behaviors, compared with other addictive behaviors [4]. These attitudes may be explained by the legality of these behaviors and substances and their widespread accessibility. In turn, this may normalize these behaviors, something that may be problematic in individuals displaying concerning behavior in these areas. As such, many otherwise healthy individuals will indulge in one or perhaps all of these behaviors over the course of their lifetime. Furthermore, these behaviors can cause considerable mental and physical harm to an individual (eg, liver disease, pancreatic disease, impaired cognition [5]) and may exacerbate mental or physical health disorders. Highlighted in the UK National Health Services’ Long Term Plan (2019) [6], the effect of these behaviors will also disperse into wider society, placing further strain on health care systems [7].

Despite the introduction of various regulations, alcohol remains a highly accessible and an attractive pastime for most in the western world [8]. Recent data reported that 29% of adults’ alcohol consumption in the United Kingdom is hazardous [9], categorized as typically drinking over 14 units of alcohol a week. This remains to be a global problem, with 39.5% of drinkers reporting heavy episodic drinking globally [10].

Similar to alcohol consumption, disordered eating (or binge eating) has been normalized by society [11,12]. Binge eating is the consumption of a larger amount of food than what is expected of an individual, in a fixed period, typically accompanied by a sense of lack of control [13]. This behavior is typically used as a coping mechanism in response to adverse negative events or stimuli [14], which may be conscious or unconscious (thus, the term emotional eating is often used). Binge eating is linked to classified eating disorders, including binge eating disorder, bulimia nervosa, anorexia nervosa, and eating disorders not otherwise specified [14]. However, this act may also be present in subclinical populations without a diagnosis. Over the last decade, hospital admissions for both eating disorders and mental health disorders have risen [15,16]. Technology may have contributed to the increase in disordered eating due to the promotion of unhealthy behaviors (eg, restrictive dieting, which leads to binge eating [17,18] and mukbang trends [19]) on web-based platforms and the 24/7 access to this content. Advances in technology may have also contributed to the increased prevalence of gambling and problem gambling [20]. Due to the extensive growth in web-based gambling, the opportunity to gamble is no longer limited to physical gambling establishments.

Theoretical models and empirical evidence suggest that alcohol misuse, binge eating, and gambling may share similar psychological mechanisms of action [21]. For example, individuals with increased impulsivity engage in greater and more frequent health and financial risk behaviors, such as gambling, binge eating, and binge drinking [22]. Similarly, alcohol misuse, binge eating, and gambling have all been characterized as compulsive behaviors, with the initiation of each thought to be driven by relevant behavior-related and emotive cues [23,24], suggesting cue-controlled behavior. The identification of common underlying behavioral mechanisms suggests that interventions targeting these broad behaviors, rather than tailoring them to specific symptoms, may be beneficial for a greater number of individuals [25,26].

Many individuals actively avoid seeking a formal diagnosis of their alcohol misuse, binge eating, or gambling due to negative self and social stigma [27-29]. This is despite many individuals recognizing the negative impact of these addictions on their quality of life (including their physical health, mental distress, and financial burden [30,31]). Furthermore, individuals may not seek traditional face-to-face treatments due to geographical restrictions, availability, or time constraints [32]. This has resulted in a considerable treatment gap [33], with many people in need not seeking or receiving treatment.

eHealth interventions are able to bridge this treatment gap by allowing anonymity, overcoming location barriers, and providing any-time accessibility [32,34]. There have been several successful interventions for each behavior. Meta-analyses of alcohol, gambling, and binge eating behavior have concluded that eHealth interventions are efficacious, with a moderate-to-large effect size [35] found for binge eating [36] and moderate effect sizes for alcohol [37] and gambling [38]. Despite these findings, many web-based intervention assessments lack vigorous testing methods, such as randomized controlled trials (RCTs) to determine their behavior change effectiveness [39]. Alternatively, if the effectiveness of the web-based intervention is tested, the reasons for this effectiveness, such as the behavior change techniques (BCTs) used, may not be explored [40]. This can be observed in many recent meta-analyses. Instead of this top-down approach, interventions should be developed following a bottom-up approach and the values of the Experimental Medicine Approach [41,42]. This approach focuses on examining the core mechanisms that are behind a behavior and holds particular use in intervention development, placing emphasis on the importance of identifying and targeting the malleable psychological processes or surroundings of an individual for behavior change [42].

The BCT taxonomy provides an overview of methods for behavior change and their hierarchical structure [43]. By looking at the underpinning mechanisms behind a behavior, an appropriate BCT, or more likely, a combination of BCTs can be identified to target a behavior effectively. Using this theory-based procedure to design an intervention means that optimum results are achieved for both the intervention users and business owners due to increased user satisfaction. eHealth interventions are often favored by businesses because of their cost-effectiveness in comparison with traditional face-to-face services. This cost-effectiveness increases dramatically when the transdiagnostic capability of a web-based intervention—when one treatment is used to target multiple behaviors—is considered [44]. Web-based interventions are
capable of being transdiagnostic, as their content is often open for interpretation, focusing on user reflection and self-monitoring of behavior.

Research has confirmed the efficacy of many eHealth interventions in changing addictive behaviors such as binge eating, gambling, and alcohol behavior [36-38]. Some potential moderators have been discussed. For example, gambling intervention effectiveness was found to be moderated by gender, with greater success in male participants [38]. In addition, group components of gambling interventions were found to have long-lasting behavioral effects [38]. In alcohol interventions, the delivery type was explored [37]. Greater success in reduced alcohol consumption was reported in interventions that provided supplementary alcohol-related materials, which were not commercially available, possibly implying the importance of in-depth, systematic intervention design for specific problems [37]. Motivation was also considered, with particular attention paid to the impact of eating intervention effectiveness on this, where over a quarter of studies used participants who were seeking weight loss through diet and exercise or bariatric surgery [36]. However, no specific consideration of BCTs were found in these studies. This is still common in several papers on behavior change [45,46]. This holds significant because of the concerns that many eHealth interventions are not developed on the basis of best practices in behavior change. Often, interventions are developed favoring intuition over research findings or those that claim to be evidence based are actually evidence inspired at best due to companies’ preconceived ideas [46,47]. This is detrimental not only to intervention users and those delivering them but also for future research in behavior change and intervention development, as it leads to studies reporting effectiveness in behavior change but not identifying the specific mechanism behind this. The same applies to many evidence-based papers, with it being common for journal articles to lack detail on an intervention to allow for BCT coding [45], which will limit our current understanding of BCTs and mechanisms of behavior. Although it is a relatively new concept, the BCT taxonomy [43] provides a common language among behavior change papers, allowing effective synthesis of evidence-based papers to enhance behavior change knowledge.

The use of this taxonomy has led to valuable findings. Conducting a review on a single behavior type allows knowledge to be summarized in this specific area. This allows BCTs to be identified as effective for this topic, which holds value because BCT effectiveness is dependent on context, such as the type of behavior targeted [47]. Existing research has highlighted promising BCTs for alcohol, gambling, and binge eating. For example, Crane et al [48] identified 12 BCTs that were deemed as promising for behavior change, including self-monitoring of behavior, goal setting (behavior), feedback on behavior, and behavior substitution. Similar studies have been conducted on gambling, highlighting feedback on behavior, goal setting, social comparison, and exposure as useful BCT techniques to reduce gambling behavior [49]. A recent meta-analysis of BCTs on healthy eating interventions, which aimed to reduce unhealthy eating behaviors such as binge eating, similarly identified self-monitoring of both behavior and outcomes of behavior as a critical BCT for behavior change effectiveness [50]. A synthesis on BCTs can also be performed on multiple behaviors to inform the development of transdiagnostic interventions. However, there are no existing reviews examining which BCTs may be effective for binge eating, gambling, and alcohol consumption together.

Objectives
The aim of this systematic review is to (1) identify web-based interventions targeting a reduction in alcohol consumption, binge eating, and gambling behavior; we focused on these 3 behaviors due to their increasing prevalence in subclinical populations, similar underlying psychological mechanisms, and the widespread accessibility to materials for these behaviors; (2) determine the effectiveness of these interventions; and (3) identify the BCTs used in these interventions, examining the similarities in techniques to inform the development of a future transdiagnostic intervention.

Methods

Literature Search
Scoping searches were conducted in November 2019 using several electronic databases. Following these searches, we refined our search criteria and registered the protocol for this study on the Open Science Framework [51]. Full searches were conducted in December 2019 on PsycINFO, PubMed, and Scopus following the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines (Figure 1). Search terms can be found in Multimedia Appendix 1.
Eligibility Criteria

Relevant articles were identified by a single author (GH). A second coder (RE) independently assessed the eligibility of the selected papers. There were no major disagreements between the authors. To be eligible for inclusion in the review, studies had to be either case controlled or RCTs that examined the effectiveness of a web-based intervention. Intervention effectiveness was determined as measured behavior change (eg, reduction in units of alcohol consumed) rather than user satisfaction. Eligible studies had to examine interventions to reduce alcohol use, binge eating, or gambling, although these outcomes did not have to be the primary outcome measure of the study. Other inclusion criteria were as follows: measurements reported at baseline and immediately postintervention for the relevant behavior change, either sufficient detail of the intervention content in the paper or a direct link to the study protocol to allow for BCTs to be coded, and research published in the past 20 years with a human-only sample. Exclusion criteria included interventions that were not entirely delivered on the web, which means that any intervention with a face-to-face element was not eligible. Interventions not delivered independently of other behavior change methods (eg, an eating intervention in individuals who had previously undergone a gastric bypass) and interventions that aimed to maintain, rather than change, behavior were not included. Similarly, interventions aimed at preventing the onset of problematic behavior were not included. However, if such interventions aimed to prevent the worsening of behavior and measured this behavior, rather than reported user intentions, these studies were eligible [52]. Data collected must have been from a validated measure (eg, Alcohol Use Disorder Identification Test [AUDIT-C]) [53] or self-reported retrospective recall of quantity or frequency of behaviors (eg, Alcohol Timeline Follow Back [54]). Measurements had to encapsulate behavior change rather than acceptability, feasibility, or user satisfaction.

Data Extraction

Data were extracted from eligible studies by a single author (GH) using a data extraction form. Variables in the data extraction form included participant characteristics (including details of control groups), intervention characteristics, intervention effectiveness, and BCTs used in the intervention (Multimedia Appendices 2-4 [42,52,55-99]). BCTs were coded using the BCT taxonomy version 1 [43]. Some participants (eg, Crombie et al [55] and Pederson et al [56]) completed unrelated tasks as a comparator, referred to as an active control group.
Owing to their inability to eliminate placebo effects [100], if an active control group was used and adequate information was provided, the authors coded both interventions for BCTs. If a no-treatment control group was used, typically in the form of a waitlist condition or assessment-only condition, the intervention was not coded. The coding of BCTs was completed independently by 2 authors (GH and HM), with any disagreements resolved. There were no major disagreements with a Cohen $\kappa$ score of 0.83. The authors were contacted if relevant data were missing from eligible papers. After the BCTs were coded, frequency counts were performed to examine the prevalence of BCTs. Data extracted for eligible studies [52,57-98] can be located in Multimedia Appendices 2-4. The BCT Periodic Table by Armitage et al [99] was used for labeling BCTs, rather than the BCT taxonomy v1 numbers [43], for ease of reading.

**Quality Assessment**

Risk of bias was assessed using the Office of Health Assessment and Translation (OHAT) Risk of Bias Rating Tool [101] selected due to its use in health-related studies and RCTs. The areas considered were as follows: condition randomization and concealment (where applicable), the appropriateness of control groups (if used), attrition rates, reporting bias, and the reliability and validity of measures. Item 5 from the OHAT tool was removed as it was only applicable to animal experiments, which were not included in this review. The number of items completed was dependent on study design, with a total score of either 30 (RCTs) or 18 (case controlled). Questions were answered using a 4-point scale ranging from *definitely low risk of bias* to *definitely high risk of bias*. Direct evidence was required for the scoring of definite high or low bias. Probable risk was scored if evidence was missing or indirect. A score of 3 coincided with a *definitely low risk of bias* and zero with a *definitely high risk of bias*. High quality was indicated by a score of over 70%, and medium quality was indicated by a score over 50% [101]. Despite the recommendation of 70%, the existing literature has also used 80% as a high-quality threshold. Results using both thresholds were compared.

**Data Synthesis**

An overall frequency count of BCTs used in the interventions was performed. BCTs were also counted when ineffective and when low-quality studies (<70% OHAT score and <80% OHAT score) were excluded, with results compared. The effectiveness of an intervention was determined by a statistically significant effect ($P<.05$) on behavior change in drinking, gambling, or eating. If a paper reported mixed findings regarding behavior change effectiveness, we used the most relevant variable as an indicator of effectiveness. The variable tended to be the overall effect reported or the most relevant measure of alcohol, binge eating, or gambling behavior if the intervention’s primary aims were not directly to promote this change. For example, an intervention that aimed to promote weight loss by targeting binge eating was eligible (Lyzwinski et al [95]). Similarly, an intervention with the primary aim to reduce drunk driving was eligible as it also targeted alcohol consumption (Bingham et al [62]). Studies that reported a statistically significant reduction in the relevant behavior change measure were therefore included in the frequency count of effective interventions. Similarly, those scoring over 70% on the OHAT risk of bias tool were included in the frequency count of high-quality papers. Finally, those that reported both a statistically significant effect in the relevant behavior change measure and a score of over 70% on the OHAT risk of bias tool were included in the effective and high-quality papers. The 5 most commonly used BCTs were reported for each study (Table 1); if BCT frequencies were equal, over 5 were reported in the results.
Table 1. A summary table of the behavior change techniques identified in frequency counts.

<table>
<thead>
<tr>
<th>Frequency count key</th>
<th>BCT(^a) item</th>
<th>Ps(^b)</th>
<th>FOB(^c)</th>
<th>SB(^d)</th>
<th>SOB(^e)</th>
<th>IPB(^f)</th>
<th>ISEC(^g)</th>
<th>SC(^h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total(^i)</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective(^j)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;70% OHAT(^m)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;80% OHAT(^n)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;70% and effective(^o)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavior change technique.
\(^b\)PS: problem solving.
\(^c\)FOB: feedback on behavior.
\(^d\)SB: self-monitoring of behavior.
\(^e\)SOB: self-monitoring of outcomes of behavior.
\(^f\)IPB: instruction on how to perform the behavior.
\(^g\)ISEC: information about social and environmental consequences.
\(^h\)SC: social comparison.
\(^i\)Total: all eligible papers.
\(^j\): Presence of behavior change technique.
\(^k\): Absence of behavior change technique.
\(^l\)Effective: all papers that concluded a significant reduction in the specific target behavior measure from pre to postintervention.
\(^m\)All papers deemed as high quality, which scored over 70% on the Office of Health Assessment and Translation (OHAT) risk of bias tool.
\(^n\)All papers that scored over 80% on the OHAT risk of bias tool.
\(^o\)All papers that scored over 70% on the OHAT risk of bias tool and were deemed as effective in target behavior reduction.

Results

Searches and Study Information

The search yielded a total of 5252 papers: 2672 alcohol papers, 1670 gambling papers, and 910 binge eating papers. After duplicates were removed, 4152 articles remained. Papers were then screened via title, abstract, and full text. Of those eligible papers, references were also examined (n=2339). This screening identified 2 papers that were eligible for the study. In total, 45 studies were identified as eligible for this review: 32 studies (71%) describing interventions for alcohol use, 7 (16%) describing interventions for gambling, and 6 (13%) describing interventions for binge eating.

Most eligible papers (37/45; 82%) were RCTs with a waitlist control group. The mean duration of intervention was 6 weeks. Interventions ranged from less than 1 hour to 1 year. A computer was the most frequently used intervention device. Participants were typically from at-risk groups or displayed concerning behavior (Multimedia Appendices 2-4). Pre- and postintervention behavior was most commonly assessed using the AUDIT-C for alcohol, the South Oaks Gambling Screen for gambling, and the Eating Disorder Examination Questionnaire for binge eating.

The most commonly used BCT across all 45 papers was self-monitoring of behavior (BCT item 2.3), which was present in 39/45 (87%) of interventions. Feedback on behavior (BCT item 2.2; 30/45, 67%), social comparison (BCT item 6.2; 27/45, 60%), and information about social and environmental consequences (BCT item 5.3; 26/45, 58%), instruction on how to perform a behavior (BCT item 4.1; 25/45, 56%), and problem solving (BCT item 1.2; 25/45, 56%) were other commonly used techniques. Data on BCT frequency counts can be found in Multimedia Appendices 2-4.

Effective Interventions

In total, 66% (21/32) of alcohol interventions, 83% (5/6) of eating behavior interventions, and 43% (3/7) of gambling interventions were effective. After excluding unsuccessful interventions, 64% (29/45) of the eligible interventions remained. In total, 21 interventions targeted alcohol behavior (72%), 5 targeted binge eating (17%), and 3 targeted gambling (10%). A frequency count of effective-only papers revealed that the most commonly used BCTs remained self-monitoring of behavior (BCT item 2.3), instruction on how to perform a behavior (BCT item 4.1), and problem solving (BCT item 1.2; 25/45, 56%) were other commonly used techniques. Data on BCT frequency counts can be found in Multimedia Appendices 2-4.

High-Quality Papers

In total, 56% (25/45) of papers were rated as having high quality (OHAT>70%). Of these 25 papers, 18 (72%) papers targeted alcohol misuse, 4 (16%) targeted gambling, and 3 (11%) targeted binge eating. When examining only high-quality studies, the most frequent BCTs used were self-monitoring of behavior (BCT item 2.3), instruction on how to perform a behavior (BCT item 4.1), and problem solving (BCT item 1.2; 25/45, 56%).
item 4.1), feedback on behavior (BCT item 2.2), and social comparison (BCT item 6.2). Problem solving (BCT item 1.2) was also identified as a commonly used BCT in high-quality papers.

When the threshold for a high-quality study was increased (OHAT > 80%), 9 papers retained this classification: 6 targeting alcohol abuse and 3 targeting gambling. No binge eating studies met this criterion. Self-monitoring of behavior (BCT item 2.3), feedback on behavior (BCT item 2.2), social comparison (BCT item 6.2), and instruction on how to perform a behavior (BCT item 4.1) remained to be the most commonly used BCTs. Problem solving (BCT item 1.2) was no longer within the top 5 most frequently used BCTs. Self-monitoring of outcomes of behavior replaced problem solving (BCT item 2.4), meaning results were consistent with the effective-only frequency count.

Effective and High-Quality Papers

In total, 16 of 45 papers (36%) were classified as being effective and of high quality (> 70% OHAT score). Of these, 10 (63%) focused on alcohol misuse, 3 (19%) on binge eating, and 3 (19%) on gambling. The most commonly used BCTs in these papers were self-monitoring of behavior (BCT item 2.3), feedback on behavior (BCT item 2.2), self-monitoring of outcomes of behavior (BCT item 2.4), instruction on how to perform a behavior (BCT item 4.1), and social comparison (BCT item 6.2). This is consistent with the findings of the effective-only frequency count and the OHAT score over an 80% frequency count.

Common BCTs Among Frequency Counts

In total, 7 BCTs were identified as commonly used within the frequency counts. These were problem solving (BCT item 1.2), feedback on behavior (BCT item 2.2), self-monitoring of behavior (BCT item 2.3), self-monitoring of outcomes of behavior (BCT item 2.4), instruction on how to perform a behavior (BCT item 4.1), information about social and environmental consequences (BCT item 5.3), and social comparison (BCT item 6.2). Within the 5 frequency counts performed, the techniques feedback on behavior (BCT item 2.2), self-monitoring of behavior (BCT item 2.3), instruction on how to perform a behavior (BCT item 4.1), and social comparison (BCT item 6.2) were present in all counts. Self-monitoring of outcomes of behavior (BCT item 2.4) was identified in the majority of frequency counts (3). Problem solving (BCT item 1.2) was present in 2 frequency counts, and information about social and environmental consequences (BCT item 5.3) was present in 1 frequency count.

Discussion

Principal Findings

This systematic review identified 7 commonly used BCTs in web-based alcohol, gambling, and binge eating eHealth interventions: problem solving, feedback on behavior, self-monitoring of behavior, self-monitoring of outcomes of behavior, instruction on how to perform a behavior, information about social and environmental consequences, and social comparison. Although the most frequent BCTs used in papers varied when intervention effectiveness and study quality were taken into account, this variation was minor, with feedback on behavior, self-monitoring of outcomes, instruction on how to perform a behavior, and social comparison present in all frequency counts. This suggests that researchers testing interventions for these behaviors use similar approaches. Self-monitoring of outcomes was present in 3 out of 5 frequency counts, problem solving was present in 2 frequency counts, and information about social and environmental consequences was present in 1 frequency count. Attention should be paid to items feedback on behavior, self-monitoring of behavior, self-monitoring of outcomes, instruction on how to perform a behavior, and social comparison, which were the frequency count results for both high-quality and effective studies. Most papers were of high quality and were RCTs. However, when looking at the breakdown of studies in each behavior type, these were very imbalanced, with 71% targeting alcohol consumption, 16% gambling, and 13% binge eating. Study effectiveness varied within each behavior type, meaning that the studies included in effective frequency counts were not equally split (72% alcohol, 17% binge eating, and 10% gambling). However, this was expected due to the prevalence of interest in alcohol research, and thus, more published studies in this area. Despite highlighting the results from the frequency count on high-quality and effective papers, BCTs identified in the other frequency counts are relevant because this presence is likely to reflect the feasibility, acceptability, or cost-effectiveness of a technique, aspects of an intervention that hold great importance.

These 7 BCTs should be focused on when designing web-based interventions in these addictive areas. It can be presumed that these BCTs were included because of their relevance to addictive behavior change, rather than purely from theoretical findings, as many interventions do not prioritize this theory and follow a systematic procedure when designing programs [102]. For example, self-monitoring of behavior (BCT item 2.3) is an important step in interventions to raise a user's awareness of their behavior and was identified in 86% of eligible papers. Similarly, providing instructions on how to perform a behavior (BCT item 4.1) was present in 55% of eligible papers. This is something that should be included in interventions that aim to provoke behavior change [103]. This means that the findings of this paper will be easily transferrable to the practical development of interventions, prompting to prioritize areas that should already have been considered by developers rather than causing web-based interventions to be completely redeveloped. These results are consistent with other findings. For example, Michie et al [50] highlighted the role of the BCT self-monitoring of both behavior and outcomes of behavior in a healthy eating intervention. Both self-monitoring of behavior and self-monitoring of behavior outcomes were identified in the frequency counts of this review, with self-monitoring of behavior present in all frequency counts and self-monitoring of outcomes of behavior present in 3 of the 5 counts. The methodology of this study differed, with a meta-regression conducted by Michie et al [50] to examine the effectiveness of specific BCTs. However, we did not conduct a meta-analysis due to the heterogeneity of studies, and the aim of this paper is to identify few BCTs to inform further development.
interventions, rather than focusing primarily on examining effectiveness and grouping BCTs together.

In a content analysis of alcohol reduction apps, Crane et al [48] identified 12 promising BCTs for effective behavior change. Similar to this study, self-monitoring of behavior, feedback on behavior, information about consequences, and social comparison were identified by the authors as useful BCTs. Instruction on how to perform the behavior, self-monitoring of behavior, and problem solving, which were identified in this study, were not identified as promising by Crane et al [48]. A similar level of support was found for the review by Rodda et al [49], with feedback on behavior, social comparison, and self-monitoring of behavior and outcomes of behavior identified as useful BCTs for behavior change in both this study and the review by Rodda et al [49]. Other BCTs were identified by authors, which this study did not support, for example, exposure and behavior substitution. However, inconsistent findings are to be expected in BCT research, as these techniques are highly dependent on target behavior, which were not identical.

Limitations
The effectiveness of BCTs is dependent on the behavior targeted by an intervention. This means that the results are only generalizable to these specific behaviors rather than behavior change on a wider scale. Despite this, it is encouraging that there were clearly common BCTs across the 3 identified problem behaviors, which can provide useful guidance for future intervention development. In addition to the BCTs used and the intervention’s topic, multiple other variables contribute to the behavior change success of an intervention. These include motivation, opportunity, and perceived capability to change, which simultaneously act on behavior change and can be referred to as the COM-B (Capability, Opportunity, Motivation–Behavior) model [102]. The Behavior Change Wheel combines these behavioral sources with intervention functions, including education, persuasion and environmental restructuring, and policy categories such as guidelines and regulations, to provide an in-depth framework of behavior change [102]. Future research should take into account the interactions between these motivational and circumstantial variables and the mechanisms of behavior change. Without this consideration of factors including help seeking and resource availability, it is an oversimplification of behavior change theory and may lead to considerable resources being wasted on poorly implemented interventions. Therefore, this review can only provide guidance for intervention frameworks, rather than recommending a concrete intervention structure.

Although it provides an effective overview of BCTs, details in BCT taxonomy v1 are sometimes lacking and relatively subjective [104]. For example, BCT item 2.2 refers to feedback on behavior. This includes all possible feedback, with no specification on feedback type or delivery. Similarly, BCT item 5.1 is coded for any information about health consequences. Research has shown that the extremity of information content impacts one’s behavioral response [105,106], which in turn will determine an intervention’s behavior change effectiveness. This idea can be applied to the majority of the 93 BCTs identified within the taxonomy. In addition, there are other taxonomies, such as the Self-Enactable Techniques [107], which identify other techniques that may be relevant in behavior change interventions and are not directly listed in BCT taxonomy. For example, distraction (item 63), reflecting on the ability to perform behavior (item 99), and normalized behavior (item 114).

Finally, the scope of this paper was limited by the evidence base, which is biased toward positive, statistically significant publications [108]. It is possible that there are studies on behavior change interventions that used these BCTs but were not published due to the intervention finding no significant results [109]. Gray literature was not included in this review. The inclusion of this information is currently under debate, with a lack of consensus on how to conduct a systematic review of BCTs most effectively [99]. The exclusion of gray literature may limit the scope of a review, whereas inclusion may be able to bridge the research gap from publication bias as well as the time delay between conducting and publishing a study. However, including gray literature in a systematic review can lead to difficulties in data extraction and synthesis due to the lack of publishing standards being followed by authors [109]. This means that researcher bias is likely within data interpretation, justifying our exclusion of these sources. Furthermore, this review is limited by the interventions that exist and what is achievable with technology at the current time. In the future, it is expected that interventions will have more advanced features, which may lead to different BCT recommendations.

Implications
These results can inform the development of new web-based addiction treatments, providing recommendations of BCTs shown to be effective in past research to form the core of alcohol, binge eating, and gambling programs. This paper also highlights the importance of using evidence-based theory while developing behavior change interventions, which many treatments lack. Theory-based interventions are not only more likely to result in effective behavior change [110] but also allow a richer evaluation of interventions, enabling one to identify the active components of an intervention [102]. Ultimately, the consideration of behavior change theory and the testing of BCT effectiveness during the early stages of design means that addiction-based interventions as well as interventions targeting wider behaviors will result in greater, long-lasting behavior change [104]. Highlighted in the Behavior Change Wheel [102], behavior change is the result of an interacting system of individual and societal factors. Future research must adopt the experimental medicine approach [41,42] and examine not only whether these BCTs are present in interventions but also if they are the active mechanism of behavior change.

Conclusions
Alcohol consumption, binge eating behavior, and gambling can all be classified as compulsive or impulsive due to the neural mechanisms of reward that they impact. Owing to this comorbidity, transdiagnostic interventions may be used as a potential treatment. This systematic review identified the BCTs present in 42 web-based interventions that targeted one of these 3 behaviors. The authors explored the commonalities between
BCTs identified, controlling studies for quality and transdiagnostic interventions. effectiveness, which can inform the development of future
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Abstract

Background: Culturally diverse populations (including Aboriginal and Torres Strait Islander people, people of diverse genders and sexualities, and culturally and linguistically diverse people) in nonurban areas face compounded barriers to accessing mental health care. Health information technologies (HITs) show promising potential to overcome these barriers.

Objective: This study aims to identify how best to improve a mental health and well-being HIT for culturally diverse Australians in nonurban areas.

Methods: We conducted 10 co-design workshops (N=105 participants) in primary youth mental health services across predominantly nonurban areas of Australia and conducted template analysis on the workshop outputs. Owing to local (including service) demographics, the workshop participants naturalistically reflected culturally diverse groups.

Results: We identified 4 main themes: control, usability, affirmation, and health service delivery factors. The first 3 themes overlap with the 3 basic needs postulated by self-determination theory (autonomy, competence, and relatedness) and describe participant recommendations on how to design an HIT. The final theme includes barriers to adopting HITs for mental health care and how HITs can be used to support care coordination and delivery. Hence, it describes participant recommendations on how to use an HIT.

Conclusions: Although culturally diverse groups have specific concerns, their expressed needs fall broadly within the relatively universal design principles identified in this study. The findings of this study provide further support for applying self-determination theory to the design of HITs and reflect the tension in designing technologies for complex problems that overlap multiple medical, regulatory, and social domains, such as mental health care. Finally, we synthesize the identified themes into general recommendations for designing HITs for mental health and provide concrete examples of design features recommended by participants.

(J Med Internet Res 2021;23(2):e23502) doi:10.2196/23502
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Introduction

Barriers to Accessing Mental Health Care for Young Nonurban Australians

Around 1 in 5 Australians experience mental ill health regardless of whether they live in an urban or a nonurban (ie, regional, rural, or remote) area [1]. However, compared with urban Australians, nonurban Australians experience worse mental health outcomes, such as higher self-harm, suicidal ideation, and suicide attempt rates [2]. Nonurban Australians experience many barriers to accessing services and supports, such as cost, distance, a relative lack of service providers, stigma, and an increased emphasis on privacy [3,4].

These barriers can lead to limited access to mental health care for young people living in nonurban areas. Notably, rural young Australians discontinue prematurely from care at higher rates than those from urban or regional areas [5]. As service provision declines with distance from major cities [6], the lack of public transportation in rural and remote communities increases young people’s reliance on their supportive others (eg, parents) to take them to a service [7]. This reliance on others to access a service also raises the issue of anonymity, which can be problematic given the higher levels of stigma related to mental health issues in nonurban communities [4]. Furthermore, service opening times (often limited to weekdays during 9 AM to 5 PM), extensive wait times, and cost can add to these barriers to access mental health care [8].

Culturally Diverse Young People

For culturally diverse young nonurban Australians, such as Aboriginal and Torres Strait Islander people, people of diverse genders and sexualities, inclusive of and not limited to lesbian, gay, bisexual, transgender, queer, intersex, asexual, questioning, and pansexual people (henceforth referred to as LGBTQIA+ people in this paper), and culturally and linguistically diverse (CALD) people, multiple forms of inequality often intersect to create compounded barriers in the form of decreased mental health literacy, financial barriers, increased social and self-stigma, and a lack of mental health services compounded with geographic inaccessibility [7]. These culturally diverse groups experience both poorer mental health outcomes and reduced access to mental health care [9-13].

Barriers to accessing mental health care for Aboriginal and Torres Strait Islander people living in nonurban areas include a lack of trust in health services, lack of culturally appropriate care, and lack of available services in remote areas [10,14-16]. For young LGBTQIA+ people, reported barriers include concerns that health professionals would not be able to cater to an individual’s specific identity or needs [17], a fear of experiencing homophobia and/or transphobia, and a reluctance to come out to a health professional [18]. Finally, it has been reported that young CALD people, including young people from migrant and refugee backgrounds, underutilize the public mental health system in Australia [19,20]. The key barriers to mental health care access for young CALD people include the stigma associated with mental illness, concerns regarding confidentiality, limited knowledge of available services, language barriers and communication difficulties, fear of discrimination, and a lack of trust in service providers [19,21]. These barriers to appropriate care for these 3 populations can be exacerbated in a rural setting because of fewer available culturally competent services and the increased emphasis on privacy within close-knit rural communities [4,7].

Technologies to Empower Mental Health Care Access

The term health information technology (HIT) has been defined as the “application of information processing involving both computer hardware and software that deals with the storage, retrieval, sharing, and use of health care information, data, and knowledge for communication and decision making” [22]. HITs have immense potential to address intersecting barriers to mental health help seeking in nonurban areas. They can provide individuals with access to mental health services regardless of geographical location, vulnerability, or socioeconomic status [23]; reduce the wait time to access mental health support; and remove constraints around service opening hours [24]. HITs can also make psychoeducation and help-seeking sources easier to locate and access [23]. Not only can HITs enable access to care, but they can also enhance the care delivered by mental health services, for example by using synchronous communication protocols such as video chat and real-time data tracking through apps and other software. However, if HITs do not achieve a minimum standard of usability (or ease of use) as well as user experience, they experience suboptimal uptake and dropout rates [23,25]. Given the varying levels of satisfaction (or lack thereof) of young people toward web-based mental health resources [26], it is important to ensure that HITs support the needs of their users appropriately.

To investigate how HITs can improve and transform mental health care in Australia, the University of Sydney’s Brain and Mind Centre (BMC) established the Youth Mental Health and Technology Program (YMH and Tech Program). As part of this program, an HIT prototype known as the BMC Youth Platform was developed to enhance the quality of health care provided by traditional mental health services. The BMC Youth Platform consists of a set of web-based personalized clinical assessments and longitudinal tracking tools for young people to monitor psychological, neurocognitive, social, and medical characteristics and plan individualized and more effective longer-term interventions. It aims to support the delivery of mental health services and the management of mental health symptoms and as such is to be used by young people, their health professionals, and their supportive others. A summary of the key BMC Youth Platform components is presented in Table 1.
The BMC Youth Platform was implemented into 5 *headspace* centers (a primary mental health service for young people aged between 12 and 25 years) in urban locations within Sydney, New South Wales, and learnings from these implementations included the importance of ongoing co-design with end users to ensure iterative improvements to the HIT [24]. Our past research has also confirmed the suitability of, and the potential to further explore, the use of co-design methodologies when implementing HITs in nonurban areas of Australia. Crucially, co-design methodologies have been found to facilitate the implementation of more acceptable digital solutions for mental health in nonurban areas that take local circumstances (such as natural disaster rates) into account [27].

### Iteratively Co-designing and Testing HITs

The BMC Youth Platform is the product of multiple years of co-design and user testing conducted, as part of the YMH and Tech Program, with various representative end user groups, including young people aged between 16 and 25 years and health professionals [28,29]. Co-design (also referred to as participatory design) is a key research methodology that enables the perspectives and preferences of the target end user population to influence subsequent development of the HIT [30]. When conducted appropriately, participatory design is effective in obtaining insights from population groups that are marginalized or otherwise affected by structural inequalities [31,32] and results in higher levels of end user acceptability of the final intervention [33].

One product of the YMH and Tech Program is the Project Synergy Research and Development Cycle, which applies co-design methodologies to the design, development, implementation, and feasibility testing of apps and technologies [28]. In total, 3 key principles underpin this cycle: involving target end user populations (including, but not limited to, young people, supportive others, health professionals, and other service staff) as active participants throughout the entire design process, treating young people as design partners, and continually and iteratively evaluating the acceptability of the technology from the perspective of its target audience.

Although previous co-design and user testing work done as part of the YMH and Tech Program focused on the needs of young Australians in urban areas [28] and expanded them to young Australians in nonurban areas [27], these methodologies have not yet been applied to culturally diverse young Australians in nonurban areas.

### Objectives

This study aims to identify how best to improve an HIT (such as the BMC Youth Platform) for culturally diverse young Australians in nonurban areas and to synthesize findings into recommendations for designing HITs for mental health.

### Methods

#### Ethical Approval

The University of Sydney’s Human Research Ethics Committee (protocol number 2018/130) approved this research study before the start of data collection.

#### Inclusion Criteria

To satisfy the inclusion criteria for participation in the study, participants were required to:

- be aged 12 years or above
- be either a young person attending a participating *headspace* center; a supportive other of a young person attending a participating *headspace* center (eg, family member, caregiver, friend); or a health professional, service manager, or administrator working at a participating *headspace* center
- be proficient in reading and speaking English
- complete the participant consent process.

#### Participants

*headspace* staff advertised this study using posters and postcards distributed throughout the participating centers. Recruitment was passive to avoid any perceived coercion, whereby a potential participant would contact the research officer listed on the advertisements to express their interest in the study and request further information. Upon the potential participant’s request, the research officer would then forward (via email) on the participant information statement, participant consent form, and screening survey to determine eligibility.

For participants under the age of 15 years, both the young person and their guardian were given detailed and age-appropriate information about the research study before the workshop via a parental information statement and a child assent form. At the beginning of the workshop, research officers reminded all participants about what the workshop would involve, provided an opportunity to ask any questions, and reminded them that the participation was voluntary. The research officers spoke separately to participants under the age of 15 years and their guardians to ensure that they understood what the workshops would involve and what the study was about. They also

---

*Table 1. Key components of the Brain and Mind Youth Platform.*

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start page</td>
<td>Start page</td>
</tr>
<tr>
<td>Record of basic demographic information</td>
<td>About me page</td>
</tr>
<tr>
<td>Record of medical history</td>
<td>Health history page</td>
</tr>
<tr>
<td>Clinical assessment</td>
<td>Questionnaires</td>
</tr>
<tr>
<td>Holistic multidimensional tracking of mental health</td>
<td>Dashboard of multiple health cards (each representing a different health domain)</td>
</tr>
<tr>
<td>Recommended interventions</td>
<td>Care options</td>
</tr>
</tbody>
</table>

---
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answered any questions and reminded the young person that they could withdraw from the study at any time without consequence. If a young person agreed to participate in the workshop, their guardian provided a signed parental consent form and the young person provided a signed child assent form.

The young people and their supportive others were reimbursed with a gift card valued at Aus $30 (US $23) for study participation.

Co-design Workshops

Workshop Location and Demographics

A total of 10 co-design workshops were held from July to September 2018 in headspace centers across the Australian states of New South Wales, South Australia, and Queensland. We initially invited headspace centers to participate in this study, trying to ensure a representation of centers located in nonurban areas. Participating headspace centers were aware of the possibility of implementing this technology in their centers in the future. Although researchers did not specifically recruit Aboriginal and Torres Strait Islander people, LGBTQIA+ people, and CALD people, because of local population demographics, these groups were naturalistically represented in the participant sample.

Workshop Protocol

These workshops represent phase 1 of the Project Synergy Research and Development Cycle (Figure 1 [28]), where co-design workshops are rapidly conducted across different sites until theme saturation [28]. In these workshops, technology designs, ideas, and principles are evaluated by participants, sometimes iteratively (if enough time has passed for insights from a previous workshop to be translated into a testable wireframe or prototype). Previous work describing the process and outcomes of this methodology [28,29,34,35] as well as work on a separate mental health and well-being app [36] have been published.

Although general workshop agendas were adhered to as appropriate, facilitators (the second, third, and fourth authors) also conducted workshops flexibly and followed up on topics in response to individual workshop dynamics. Certain topics were also given more priority to explore in different locations and contexts (eg, technology use and connectivity in nonurban areas). Therefore, the workshop content and outcomes varied slightly among workshops.

After each workshop, facilitators reviewed the workshop findings, adapting the general workshop agenda to remove data-saturated topics and add new and further topics of interest. An example of a workshop agenda is provided in Multimedia Appendix 1.

Owing to the number of participants and other contextual factors, workshops ranged from 2.5 to 4 hours in duration and consisted of the following stages: discovery, evaluation, and prototype. In the discovery stage, facilitators led discussion
around the following topics: general technology use, technology use for the purposes of supporting health and mental health, and internet use and connectivity. In the evaluation stage, participants were presented with paper printouts of various components of the BMC Youth Platform and asked to annotate them with their thoughts and comments. Finally, in the prototype stage, participants were asked to brainstorm new ideas, functionalities, and wireframes (with marker pens and sketchbooks) for the BMC Youth Platform. Owing to the sensitivity of the subject matter, workshops were not audiorecorded or videorecorded to decrease the risk of identification and facilitate participant disclosure. Instead, scribes took notes at each workshop. All workshops included at least one facilitator who was appropriately qualified in mental health to provide counseling support to the participants if needed.

Knowledge Translation

All workshop data, including notes and artifacts from the evaluation and prototype stages, were collated and reviewed by an independent knowledge translation team consisting of 2 young people (listed in the Acknowledgments) who had never previously been exposed to the BMC Youth Platform or its concepts. The knowledge translation team summarized the outcomes of the discovery and prototype stages and conducted a procedure similar to descriptive content analysis [37] on the outcomes of the evaluation stage. Specifically, all annotations were reviewed by each team member, who noted their general observations. They then coded the annotations together, organizing codes according to semantic themes representing different components of the BMC Youth Platform (Table 1).

Template Analysis

To supplement knowledge translation insights and identify general recommendations on designing HITs for mental health, we conducted a type of codebook thematic analysis [38] known as template analysis [39,40] on the workshop data. Specifically, the data set consisted of the knowledge-translated, summarized outcomes of the evaluation stage (in tally form) and scribe notes from each workshop. In recognition of the fact that generic thematic analysis (including template analysis) is a method with many different approaches that reflect a wide variety of epistemological (theory of knowledge) and ontological (theory of being) assumptions [38], we located our approach within a philosophical position of qualitative neopositivism. This position assumes a realist ontology and epistemology.

The data set was coded with NVivo 12 (QSR International). The first author initially coded all the data using a bottom-up, descriptive approach at a level close to the data (eg, avoid clinical jargon and worry that information is confronting). At the conclusion of this first round, the first author determined that certain groups of codes fit well with self-determination theory [41,42]. Although self-determination theory is originally a theory of intrinsic motivation, human-computer interaction research has found it to be applicable to user engagement with digital technologies [43,44]. Self-determination theory has also been successfully applied to user needs, facilitators, and barriers for mental health technologies [45,46].

Using self-determination theory as a partial reference for a priori themes, the first author grouped these descriptive codes into a preliminary coding template. A second coder (the second author) then independently coded 10% of the data according to this preliminary coding template to check its quality. In this case, quality was defined as the clarity of definitions and whether the template comprehensively covered the data set [40]. Both coders then discussed all discrepancies in coding until they were resolved, and insights from this process were used to refine the coding template. This iterative process of independent coding, comparison, and refinement of the coding template was repeated until a satisfactory level of interrater reliability was reached (Cohen kappa for all codes >0.65), which took 3 rounds of coding. Following this, the final interpretation of the template in relation to addressing our study aim was conducted.

Results

Participants

Table 2 reports workshop details, including dates, location, and participant characteristics. All workshops except workshop 5 (Ashfield, New South Wales) were conducted in nonurban areas. All headspace clients are young people aged between 16 and 25 years unless specified otherwise. Staff included mental health clinicians (psychologists, mental health nurses, and social workers), youth workers, administrative staff, and center managers from headspace.
Table 2. Workshop and participant details (N=105).

<table>
<thead>
<tr>
<th>Workshop number</th>
<th>Workshop date</th>
<th>Location</th>
<th>Facilitators, n</th>
<th>Participants, n</th>
<th>Participant demographic information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>June 18, 2018</td>
<td>Edinburgh North, South Australia</td>
<td>3</td>
<td>10</td>
<td>8 female and 2 male, 6 clients, 1 support person, and 1 staff member, None disclosed</td>
</tr>
<tr>
<td>2</td>
<td>June 20, 2018</td>
<td>Edinburgh North, South Australia</td>
<td>3</td>
<td>11</td>
<td>7 female and 4 male, 5 clients, 3 support people, and 3 staff members, 1 CALD b</td>
</tr>
<tr>
<td>3</td>
<td>July 20, 2018</td>
<td>Broken Hill, New South Wales</td>
<td>3</td>
<td>9</td>
<td>4 female, 4 male, and 1 transgender, 6 clients, 1 younger client aged between 12 and 15 years, and 2 staff members, 2 CALD and 2 Aboriginal or Torres Strait Islander people</td>
</tr>
<tr>
<td>4</td>
<td>July 25, 2018</td>
<td>Townsville, Queensland</td>
<td>2</td>
<td>11</td>
<td>6 female and 5 male, 8 clients and 3 staff members, 2 Aboriginal or Torres Strait Islander people and 5 LGBTQIA+ c</td>
</tr>
<tr>
<td>5</td>
<td>August 9, 2018</td>
<td>Ashfield, New South Wales</td>
<td>3</td>
<td>5</td>
<td>4 female and 1 male, 3 clients, 1 younger client aged between 12 and 15 years, and 1 support person, 5 CALD</td>
</tr>
<tr>
<td>6</td>
<td>August 14, 2018</td>
<td>Wagga Wagga, New South Wales</td>
<td>2</td>
<td>9</td>
<td>7 female and 2 male, 2 clients, 2 younger clients aged between 12 and 15 years, 3 staff members, and 2 support people, None disclosed</td>
</tr>
<tr>
<td>7</td>
<td>August 22, 2018</td>
<td>Bathurst, New South Wales</td>
<td>2</td>
<td>11</td>
<td>5 female and 6 male, 6 clients, 4 younger clients aged between 12 and 15 years, and 1 staff member, None disclosed</td>
</tr>
<tr>
<td>8</td>
<td>August 28, 2018</td>
<td>Orange, New South Wales</td>
<td>2</td>
<td>22</td>
<td>6 female and 16 male, 7 clients, 11 younger clients aged between 12 and 15 years, and 4 staff members, 5 Aboriginal or Torres Strait Islander people</td>
</tr>
<tr>
<td>9</td>
<td>August 30, 2018</td>
<td>Wollongong, New South Wales</td>
<td>2</td>
<td>7</td>
<td>4 female, 2 male, and 1 gender neutral, 6 clients and 1 staff member, 1 person with disability</td>
</tr>
<tr>
<td>10</td>
<td>September 4, 2018</td>
<td>Dubbo, New South Wales</td>
<td>2</td>
<td>10</td>
<td>7 female, 2 male, and 1 gender neutral, 7 clients and 3 staff members, 4 LGBTQIA+</td>
</tr>
</tbody>
</table>

aParticipant demographic information, particularly gender and cultural or personal identification, was provided by participants on a voluntary basis and was therefore unable to be captured consistently across workshops.
bCALD: culturally and linguistically diverse people.
cPeople of diverse genders and sexualities, inclusive of and not limited to lesbian, gay, bisexual, transgender, queer, intersex, asexual, questioning, and pansexual people.

Template Analysis

Although many participants belonged to culturally diverse groups, they made many design recommendations applicable to universal human experience. These recommendations overlapped closely with the 3 basic psychological needs postulated by self-determination theory, namely, autonomy (corresponding to our theme of control), competence (corresponding to our theme of usability), and relatedness (corresponding to our theme of affirmation) [41,42].
Give Users Control

First, participants emphasized the importance of having control over their user experience and their data.

Control Over User Experience

Participants made clear their expectations that any technology they use should give them the ability to control their own user experience, for example, by active customization of key design elements such as background color, layout, and the ability to upload an avatar. Participants from CALD backgrounds and participants with disabilities also expressed a desire to be able to change language and font size and to be able to consume information in different audiovisual formats (eg, text-to-speech options).

This desire for control also extended to the care being delivered to young people, with participants appreciating that they could make informed choices on which care options to embark on to progress their care. Participants also wanted to be able to arrange the health cards on their dashboard in ways that would make more sense or that they would find less overwhelming:

How the cards are ordered is important, [it] would be great to have the cards you want to work on together or first, group cards by color. [Bathurst, young person]

Can you collapse aspects if [you’re] feeling “shitty”? [Wagga Wagga, young person]

Finally, participants also suggested providing mechanisms through which user feedback could be provided and actioned on, for example, through a dedicated feedback section.

Control Over Data

Participants also stressed the importance of having control over their own data at all times, not only through data security (authentication and encryption, eg, through password or personal identification numbers) but also through data privacy and sharing. A key feature of the BMC Youth Platform is that young persons’ dashboards of results are visible to health professionals at their service. The young persons can also share their dashboards with trusted supportive others, such as parents or friends. Although participants found it acceptable to share their data in this form with their health professionals, they were more hesitant to share their data with their supportive others (eg, parents or friends). Participants wanted fine-grained control and the ability to grant or revoke their supportive others’ access to certain health cards, particularly those deemed by young people to be more sensitive, such as substance and tobacco use:

I don’t want mum to see smoking, but they can see anxiety. [Edinburgh North, young person]

The consent and data sharing status of each of their health cards as well as other parts of their data (such as health history) would also need to be presented to the user clearly and transparently:

How long do they have access to the information? [It] needs expiry, for example when [you] repeat the questions, or between 1-30 days, can check in to add or remove people. [Wollongong, young person]

Privacy setting on cards can be set with clinician at first appointment, then the parent or carer receives the email invitation. They might have their own dashboard to look at. [Dubbo, headspace staff]
Make the Technology Usable

Second, participants expressed that the technology should not be difficult to use, that is, it should (1) be easy to use and understand, (2) provide meaningful guidance, and (3) be interoperable.

Ease of Use and Understanding

Participants specified that the technology should be easy to use and understand at first glance and that it should not be overwhelming or frustrating to use. The technology should be clear, unambiguous, and consistent in language and user interface (including layout, icons, and imagery), and clinical jargon should be avoided. The latter point was especially relevant for younger audiences aged between 12 and 15 years because of lower reading levels. However, although participants found clinical terms such as “social and occupational functioning” and “psychosis-like experiences” confusing and intimidating, it was difficult to come up with alternative, more acceptable terms. After considering the issue, many participants suggested using direct language and providing definitions.

Provide Meaningful Guidance

Participants further specified that the technology should present information in meaningful chunks or sequences (eg, displaying participants’ data on the most important health domains first) to promote a gradual understanding of psychoeducational concepts. This was particularly the case for the onboarding stage, which was where many participants would encounter clinical terminology and their own data for the first time. In addition to presenting information in a staggered, chunked manner, the technology should also provide meaningful guidance on how to use and interpret the technology. Participants overwhelmingly endorsed a model of delivering information whereby a page was kept simple and clutter-free at first presentation (relating to the previous tenet of ease of use and understanding), with users being given the freedom to learn more via a more information button or by hovering over complex terms (eg, mania, psychosis, or clinician).

Similarly, participants expressed that the technology should provide prompts or mechanisms through which users could gain an understanding of how to use the technology and how the technology could help them, for example, via a help button or Frequently Asked Questions (FAQ) page or through prompts reminding them to check their dashboard and complete new psychometric questionnaires at appropriate time intervals. These prompts could be tailored based on their questionnaire responses:

If a health card is red, the health professional (or system) should keep close eye on this—and prompt you to repeat the questionnaire. [Dubbo, headspace staff]

Interoperability

Participants also emphasized that any HIT should be easy to integrate into daily life. This technology should be able to compile data from other apps (eg, step tracking apps) and enable all information of a user to be accessed from one location. Similarly, some participants endorsed the idea of quick, convenient authentication via social media, although others were concerned about data security issues. Young people overwhelmingly expressed a preference for mobile usability (responsive web design) and mobile integration (eg, via SMS text messaging instead of email), as many of them had neither easy access to computers nor an email address.

Affirm Users’ Identity and Preferences

Finally, participants emphasized the importance of an HIT making its users feel represented and valued.

Make Users Feel Represented

Despite one of the purposes of HITs being the facilitation of users’ mental health care via routine outcome monitoring, participants (both health professionals and young people) felt that it should provide functionality to represent the user beyond traditional clinical information such as demographics and mental health status. Participants wanted to be able to define themselves in more nuanced ways and felt that the screenshots they were presented with reflected a technology that could not yet allow them to do so. Their suggestions for ways to define themselves comprehensively and accurately ranged from simple actions such as being able to specify their preferred pronoun and being offered a more diverse range of response options when specifying their demographics (eg, sexuality, gender, and ethnicity) to more comprehensive methods such as adding new health cards to provide more information on additional domains such as family violence and homelessness or elaborating on responses via free text. This was judged to be particularly relevant given that headspace also offers support for domains outside mental health (such as with work and study):

Dashboard needs to reflect what is important to me, [for example] culture, sexual health and homelessness. [Dubbo, young person]

These questions are very mental health–focused but headspace does a lot more. [Bathurst, headspace staff]

Some LGBTQIA+ participants also felt that their sexual identity and preferred pronouns should not “be hidden away” in a separate About me tab, as this made it harder for them to come out to their health professional, and that instead it should be reflected in the dashboard.

Participants also felt that HITs should cater to them. Not only should they be usable regardless of physical or mental ability (mental health status, disability, or other accessibility considerations) but they should also offer a personalized user experience and present their various components (questionnaires, care options, psychoeducation, language, etc) in ways that are tailored to their users’ personal circumstances (eg, gender, culture, location, and questionnaire responses):

[It] should be designed like Spotify, when you select your music it also suggests other artist in the same sort of music. [On the BMC Youth Platform] if [you] choose tobacco it would also give you the other drug [questions] like alcohol and cannabis. [Bathurst, young person]

Tabs at top [could link to psychoeducation resources]—possibly an option of “how to talk to my
parents.” “how to talk to my partner;” [that is] some ideas about what you can do with this information in the meantime. It should be tailored to who the login “user” is, [that is] at a certain age it may be directed to something different than to a 13-year-old, or a parent. [Edinburgh North]

Finally, the CALD participants emphasized that the technology should cater to their needs, namely, that their languages should be supported and that the technology should acknowledge that different cultures could approach mental health differently, for example, by viewing them as “life circumstances” instead of “mental illness.”

Make Users Feel Valued

Both health professionals and young people were adamant that an HIT user should not feel reduced to a diagnosis or an assortment of diagnostic labels. Instead, the HIT should be designed to celebrate nonclinical aspects of personhood as well, such as a user’s likes and aspirations (eg, via a My Goals section). Although these aspirations could relate to a user’s mental health (eg, improving their mood or sleep), they could also reflect a user’s other goals. Participants also suggested having a dedicated space for users to store personally meaningful resources, such as a journal, pictures of inspirational people, or self-care resources useful to them:

If clinicians can see this page [they] will have a more positive approach to the relationship [and] will be able to connect with the young person. [Bathurst, young person]

Participants also raised concerns that the screenshots of the technology they were presented with could potentially frame users too negatively. Instead, they preferred a strengths-based, positive framing approach that provided positive affirmations, kept “users on track,” and celebrated achievements and strengths. Participants also recommended adding gamification to the technology to increase motivation to engage and promote a sense of progress, for example, via markers of achievements (eg, ribbons or “becoming a BMC Youth Platform warrior”) or a leveling and reward system. They further specified that any gamification should “reward effort more than outcome,” that is, rewards should be assigned based on the level of long-term engagement and the extent to which the user has explored (or completed) the technology.

An HIT should also not alienate the user and make them feel alone in their struggles with mental health. Instead, the technology should promote a sense of social connection (even parasocial connection), for example, by providing testimonials and links to other people’s mental health stories (eg, an “others that struggle with this issue” section) and by normalizing suboptimal mental health status (eg, “It’s OK to feel bad”).

Health Service Delivery Factors

In addition to the more universal design principles described above, participants also contributed insights into what could broadly be categorized as health service delivery factors. This included perceived barriers to the widespread adoption of HITs for mental health care and how HITs could be used to support mental health care coordination and delivery.

Barriers to Adopting HITs for Mental Health Care

Although this was not the key topic of investigation, during workshops, participants discussed barriers to adopting digital technologies for mental health care that were relevant to their regions and communities.

The limitations of internet connectivity in nonurban areas, raised in 7 of the 8 nonurban areas investigated, was the most commonly cited barrier, with slow internet speeds and a lack of access to home internet in certain geographic areas being the main issues. Participants were familiar with free Wi-Fi locations, such as libraries, local schools or universities, and fast-food restaurants. Using internet in nonurban areas was also associated with several costs that were unsustainable for young people, including the cost of purchasing smartphone apps as well as the cost of mobile data itself:

I use public Wi-Fi ([McDonald’s] or university Wi-Fi) to get internet since my home connection is bad. [Wagga Wagga, young person]

Health professionals who participated in the workshops also raised the issue of software fatigue. Currently, headspace protocols mandate multiple other pieces of software to be used to manage minimum data entry for its clients. Health professionals were hence cautious of new technologies, stating that “[it’s a] real turn off to do the same questions more than once.” Instead, they would prefer that client responses could be “shared between systems” in the case of overlap:

With 96 clients on my list [I] do not want 96 notifications via email as there is enough to review with the current system. [Dubbo, headspace staff]

Technology Supporting Care Coordination and Delivery

Collectively, workshop participants outlined concrete suggestions through which HITs could support health professionals and clients during mental health care.

First, HITs could help health professionals and clients understand the progress of the client’s care at all stages of the care. Before the first appointment, they could provide icebreakers to help potential clients become comfortable with their health professionals and provide health professionals with their client’s dashboard of results to allow them to prepare for the first appointment more effectively. This was viewed as critically important given that at the time of the workshops, the Australian public mental health system only funded 6 1-hour sessions with a psychologist (extendible to 10 sessions given further referral) per year:

It would take the whole session to go over history alone, with only 10 sessions [we] can’t afford to have a session devoted to not achieving anything. [Wollongong, young person #1]

We need something [that isn’t] telling your story again to a new psychologist each time. It’s not schema therapy with 20 sessions, 6 sessions are precious. [Wollongong, young person #2]

During the course of care, HITs could maintain a record of the client’s health over time and over a variety of domains (multidimensional routine outcome monitoring) as well as a
record of care options attempted over time. This record could then be used as a reference to prompt topics of discussion between the health professional and client:

* I want to see my apps linked into the system to share with headspace, so they can see my progress in real time. [Dubbo, young person]

* On the system] buttons could say “what can I do now?,” “what to chat to my clinician about?” [Wagga Wagga]

This record could be exported and transferred over to a new mental health service or a new health professional, should the client require it, to minimize administrative and psychological burden on the young person interacting with their new health professional:

* Retelling your story is one of the hardest [things]. [Wollongong, young person]

By enabling tracking of a client’s progress during care, HITs could also support the health professional and client in gaining a more unified understanding of how to direct the client’s care. The health professional could tailor their support according to their clients’ needs in mental health and other domains. Similarly, by seeing how their self-reported health changed over time and following different care options, the client could make more informed choices on which health domains and care options to focus on.

Such technologies could also improve the efficiency and safety of clinical care. For example, video calling functionalities could overcome long distances in large rural health catchments and allow for more flexible appointment scheduling. Young people also expressed that they would find it easier to complete questionnaires on a device rather than answer them face-to-face with a health professional. Finally, such technologies could alert mental health services when their clients are experiencing emergency scenarios in real time, assisting them in risk management.

Discussion

Using Self-Determination Theory to Design HITs for Mental Health

The findings of this study can be broadly categorized into (1) design recommendations for HITs for mental health and well-being and (2) health service delivery factors to consider when designing such technologies. In other words, the former category reflects how such technologies should be designed and the latter category reflects how such technologies should be used.

The design recommendations approximately map to the 3 basic psychological needs proposed by self-determination theory: autonomy, competence, and relatedness [41]. As mentioned before, self-determination theory is a theory of motivation (including both intrinsic and extrinsic motivation) that has been applied to the design of health technologies [44,47] as well as web-based help seeking for mental health problems [45,46]. The fact that we found our workshop findings to align with self-determination theory constructs is a further support for its application to the design and delivery of HITs. Currently, many HITs do not explicitly apply theories of engagement or health behavior change to their design and delivery [48]. However, our results suggest that the contribution of these theories to HITs is equally important as that of evidence-based clinical content.

Importantly, although our core design recommendations map neatly onto the 3 basic psychological needs, how they are executed in practice can simultaneously support multiple needs [46]. For example, from our data, we found technological accessibility to be a blend of usability (ease of use), control (eg, customizing visual elements such as font size), and affirmation (inclusive nature) and avoiding clinical jargon to be a blend of usability (not using difficult terminology) and affirmation (avoiding making users feel reduced to a diagnosis). A comprehensive list of recommended design features identified from our workshops is shown in Table 3.

Our results are broadly consistent with previous research, reflecting the importance of promoting social connection [32,46], personalization and customization [36,46], clear and casual language [36], and addressing data security and privacy concerns [7,49].

Our results also suggest that any recommendations from participants should be evaluated through the lens of self-determination theory, with explicit consideration given to how each suggested change could promote each of the basic psychological needs. This is in line with previous research on applying self-determination theory to help seeking for mental health problems [45,46]. This measured evaluation is important given that many participant suggestions involved broad concepts or specifications and may reveal that further expertise needs to be consulted. For example, participants recommended implementing gamification to “reward effort more than outcome” and suggested several mechanics through which HITs could be gamified, including level-based reward systems and achievements. However, gamification is not merely a collection of gamification elements but instead the deliberate integration of gameful mechanics into a technology to support its core functionalities [50]. Implementing this suggestion, therefore, would involve not only the iterative user testing of the gamified HIT with the target end user population but also the consultation of gamification designers to integrate gamification at a deeper, systemic level that promotes both the HIT’s aims and user motivation to engage with the HIT (via the 3 basic psychological needs).
Table 3. Participants’ recommended design features and corresponding basic psychological needs.

<table>
<thead>
<tr>
<th>Broad design category</th>
<th>Recommended design feature</th>
<th>Supported basic psychological needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>User interface and experience</td>
<td>Customizable user interface (language, colors, layout, font size, etc) to accommodate user preferences and needs</td>
<td>Autonomy and competence</td>
</tr>
<tr>
<td>User interface and experience</td>
<td>Tailored user experience</td>
<td>Relatedness</td>
</tr>
<tr>
<td>User interface and experience</td>
<td>Meets international accessibility standards (eg, web content accessibility guidelines)</td>
<td>Competence and relatedness</td>
</tr>
<tr>
<td>User interface and experience</td>
<td>Customizable information input and output (eg, being able to submit free text that more accurately describes you and being able to organize how your data are displayed) for ease of tracking and understanding</td>
<td>Autonomy, competence, and relatedness</td>
</tr>
<tr>
<td>User interface and experience</td>
<td>Clear layout, icons, and imagery</td>
<td>Competence</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Ability to provide user feedback that will be actioned on (eg, feedback or evaluation section)</td>
<td>Autonomy and relatedness</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Instructional prompts giving guidance on what to expect and how the technology will help the user and reminder prompts to promote reengagement</td>
<td>Competence</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Provision of optional additional information not core to the experience; however, the user can consult to learn more (eg, psychoeducation or a frequently asked questions section)</td>
<td>Autonomy and competence</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Gradual onboarding and the provision of information in meaningful chunks to support learning and understanding (eg, showing the most important health domains first on a health dashboard)</td>
<td>Competence</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Consider element of fun (eg, gamification)</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Content and functionality</td>
<td>Promote social connection with peers and communicate to users that they are not alone (eg, through peer support groups and testimonials)</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Language and tone</td>
<td>Adopt a strengths-based approach and celebrate nonclinical aspects of personhood such as likes, aspirations, strengths, and achievements</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Language and tone</td>
<td>Cultural competence</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Language and tone</td>
<td>Clear, casual, unambiguous, and consistent language that avoids clinical jargon and loaded terms</td>
<td>Competence and relatedness</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Ease of integration with other apps and technologies (eg, health apps or convenient authentication methods)</td>
<td>Competence</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Mobile integration as young people do not use email or computers frequently</td>
<td>Autonomy and competence</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>Industrial-grade data security</td>
<td>Autonomy</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>Fine-grained (individual level) data sharing functionality</td>
<td>Autonomy</td>
</tr>
</tbody>
</table>

Often, participant recommendations seemed to contradict each other at the surface level. For example, we observed tensions within participant recommendations on language, with an emphasis on increasing understanding (eg, by using clinically accepted terms and providing definitions when needed) conflicting with an emphasis on using casual, simple, and nonloaded language. Similarly, the focus on ease of use (by presenting information clearly and in a manner that is not overwhelming) superficially conflicted with the desire to have access to contextualizing information as well as the desire to improve representation by increasing the number of psychosocial domains represented on the dashboard of results. When this contradiction was raised, participants proposed the solution of giving users the ability to customize their own user experience and make it as simple, or as complex, as they liked. Under self-determination theory, this solution would allow each user to satisfy their needs for autonomy, competence, and relatedness at an individual level.

However, although many contradictions were solved in a way that was acceptable to our participants on an individual level, some solutions raise implications on the service level. For example, an overarching recommendation from the workshops that participants overwhelmingly agreed on was the desired ability to provide more nuanced information about oneself via free text. On the service level, however, this solution would raise implications for, and potentially conflict against, clinical safety protocols unless the free-text fields were moderated and constantly monitored (on a 24-hour basis) for any indication of suicide risk. Currently, the role of this moderator would most practically be filled by a health professional employed at the service, a human resource allocation luxury many publicly funded mental health services do not have. Although it is important to adhere to clinical safety protocols, this situation is an example of a dilemma faced by decision makers where design practices that can best serve the intended user base are disincentivized by the wider public health and medical research systems, resulting, in some respects, in a lower-quality HIT.
The complexities and often contradicting incentives in the public health and medical research spheres can have the effect of frustrating progress in what should be the shared aim of improving public health outcomes. In such cases, marginalized populations that face multiple compounding barriers to access to quality care are the ones that are the most adversely affected, particularly in acute, abnormal situations such as natural disasters or a global pandemic [51]. To achieve the most impact, HIT solutions and software development resources should directly solve problems such as this that disproportionately impact marginalized populations. For example, one method of overcoming this problem could be to automate content moderation via natural language processing [52].

**Designing for Culturally Diverse Groups**

The findings of this study suggest that although culturally diverse groups have specific concerns about design (eg, affirmation of diversity in sexual preference and gender identity and the provision of multiple language options), their needs fall broadly within universal design principles. For example, our LGBTQIA+ participants wanted a way to display their sexuality and pronouns alongside their dashboard of results. In addition to being able to represent themselves more fully, this would also increase their comfort levels with their health professional as they would not have to directly disclose this information face-to-face. The psychosocial context behind our participants’ recommendations is crucial and cannot be divorced from the recommendations themselves without running the risk of developing solutions that could alienate the culturally diverse groups from which they hail. For this reason, we have synthesized our findings into general rather than specific recommendations.

**Textbox 1.** General recommendations on designing health information technologies for mental health based on self-determination theory.

<table>
<thead>
<tr>
<th>1. Identify the purpose of the health information technology (HIT) and the mechanisms through which it achieves its aims</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Consider how the HIT can fulfill users’ basic needs of autonomy, competence, and relatedness through providing perceptions of control, usability, and affirmation:</td>
</tr>
<tr>
<td>- Control includes the ability to control user experience as well as the ability to control user data</td>
</tr>
<tr>
<td>- Usability includes ease of use and understanding, the provision of meaningful guidance, and ease of integration into daily life (eg, interoperability)</td>
</tr>
<tr>
<td>- Affirmation includes users feeling both valued and included within the target user base</td>
</tr>
<tr>
<td>3. Consider the possible barriers to adopting the HIT, including access and use, from all potential user groups</td>
</tr>
<tr>
<td>4. Consider how to design the HIT to directly address as many adoption barriers as possible while still preserving perceptions of control, usability, and affirmation</td>
</tr>
</tbody>
</table>

Adoption barriers that this study and previous research have identified include young people’s lack of easy access to personal computers [53] as well as poor internet connectivity in many nonurban parts of Australia [54]. HIT designers should be aware of inequalities and how they compound and not perpetuate them. For example, they should neither enable discrimination nor systematically exclude groups of users who may not have adequate internet connectivity or reading level. Compassionate design that puts these barriers at the forefront of consideration is required to ensure that technologies can be accessed by all. Our study results underscore the importance of user testing to confirm that the technology satisfies their needs and to identify potential barriers that may prevent them from accessing these technologies.

**Limitations**

A limitation of this study was that the researchers did not exclusively advertise to and recruit participants from the populations of interest within this study (Aboriginal and Torres Strait Islander people, LGBTQIA+ people, and CALD people in nonurban areas). Instead, all young people attending headspace (aged between 12 and 25 years), headspace staff, and supportive others were invited to participate in the workshops. Therefore, although participants who identified as being of these populations were present at workshops, the data collected cannot be exclusively attributed to these populations. Future research should consider recruiting participants exclusively from these populations and provide appropriate support to ensure comfort in communication (eg, an Aboriginal or Torres Strait Islander person to facilitate the workshop tailored to that population). Artifacts from the headspace Dubbo workshop (annotated screenshots and drawings of technology prototypes) were not included in the analysis for this study, but all researcher-scribed notes were included.

Our inclusion criteria would also have excluded CALD participants who were not proficient in English. Hence, our study results cannot be fully generalized to CALD communities. As mentioned above, future research should recruit exclusively from CALD populations and provide appropriate support (eg, by conducting workshops in participants’ native language or providing a translator).
Furthermore, our workshops included a mixed group of participants (young people, their supportive others, and health professionals). This gave facilitators the opportunity to address tensions and potential contradictions in what each of these groups wanted from an HIT for mental health. However, although workshop facilitators did their best to encourage open discussion, the implicit power difference among these groups could have discouraged this from participants belonging to less socially powerful groups (e.g., young people). Similarly, workshops were not audiorecorded or videorecorded to facilitate discussion. However, this limited the details on which scribe notes could be taken.

Finally, these insights arise from a relatively narrow (though important) source, namely, representative end users, including young people, health professionals, and supportive others (our participants), further interpreted through the lens of independent knowledge translators (2 young Australian women) and mental health researchers (the authors). Although these groups have their own spheres of expertise, they are not the only important perspectives in the design of HITs for mental health. There are other considerations to account for in the design of such technologies, particularly in terms of specialist detail in user experience design, security, governance, and software engineering. As a result, the findings of this study should be taken as informed recommendations for how similar HITs can be structured as well as a validation of existing ideas only.

Conclusions
Recent research has underscored the importance of iteratively testing the acceptability of HITs with the target end user population [25,33]. Through a series of co-design workshops, this study sought to extend the scope of our previous research from urban and nonurban Australian adolescents to include culturally diverse populations in nonurban areas of Australia. Although we identified several barriers and preferences specific to these populations in our co-design workshops, our results support the application of theory-based design of HITs (e.g., self-determination theory) to develop user experiences that fulfill the universal basic psychological needs of autonomy, competence, and relatedness, through providing perceptions of control, usability, and affirmation. Deeper reflection on our findings also reveals the inherent tensions and difficulties in balancing the multiple, sometimes contradicting requirements of mental health technology stakeholders, including, but not limited to, health professionals, regulatory bodies, individual users, service managers, and best practice of the software development industry.
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Abstract

Background: Despite decreasing prevalence over the last several decades, cigarette smoking remains the leading cause of preventable death and disease, underscoring the need for innovative, effective solutions. Pivot is a novel, inclusive smoking cessation program designed for smokers along the entire spectrum of readiness to quit. Pivot leverages proven methods and technological advancements, including a personal portable breath carbon monoxide sensor, smartphone app, and in-app text-based coaching. We previously reported outcomes from the end of active Pivot program participation in 319 adult smokers. Herein, we report longer-term follow up in this cohort.

Objective: The aim of this study was to assess and report participant outcomes 3 months after completion of Pivot, including smoking behavior, quit rates, continuous abstinence rates and durability, and predictors of abstinence.

Methods: This prospective remote cohort study included US-based cigarette smokers aged 18 to 65 years who smoked ≥ 5 cigarettes per day (CPD). Three months after completion of active participation in Pivot, final follow-up data were collected via an online questionnaire. Outcomes included smoking behavior (CPD and quit attempts), self-reported quit rates (7- and 30-day point prevalence abstinence [PPA]), and continuous abstinence rates (proportion who achieved uninterrupted abstinence) and duration. Exploratory regression analyses were performed to identify baseline characteristics associated with achievement of 7-day PPA, 30-day PPA, and continuous abstinence.

Results: A total of 319 participants completed onboarding (intention-to-treat [ITT]); 288/319 participants (90.3%) completed follow up (completers) at a mean of 7.2 (SD 1.2) months after onboarding. At final follow up, CPD were reduced by 52.6% (SE 2.1; P<.001) among all 319 participants, and most completers (152/288, 52.8%) reduced their CPD by at least 50%. Overall, most completers (232/288, 80.6%) made at least one quit attempt. Quit rates increased after the end of Pivot; using ITT analyses, 35.4% (113/319) achieved 7-day PPA and 31.3% (100/319) achieved 30-day PPA at final follow up compared with 32.0% (102/319) and 27.6% (88/319), respectively, at the end of Pivot program. Continuous abstinence was achieved in about a quarter of those who onboarded (76/319, 23.8%) and in most who reported 30-day PPA at the end of Pivot (76/88, 86.4%), with a mean abstinence duration of 5.8 (SD 0.6) months. In exploratory regression analyses, lower baseline CPD, more positive baseline attitudes reflecting higher self-efficacy (higher confidence to quit and lower perceived difficulty of quitting), and higher education were associated with achieving abstinence.

Conclusions: This study provides the first longer-term outcomes of the Pivot smoking cessation program. At final follow up, quit rates increased and continuous abstinence was favorable; the majority who achieved abstinence at the end of Pivot sustained abstinence throughout follow up. Decreases in CPD persisted and most participants made a quit attempt. Overall, final follow-up
outcomes were stable or improved when compared to previous outcomes from the end of the program. These findings validate earlier results, and suggest that Pivot is an effective and durable solution for smoking cessation.

**Trial Registration:** ClinicalTrials.gov NCT03295643; https://clinicaltrials.gov/ct2/show/NCT03295643

**KEYWORDS**
smoking cessation; digital health; smartphone; digital sensor; carbon monoxide; breath sensor; biofeedback; mobile apps; health promotion; app

**Introduction**

**Background**

Tobacco use, primarily through cigarette smoking, is the leading cause of preventable disease, disability, and mortality in the United States [1]. Although smoking has declined over the last several decades, it remains a significant public health problem; in 2019, 14.0% of US adults (34.1 million people) were still current cigarette smokers [2].

Quitting smoking is one of the most important steps one can take for their health and can add as much as a decade to life expectancy; accordingly, most smokers (approximately 70%) want to quit [3,4]. Proven smoking cessation treatments include behavioral counseling and pharmacotherapy, which are now widely available. Use of these evidence-based approaches increases the rate of quitting by at least 40% [5-8]. However, use remains low, with less than one-third of smokers using any proven cessation treatments (eg, behavioral counseling, medication). As a result, most quit attempts are unassisted and more than 90% of these attempts are unsuccessful [4].

With room to expand and improve treatment options, the last decade has seen novel approaches to smoking cessation, including mobile and web-based options. A 2019 meta-analysis by Whittaker et al [9] assessed phone text messaging and app-based interventions for smoking cessation. In an assessment comprising 13 studies with 14,133 participants, the authors reported that automated text messaging interventions were more effective than minimal smoking cessation support (relative risk [RR] 1.54, 95% CI 1.19-2.00; I²=71%). The authors also assessed five studies comprising 3079 participants, comparing a smoking cessation smartphone app with lower-intensity smoking cessation support (either a lower-intensity app or nonapp minimal support). This assessment provided no evidence that smartphone apps improved the likelihood of smoking cessation (RR 1.00, 95% CI 0.66-1.52; I²=59%), but the authors noted that the evaluated evidence was of very low certainty due to inconsistency and imprecision, highlighting the need for more randomized controlled trials (RCTs) in this area. More recently, Bricker et al [10] performed an RCT comparing an acceptance and commitment therapy–based smoking cessation smartphone app (iCanQuit, n=1214) with a United States Clinical Practice Guideline (USCPG)-based app (QuitGuide, n=1201). At 12 months after randomization, iCanQuit participants had 1.49 times higher odds of quitting smoking compared with that of QuitGuide participants (28.2%, 293/1040 vs 21.1%, 225/1067; odds ratio [OR] 1.49, 95% CI 1.22-1.83; P<.001).

The Pivot program is a novel digital health intervention for smoking cessation that seeks to expand on these previous findings with respect to both intervention design and associated outcomes. Pivot comprises a multiphase mobile app, as well as the first Food and Drug Administration (FDA)-cleared personal carbon monoxide (CO) breath sensor, and dedicated human coaching delivered through in-app text messaging. Pivot is designed for individuals with varying levels of readiness to quit, and is based on the USCPG for treating tobacco use and dependence.

A prospective cohort study evaluated outcomes in 319 adult smokers who underwent the Pivot program (intention to treat [ITT] cohort); 272 (85.3%) participants completed the end-of-Pivot questionnaire (completer cohort) [11]. The study included individuals along the spectrum of readiness to quit; at study entry, the majority of participants (66.5%, 212/319) were not planning on quitting smoking in the next 30 days. Participant engagement, changes in attitudes toward quitting smoking, and changes in smoking behavior during and at the end of the Pivot program (mean 4.1, SD 1.4 months after enrollment) were assessed. Participants had a mean of 12.4 (SD 7.1) weeks of active program engagement, defined as at least one of the following per week: completing a breath sample; logging a cigarette; starting or completing a daily activity, challenge, or check-in; or messaging one’s coach. Repeated-measures linear mixed-model analyses demonstrated positive changes in attitudes at the end of the prequit portion of the program, with increased confidence to quit (4.2 to 7.4, P<.001) and decreased expected difficulty in maintaining quit (3.1 to 6.8, P<.001). The quit attempt rate (ie, those making ≥1 quit attempt lasting ≥1 day) was 79.4% (216/272, completer analysis). At the end of Pivot, 7-day point prevalence abstinence (PPA) rates were 32.0% (102/319, ITT analysis) and 37.5% (102/272, completer analysis); 30-day PPA rates were 27.6% (88/319, ITT) and 32.4% (88/272, completer). Moreover, 30-day PPA rates were comparable among those ready and not ready to quit in the next 30 days at baseline. Of those not achieving abstinence, 25.9% (44/170, completer) achieved ≥50% reduction in cigarettes per day (CPD) at the end of the Pivot program.

Although these data are encouraging, there is an ongoing need to assess the durability of short-term results, and thereby establish longer-term outcomes in novel smoking cessation programs such as Pivot.

**Objectives**

This report focuses on participant outcomes 3 months after the completion of Pivot, including smoking behavior, quit rates,
continuous abstinence rates and durability, and predictors of abstinence.

**Methods**

**Study Design**
This was a prospective, open-label single-arm cohort study performed with institutional review board (IRB) approval. The study was performed remotely on an ambulatory basis. Study participants participated in the Pivot program and completed online study questionnaires. A detailed description of the study methodology was previously provided, with initial focus on outcomes at the end of active participation in Pivot [11].

**Consent and Ethical Approval**
All participants provided electronic informed consent before participation. The study was reviewed and approved by Solutions IRB (protocol number 2017/09/22) and was registered with ClinicalTrials.gov (NCT03295643).

**Pivot Program**
Pivot is a self-paced, comprehensive digital smoking cessation solution that includes an over-the-counter CO breath sensor, the multiphase Pivot mobile app, and human coaching delivered one-on-one through in-app text messaging [11].

Pivot Breath Sensor is a personal interactive FDA-cleared device that measures CO in exhaled breath. In line with wearable devices, the CO breath sensor provides real-time personal biometric data to users, enabling them to link their smoking behavior and CO values and track their progress in reducing or quitting smoking. This leverages the findings of several published studies [12-15] as well as expert opinion [16,17], which suggest that personal CO breath sample data can be educational and motivational, and may lead to changes in attitudes toward quitting and smoking behavior. To that end, the CO breath sensor is incorporated in the Pivot program as an engagement tool, with the intention that users will find their expired CO values informative and motivational.

In the multiphase Pivot app, participants could log cigarettes, follow trends in their CO values, complete educational and preparatory activities, set a quit date, make a quit plan, undertake short-term practice quits, learn about FDA-approved cessation medications, complete daily check-ins upon quitting smoking, and communicate with their coach.

Coaching was undertaken through asynchronous in-app text messaging, thus allowing participants to respond to coach-initiated contact or to initiate contact with their coach whenever it was convenient for them. Pivot coaches are trained specialists in tobacco cessation. The coach and Pivot participant are paired for the duration the participant is in Pivot to foster rapport and continuity. Coach-initiated contact included outreach 3 times a week from entry through the first 30 days after the quit date, once per week for the next 30 days, and then every other week for the last 30 days. Participants could initiate contact with their coach as frequently as desired.

The Pivot program’s foundation is evidence-based and applies the USCPG-recommended “5 As” (Ask, Advise, Assess, Assist, and Arrange); tailors to one’s readiness to quit smoking [18]; encourages the use of FDA-approved pharmacotherapy [18-21]; uses effective methods and supportive theories for smoking cessation (e.g., motivational interviewing, cognitive behavioral therapy, and self-determination theory) [18,22-24]; and provides behavioral counseling through a live, dedicated coach [6,18,21,25].

**Eligibility**
To be eligible for participation, individuals had to meet all of the following eligibility criteria: 18-65 years of age, English-speaking, smoke ≥5 CPD, own and use a smartphone that is compatible with the Pivot app and breath sensor software (iPhone 5 and above, operating system iOS 9.0 and above, or Android operating system 4.4 and above), be employed for ≥20 hours a week, and live in the United States. Although we aim for broad availability of Pivot through multiple channels such as private and public insurers, direct-to-consumer, and not-for-profit foundations, at the time this study was performed, Pivot was initially only available to individuals through their employers (self-insured employers or employee wellness programs). As such, the employment requirement was applied to assess Pivot in individuals closely aligned with Pivot’s initial user population.

**Study Procedure**
Study participants completed an online screening form, a screening phone call, electronic informed consent, web registration, and the baseline electronic questionnaire. They were mailed the breath sensor, which they set up independently using the labeling. Technical support was available as needed. Participants were assigned a coach with whom they worked for the duration of their participation in Pivot. Over the entire study, participants were compensated US $10 to $50 per completed study questionnaire and US $50 for returning the CO breath sensor for up to a total of US $315, using Visa gift cards. Specifically, for this follow-up portion of the study, participants were compensated US $50 for completing the final study questionnaire and US $50 for returning Pivot Breath Sensor if they had not yet done so. Compensation was not associated with use of the various components of Pivot, level of engagement, or smoking/quitting status.

**Data Collection**
Data were collected electronically through participant input in the Pivot online registration form, Pivot app, and online questionnaires. Study data were imported directly into a secure database (PostgreSQL, PostgreSQL Global Development Group).

**Outcomes**
Outcomes from this follow-up phase of the study focus on smoking behavior, quit rates, continuous abstinence rates and duration, and predictors of abstinence. For smoking behavior, outcomes include CPD and quit attempts. A quit attempt was defined as going at least 1 day without smoking cigarettes, even a single puff. Quit rates were self-reported and include 7- and 30-day PPA. Participants were considered to have achieved 7-day (30-day) PPA if they answered “no” to the following question: “In the last 7 (30) days have you smoked any..."
cigarettes, even a single puff?” As the Pivot program has no face-to-face contact, and data collection is achieved through remote means using the app and electronic questionnaires, biochemical verification of smoking status was not pursued in accordance with previous recommendations [26].

Although not listed as a preregistered outcome on Clinicaltrials.gov, we also evaluated continuous abstinence. The rationale for including continuous abstinence was to enhance the ability to compare outcomes in this study to those in other studies, to include an outcome that was a closer proxy for lifelong abstinence than PPA, and to include an outcome that was temporally closer to the Pivot program intervention than PPA [27]. Continuous abstinence includes the proportion of participants who achieved uninterrupted abstinence; a conservative definition was applied in which there was no grace period after the onset of abstinence, and any smoking (even a single puff) precluded designation of continuous abstinence. To be considered continuously abstinent, one had to report 30-day PPA on the end-of-Pivot questionnaire, 30-day PPA on the final questionnaire, and indicate a duration of abstinence that was equal to or greater than the number of days between the two questionnaires plus an additional 30 days. The average duration of abstinence is reported in those who achieved continuous abstinence. Finally, exploratory regression analyses were performed to identify the baseline characteristics associated with achievement of 7-day PPA, 30-day PPA, and continuous abstinence on the final questionnaire.

All participants were sent the end-of-Pivot and final follow-up questionnaires, regardless of their progress or completion status in the Pivot program.

Sample Size

Sample size was previously addressed [11]. A previous evaluation showed that attitudes toward quitting (motivation to quit, confidence to quit) are meaningful predictors of quit attempts [28]. On the basis of a previous assessment of 41 individuals using the first stage of Pivot (Explore), we estimated that the mean change in ratings assessing attitudes toward quitting (confidence to quit and expected difficulty maintaining quit) would be ≥1 (SD 4) just before reaching the Quit stage of the program [29]. On the basis of these estimates, there was 80% power to detect a significant difference in these ratings with a sample size of 101. As this was an initial study of the complete Pivot program, and in the context of known high attrition rates with mobile health apps [30-32], we applied conservative retention estimates drawn from other similar studies. Specifically, the target enrollment of 310 was estimated to yield at least 100 participants still engaged at the end of the Pivot program. The study enrolled 319 participants (ITT cohort) and 288 participants completed the final follow-up questionnaire (completer cohort).

Analyses

Changes in CPD were assessed from baseline to the final follow-up questionnaire. Participants served as their own controls, and comparisons were made to no change. To evaluate changes in CPD, repeated-measures linear mixed-model analyses were performed using a compound symmetric correlation matrix to model the repeated measures within participants. Because these measurements were taken at the same point in the study (not necessarily after the same amount of time, as progression through Pivot is self-paced), study stage (baseline vs final follow up) was used as a surrogate for time. To make specific comparisons across time, F statistics were computed using the results from the model.

Analyses were conducted to calculate the mean (SD) for normally distributed variables for actual data or mean (SE) for modeled data. Median (IQR) values were used in instances of non-normally distributed variables. A paired one-sample t test was used for numeric data. The Fisher exact or \( \chi^2 \) test was used for comparisons of categorical data. The McNemar test was used for two-category match-paired data. Cohen \( \kappa \) statistic was used for three-category match-paired data.

In the assessment of quit rates (PPA), two sets of analyses were performed. In the ITT analysis, individuals who did not respond to PPA questions were assumed to be smoking. A study completer analysis was also performed, which only included individuals who completed the final follow-up questionnaire. Participants were sent the final follow-up questionnaire regardless of whether or not they completed the Pivot program. For additional assessments performed at the end of the study (quit attempts, proportion who reduced CPD by at least 50%), a study completer analysis was performed. This analysis approach comports with previous reports assessing app-based digital cessation programs [33,34].

We performed exploratory post-hoc analyses using univariate logistic regression to explore associations between baseline characteristics and smoking behavior outcomes. We evaluated each independent baseline variable as a predictor in a separate model, with the binary outcomes of 7-day PPA, 30-day PPA, and continuous abstinence. We then performed multivariate logistic regression using forward selection of baseline variables with the binary outcomes of 7-day PPA, 30-day PPA, and continuous abstinence. Analyses were conducted using SAS Version 9.4 (SAS Institute, Cary, NC). Statistical significance was set at \( P < .05 \).

Results

Enrollment and Questionnaire Completion

A total of 319 participants completed onboarding and comprised the ITT cohort. At the end of active participation in Pivot, at a mean of 4.1 (SD 1.4) months after enrollment, 85.3% (272/319) of the participants completed the post-Pivot questionnaire [9]. At the end of the final follow-up period (3 months after completion of Pivot), at a mean of 7.2 (SD 1.2) months after enrollment, 90.3% (288/319) of participants completed the final follow-up questionnaire, who comprise the study completers cohort in this report. Study enrollment and attrition are depicted in the participant flow diagram shown in Figure 1.
Baseline Characteristics

The study sample comprised 57.7% (184/319) women, had a mean age of 42.8 (SD 10.2) years, smoked a mean of 17.7 (SD 7.6) CPD at baseline, and had been smoking for a mean of 26.4 (SD 10.7) years. Participants represented 47 of the 50 US states; North Dakota, Nevada, and Arkansas were not represented. At baseline, 33.5% (107/319) of participants indicated that they were seriously thinking of quitting smoking in the next 30 days, 63.0% (201/319) indicated they were seriously thinking of quitting in the next 6 months, and 3.5% (11/319) indicated they were not thinking of quitting smoking. On average, participants had made 2.1 (SD 3.3) quit attempts over the past 12 months.

Smoking Behavior

Repeated-measures linear mixed-model analysis was performed with estimated final follow-up CPD values compared with baseline. There was an estimated 52.6% (SE 2.1) reduction in
CPD at final follow up ($P<.001$), which persisted from the end of Pivot. Table 1 details the CPD at baseline, the end of Pivot, and at final follow up.

Among those who completed the final follow-up assessment, most (152/288, 52.8%) reduced their CPD by ≥50%.

Focusing on the study completers who did not achieve at least 7-day PPA at final follow up (n=175), CPD decreased by 22.7% (SD 37.0), and 22.3% (39/175) reduced their CPD by ≥50%.

As reported previously, among the 170 participants who completed the end-of-Pivot questionnaire and did not achieve abstinence, 25.9% (44/170) achieved ≥50% reduction in CPD. Of these participants, 95.5% (42/44) completed final follow up, at which time 66.7% (28/42) reported 7-day PPA or ≥50% reduction in CPD. Specifically, 26.2% (11/42) achieved 7-day PPA (16.7%, 7/42 also achieved 30-day PPA) and 40.5% (17/42) did not achieve PPA but reported ≥50% reduction in CPD.

Overall, most completers (232/288, 80.6%) reported making at least one quit attempt during the study with an average of 2.9 (SD 3.7) quit attempts made per participant.

### Table 1. Changes in cigarettes per day (CPD) based on the linear mixed model (N=319).

<table>
<thead>
<tr>
<th>Time point</th>
<th>CPD</th>
<th>Change in CPD vs baseline</th>
<th>Percent change in CPD vs baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SE)</td>
<td>$P$ value$^a$</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Baseline</td>
<td>17.7 (0.43)</td>
<td>N/A$^b$</td>
<td>N/A</td>
</tr>
<tr>
<td>End of Pivot</td>
<td>8.0 (0.45)</td>
<td>$&lt;.001$</td>
<td>-9.7 (0.42)</td>
</tr>
<tr>
<td>Final follow up</td>
<td>8.5 (0.44)</td>
<td>$&lt;.001$</td>
<td>-9.2 (0.41)</td>
</tr>
</tbody>
</table>

$^a$Compared to baseline.

$^b$N/A: not applicable.

### Quit Rates

Quit rates increased from the end of Pivot to final follow up. Specifically, at final follow up, 35.4% (113/319) achieved 7-day PPA and 31.3% (100/319) achieved 30-day PPA using ITT analysis. These rates increased from those obtained at the end of Pivot, when the 7-day PPA was 32.0% (102/319) and the 30-day PPA was 27.6% (88/319).

Similarly, at final follow up, 39.2% (113/288) achieved 7-day PPA and 34.7% (100/288) achieved 30-day PPA, using the study completer analysis. These rates increased from those obtained at the end of Pivot, when the 7-day PPA was 37.5% (102/272) and the 30-day PPA was 32.4% (88/272).

Assessing only the 265 participants who completed both the end-of-Pivot and final follow-up questionnaires, 41.5% (110/265) achieved 7-day PPA and 37.0% (98/265) achieved 30-day PPA. Among the 23 participants who did not complete the end-of-Pivot questionnaire but did complete the final follow up, 20 were still smoking, 1 reported 7-day PPA, and 2 reported 30-day PPA (as well as 7-day PPA) at final follow up (Figure 2).

Of the 88 participants who achieved 30-day PPA at the end of Pivot, 92.0% (81/88) reported 30-day PPA at final follow up.

From the end of Pivot to final follow up, there were 23 newly abstinent participants. Specifically, among the 217 participants who had not achieved at least 7-day PPA at the end of Pivot, 10.6% (23/217) reported abstinence at final follow up. Focusing on these 23 individuals, 15 achieved 30-day PPA (as well as 7-day PPA) and 8 achieved 7-day PPA (Figure 2).

Using all available data, 42.0% (134/319, ITT) achieved 7-day PPA and 35.4% (113/319, ITT) achieved 30-day PPA at some point during the study.
Continuous Abstinence

Continuous abstinence was reported in 76 participants. Table 2 details continuous abstinence rates in various study subgroups.

Among all study participants, approximately a quarter achieved continuous abstinence. Among those who completed the final follow-up questionnaire, just over a quarter achieved continuous abstinence. Focusing on participants who made at least one quit attempt, nearly a third achieved continuous abstinence. Focusing on participants who reported 30-day PPA at the end of Pivot, the continuous abstinence rate was very high. The mean duration of continuous abstinence in this group was 5.8 (SD 0.6) months.

Table 2. Continuous abstinence rates in various study subgroups.

<table>
<thead>
<tr>
<th>Study subgroup</th>
<th>N</th>
<th>Continuous abstinence rate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrolled (intention to treat)</td>
<td>319</td>
<td>76 (23.8)</td>
</tr>
<tr>
<td>Completed final follow-up questionnaire (completers)</td>
<td>288</td>
<td>76 (26.4)</td>
</tr>
<tr>
<td>Made at least one quit attempt</td>
<td>232</td>
<td>76 (32.8)</td>
</tr>
<tr>
<td>Achieved 30-day point prevalence abstinence at the end of Pivot</td>
<td>88</td>
<td>76 (86.4)</td>
</tr>
</tbody>
</table>

Predictors of Abstinence

Focusing on all 319 participants who enrolled in the study, exploratory univariate regression analyses were performed to examine associations between participant baseline variables and final follow-up achievement of 7-PPA, 30-day PPA, and continuous abstinence; results are detailed in Table 3.

Lower baseline CPD, higher confidence to quit, and lower perceived difficulty maintaining quit were associated with an increased likelihood of achieving 7-day PPA, 30-day PPA, and continuous abstinence. Non-White Hispanic/Latino/Latina/Spanish origin was associated with a higher likelihood of achieving 7-day PPA, 30-day PPA, and continuous abstinence; however, this association should be considered with caution due to the low number of participants in this category (15/319, 4.7%).
Focusing specifically on the 88 participants who achieved 30-day PPA at the end of Pivot, exploratory univariate regression analyses were performed to examine associations between participant baseline variables and final follow-up achievement of continuous abstinence. None of the evaluated baseline variables was found to be associated with continuous abstinence.

In multivariate regression analyses, lower baseline CPD (OR 0.96, 95% CI 0.93-0.99; \(P=.02\)), lower perceived difficulty maintaining quit (OR 1.13, 95% CI 1.03-1.24; \(P=.01\)), and higher education (OR 1.72, 95% CI 1.01-2.94; \(P=.047\)) were associated with an increased likelihood of achieving 7-day PPA. Lower perceived difficulty maintaining quit (OR 1.18, 95% CI 1.04-1.33; \(P=.01\)) was associated with achieving 30-day PPA. Lower perceived difficulty maintaining quit (OR 1.13, 95% CI 1.02-1.26; \(P=.02\)) and higher confidence to quit (OR 1.12, 95% CI 1.01-1.26; \(P=.04\)) were associated with achieving continuous abstinence. Finally, no baseline variables were predictive of continuous abstinence.

---

<table>
<thead>
<tr>
<th>Baseline variable</th>
<th>N</th>
<th>7-day PPA(^a)</th>
<th>30-day PPA</th>
<th>Continuous abstinence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OR(^b) (95% CI)</td>
<td>(P) value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age</td>
<td>319</td>
<td>0.99 (0.97-1.01)</td>
<td>.33</td>
<td>0.98 (0.96-1.00)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>135</td>
<td>1 [Reference]</td>
<td>N/A(^d)</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Female</td>
<td>184</td>
<td>1.39 (0.87-2.23)</td>
<td>.17</td>
<td>1.30 (0.80-2.11)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>264</td>
<td>1 [Reference]</td>
<td>N/A</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>4</td>
<td>0.66 (0.07-6.39)</td>
<td>.72</td>
<td>0.78 (0.08-7.62)</td>
</tr>
<tr>
<td>Asian</td>
<td>5</td>
<td>0.49 (0.05-4.46)</td>
<td>.53</td>
<td>0.59 (0.06-5.32)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>22</td>
<td>1.36 (0.56-3.31)</td>
<td>.50</td>
<td>1.09 (0.43-2.78)</td>
</tr>
<tr>
<td>Hispanic/Latino/Latina/Spanish origin</td>
<td>15</td>
<td>3.93 (1.31-11.9)</td>
<td>.02</td>
<td>3.51 (1.21-10.20)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>2</td>
<td>1.97 (0.12-31.8)</td>
<td>.63</td>
<td>2.34 (0.15-37.90)</td>
</tr>
<tr>
<td>Other race, ethnicity, or origin</td>
<td>7</td>
<td>0.79 (0.15-4.14)</td>
<td>.78</td>
<td>0.94 (0.18-9.90)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or greater</td>
<td>96</td>
<td>1 [Reference]</td>
<td>N/A</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Less than bachelor’s degree</td>
<td>223</td>
<td>1.60 (0.95-2.70)</td>
<td>.08</td>
<td>1.44 (0.84-2.45)</td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>173</td>
<td>0.79 (0.50-1.27)</td>
<td>.33</td>
<td>0.77 (0.47-1.25)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>10</td>
<td>1.08 (0.29-4.00)</td>
<td>.91</td>
<td>0.81 (0.20-3.28)</td>
</tr>
<tr>
<td>Cigarettes per day</td>
<td>319</td>
<td>0.96 (0.93-0.99)</td>
<td>.01</td>
<td>0.97 (0.94-1.00)</td>
</tr>
<tr>
<td>Years smoking</td>
<td>319</td>
<td>0.99 (0.97-1.01)</td>
<td>.44</td>
<td>0.98 (0.96-1.01)</td>
</tr>
<tr>
<td>Quit attempts in last 12 months</td>
<td>319</td>
<td>1.03 (0.97-1.11)</td>
<td>.33</td>
<td>1.04 (0.97-1.11)</td>
</tr>
<tr>
<td>Stage of change</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, within the next 30 days</td>
<td>107</td>
<td>1 [Reference]</td>
<td>N/A</td>
<td>1 [Reference]</td>
</tr>
<tr>
<td>Yes, within the next 6 months</td>
<td>201</td>
<td>0.88 (0.54-1.43)</td>
<td>.59</td>
<td>0.96 (0.58-1.60)</td>
</tr>
<tr>
<td>No, not thinking of quitting</td>
<td>11</td>
<td>0.96 (0.26-3.48)</td>
<td>.95</td>
<td>1.23 (0.34-4.48)</td>
</tr>
<tr>
<td>Confidence to quit</td>
<td>319</td>
<td>1.11 (1.02-1.21)</td>
<td>.02</td>
<td>1.11 (1.02-1.21)</td>
</tr>
<tr>
<td>Perceived difficulty maintaining quit</td>
<td>319</td>
<td>1.14 (1.04-1.25)</td>
<td>.004</td>
<td>1.18 (1.08-1.30)</td>
</tr>
</tbody>
</table>

\(^a\)PPA: point prevalence abstinence.
\(^b\)OR: odds ratio.
\(^c\)\(P\) values are based on 95\% Wald confidence limits.
\(^d\)N/A: not applicable.
\(^e\)—: No participants in this category.
continuous abstinence among the 88 individuals who achieved 30-day PPA at the end of Pivot.

**Discussion**

**Principal Findings**

The present report details longer-term follow-up outcomes from a prospective cohort study of 319 adult smokers who underwent the Pivot smoking cessation program. These outcomes, from a mean of 7.2 (SD 1.2) months postenrollment, focus on smoking behavior, quit rates via PPA, continuous abstinence rates and duration, and predictors of abstinence. To our knowledge, this is the first study assessing longer-term outcomes in a mobile smoking cessation program such as Pivot, which includes biofeedback via a personal portable CO breath sensor, education and guidance through a smartphone app, and support through text-based human coaching. At final follow up, CPD were reduced by approximately half, most participants had made a quit attempt, quit rates had increased from the end of the Pivot program, and approximately a quarter of participants achieved continuous abstinence. Regression analyses showed that lower CPD, attitudes toward quitting reflecting higher self-efficacy, and higher education level were associated with achieving abstinence. Overall, final follow-up outcomes persisted or improved when compared to previous outcomes from the end of the Pivot program.

**Specific Findings**

**Scope for Comparison**

Comparison with other studies is limited due to the novelty of digital smoking cessation programs that comprise a smartphone app, human-delivered text-based coaching, and a personal biofeedback device. In addition, among the few studies that did include smoking cessation interventions comparable to Pivot, differences in study design or population are significant enough to make comparison challenging. Taking these factors into consideration, we review the outcomes of our study with others below, with consideration of studies that employed a smoking cessation intervention similar to Pivot, expanding the assessment to include a broader group of digital smoking cessation interventions, and finally considering Pivot in the context of different types of smoking cessation interventions.

**CPD Reduction**

At final follow up, participants reduced CPD by 52.6%. Among those who did not achieve PPA, CPD were reduced by 22.7%, and 22.3% (39/175) reduced their CPD by ≥50%. Two additional studies have employed smoking cessation interventions similar to Pivot and included changes in CPD as an outcome. Webb et al [35] performed an RCT in adult smokers in the United Kingdom randomized to a digital therapeutic intervention (treatment, n=265) or very brief advice (control, n=265). The digital therapeutic intervention for smoking cessation comprised a smartphone app delivering cognitive behavioral therapy content, human coaching via phone and in-app chat, craving tools, and tracking capabilities. The control intervention was very brief advice applying the Ask, Advise, Act model. Half of the participants received a personal CO breath sensor that was used to measure their exhaled CO and validate self-reported abstinence. Eligibility criteria included readiness to quit in the next 30 days. Participants had an in-person baseline visit, and then self-reported outcomes via phone or online at 4 weeks after the quit date. Participants set a quit date an average 16 days postrandomization. All participants were offered free nicotine replacement therapy (NRT) for 3 months, which was used by 59.1% (133/225, treatment) and 63.2% (146/231, control) of participants (risk ratio 0.94, 95% CI 0.81-1.08). At 4 weeks post quit date, mean CPD were reduced in those who failed to achieve abstinence by 48.1% in the treatment group and by 48.9% in the control group. The provision of NRT that was used by most participants, the 1-month endpoint that occurred during the active treatment phase of the intervention, and inclusion only of individuals ready to quit smoking in the next 30 days in the Webb study are notable study design differences that likely contribute to differences in CPD reduction from those found in the present study.

The second study that evaluated a smoking cessation intervention similar to Pivot, performed by Krishnan et al [36], was an RCT in which adult smokers in the United States received brief advice along with a personal CO breath sensor and the COach2Quit app (intervention, n=182) or brief advice only (control, n=52). The Coach2Quit app prompted the user to set a quit date, provided reminders to complete two breath samples a day, sent response messages from a text message library to users after breath samples were provided based on their CO results, and provided graphical representation of user CO readings. Eligibility criteria included willingness to set a quit date within 2 weeks of the baseline assessment. Follow-up visits were conducted at 14 days and 30 days from baseline. The median CPD among all participants decreased from 10 at baseline to 5 in the intervention group and to 6 in the control group at 30 days, for an approximate reduction of 40%-50%. This is in range with the 52.6% CPD reduction for all participants found in our study; however, it is unknown if and how CPD reduction changed in the Krishnan study after the active intervention phase.

Looking more broadly at digital health interventions, Garrison et al [37] recently reported results from an RCT comparing the efficacy of 22 days of mobile mindfulness training through the Craving to Quit app with app-based experience sampling (n=143) versus 22 days of app-based experience sampling only (n=182). At 6 months, CPD were reduced but not different between the two groups; the app group reduced CPD by 43.8% (from 16.0, SD 7.1 to 9.0, SD 7.8) and the experience sampling–only group reduced CPD by 45.7% (from 16.2, SD 8.2 to 8.8, SD 9.0). Finally, Alessi et al [38] performed an RCT with 90 participants randomized to usual care and ecological monitoring with abstinence reinforcement (mobile health reinforcement) or without reinforcement (mobile health monitoring). Usual care was 8 weeks of transdermal nicotine and twice-weekly telephone counseling. Ecological monitoring was administered through an interactive voice response system that prompted participants to conduct 1-3 CO breath tests daily, video record the process, and submit the videos. Participants in the abstinence reinforcement group could earn prizes for on-time CO breath tests with CO values consistent with abstinence. At final follow up, participants reduced CPD by 47% (baseline 17.6 to 9.3 CPD)
at 6 months) in the mobile health reinforcement group and by 55% (baseline 20.0 to 9.0 at 6 months) in the mobile health monitoring group.

Overall, assessing the present and aforementioned studies, digital smoking cessation interventions have reported CPD reduction by about half at 6 months. Studies that have assessed interventions similar to Pivot have reported similar reductions achieved earlier, at 1 month; however, the durability of the reduction in these instances is unknown.

**PPA Rates**

PPA between the end of Pivot and final follow up 3 months later increased; using ITT analyses, 35.4% (113/319) achieved 7-day PPA and 31.3% (100/319) achieved 30-day PPA at final follow up, compared to 32.0% (102/319) and 27.6% (88/319), respectively, at the end of the Pivot program.

Comparing our 35.4% final follow-up 7-day PPA rate to other studies with interventions similar to Pivot, Webb et al [35] reported a 44.5% 7-day PPA rate at 1 month. The approximate 35%-45% 7-day PPA range seems within reason when considering that the Webb study included the provision of NRT and required participants to be ready to quit smoking within the next 30 days at enrollment for study eligibility, acknowledging that longer-term data from the Webb study will be informative. Masaki et al [39] performed an RCT of adult smokers recruited from smoking cessation clinics in Japan. Participants were randomized to the intervention, which included a 12-week standard smoking cessation treatment plus the CureApp Smoking Cessation (CASC) system (n=285), or to the control, which consisted of the 12-week standard smoking cessation treatment plus a control app (n=287). The CASC system comprised a smartphone app, paired mobile exhaled CO breath sensor, connected cloud system to upload data, and web-based PC software for physicians. The 12-week standard smoking cessation treatment included five in-person visits with counseling and physician-provided pharmacotherapy of varenicline or nicotine patch. The CASC system and control app were used for 24 weeks. Eligibility criteria included intention to quit smoking immediately. Seven-day PPA at 24 weeks was achieved in 72.3% of the CASC intervention group participants and in 58.2% of the control group participants (P<.01). Considering the 58.2% 7-day PPA rate in the control arm, this high 7-day PPA rate in the CASC intervention arm likely reflects what a program similar to Pivot adds when used as a supplement to a traditional intensive smoking cessation program in individuals ready to quit smoking.

Looking more broadly at outcomes from digital smoking cessation interventions, 7-day PPA at 6 months range from 9.8% to 29.6%, with most falling between 17% and 25% [10,37,38,40,41]. Our higher 7-day PPA rate of 35.4% aligns with expectations considering Pivot’s additional features of the personal breath sensor and coaching.

Focusing on 30-day PPA, 31.3% (100/319) achieved this outcome at final follow up in our study. We did not find comparable data in studies that included interventions similar to Pivot. Broadening the scope to include additional digital smoking cessation interventions, 6-month 30-day PPA outcomes ranged from 12.9% to 21.8%, with an additional study reporting a 26.2% 30-day PPA rate at 8 weeks [10,34,40]. Similar to our expectation, we believe that the additional features of Pivot beyond the app likely contributed to the higher 30-day PPA rate.

**Continuous Abstinence**

Continuous abstinence at final follow up was reported in about a quarter of all participants (76/319, 23.8%) and in about a third of those who made a quit attempt (32.8%, 76/232) in our study. Masaki et al [39] reported that 63.9% of participants achieved continuous abstinence at 6 months. These differences in continuous abstinence likely reflect outcomes when Pivot is used as the sole intervention among smokers who represent the entire spectrum of readiness to quit in contrast to when a Pivot-like program is used as an adjunct to an intensive smoking cessation program among individuals ready to quit smoking. Expanding the scope of studies to the broader category of digital smoking cessation interventions, the rates for continuous abstinence at 6 months range from 4.8% to 19.8%, with most falling between 10% and 16% [37,38,40,42]. Overall, there appears to be a trend reflecting the intensity and comprehensiveness of the intervention, with lower-intensity programs reporting continuous abstinence at 6 months in about 10%-16% of participants, mid-intensity programs such as Pivot reporting continuous abstinence in about a quarter of all participants or a third of participants who make a quit attempt, and high-intensity programs achieving continuous abstinence in over half of participants.

Considering Pivot in the context of different types of smoking cessation interventions, we turn to meta-analyses to provide insight on longer-term outcomes. Whittaker et al [9] published a meta-analysis in 2019 assessing automated mobile phone text messaging and app-based interventions for smoking cessation. Long-term abstinence (defined as smoking cessation at 6 months or longer using the most stringent measure available) was higher in text messaging–based interventions compared to minimal smoking cessation support (13 studies, 14,133 participants; RR 1.54, 95% CI 1.19-2.00; I²=71%). Evaluating both high- and low-intensity text message–based interventions using data pooled from three studies, the authors reported average ≥6-month abstinence rates of 26.6%-27.1%. A similar effect was not seen for comparison of smartphone app interventions to lower-intensity smoking cessation support (5 studies, 3079 participants; RR 1.00, 95% CI 0.66-1.52; I²=59%); however, the authors noted the need for additional data to further assess these interventions, as this particular evaluation comprised 5 studies with many additional studies ongoing at the time of publication.

Matkin et al [43] published a meta-analysis in 2019 on telephone counseling for smoking cessation. In studies that recruited smokers who underwent proactive telephone counseling (ie, counseling that was not delivered through calling a helpline), the counseling increased quit rates (RR 1.25, 95% CI 1.15-1.35; I²=52%; 65 trials, 41,233 participants). The authors reported that based on a control group quit rate of 11%, telephone counseling would produce an absolute increase of 2%-4%, resulting in a ≥6-month quit rate of 13%-15%. In a 2017
meta-analysis, Lancaster et al [6] reported that individual counseling increases the likelihood of cessation compared with less intensive support. Based on pooling 27 trials comprising 11,100 participants, individual counseling, when used independently of pharmacotherapy, was estimated to increase cessation by 40% to 80% after at least 6 months. Assuming a control group quit rate of 7% from a brief intervention, individual counseling would be expected to result in an absolute increase of 3%-5%, yielding a 10%-12% quit rate. Finally, in a 2019 meta-analysis, Hartmann-Boyle et al [5] reported that NRT increased quit rates compared to control, by an amount that depended on the baseline quit rate. For example, for an expected quit rate of 3%-5% in people attempting to quit on their own, NRT might increase the quit rate by 2%-3%. However, if the expected quit rate of a population was 15%, another 8% might be expected to quit with NRT use.

Summarizing these findings from meta-analyses, long-term quit rates for various types of smoking cessation interventions include 10%-15% for telephone or individual counseling alone, 26%-27% for automated text messaging, and 5% to more than 23% for NRT alone (depending on the expected quit rate in the population at baseline). Acknowledging that consideration of these data is primarily to establish context for the outcomes of Pivot, and that direct comparison of our cohort study with large meta-analyses is not appropriate, we believe that our 23.8% continuous abstinence rate in all participants is reasonable and encouraging. As a program that includes established evidence-based components such as coaching, as well as novel aspects that aim to leverage nascent but promising approaches to smoking cessation such as biofeedback via a personal breath sensor, we would expect to improve upon existing interventions. Certainly, this should be born out with future additional investigation and data.

**Abstinence Duration**

Hughes et al [44] established the significance of abstinence duration, reporting that abstinence stabilizes at about 6 months. Zhou et al [45] reported similar findings in their evaluation of 2431 smokers who intended to stop smoking in the next 3 months. They followed these individuals periodically for 18 months via internet questionnaires; after 6 months of abstinence, the relapse rate dropped below 20% and the cumulative relapse rate reached a plateau. Herd et al [46] detailed similar findings in a longitudinal survey of 1296 ex-smokers in the general population who quit on their own (not in an interventional study), reporting that a duration of abstinence of 31-182 days was associated with a 58% continuous abstinence rate, whereas duration of abstinence of 183-365 days was associated with a 78% continuous abstinence rate. These data bring further confidence to our results; with a continuous abstinence duration of approximately 6 months (mean 5.8, SD 0.6 months), there is reason to expect stability in our continuous abstinence rate.

Approaching continuous abstinence from a different angle, in a systematic review, Hughes et al [27] assessed the relationship between PPA rates and prolonged abstinence in studies with point prevalence durations of up to 7 days and follow ups of at least 6 months from the quit date. They reported that point prevalence and prolonged abstinence were highly correlated (r=0.88) and that prolonged abstinence averaged 0.74 that of PPA, indicating that approximately three-quarters of those who achieve point prevalence will achieve prolonged abstinence. In the most comparable analysis from our data, 79.4% (81/102) of study participants who achieved 7-day PPA at the end of Pivot achieved continuous abstinence of approximately 6 months duration (mean 5.6, SD 0.7 months), findings which align with those reported by Hughes et al [27].

**Predictors of Abstinence**

Exploratory univariate regression modeling demonstrated that among all study participants, lower baseline CPD, higher self-efficacy through confidence to quit, and lower perceived difficulty of maintaining quit were associated with achieving 7-day PPA, 30-day PPA, and continuous abstinence at final follow up, approximately 7 months from enrollment. Multivariate regression modeling found that lower perceived difficulty of maintaining quit was associated with 7- and 30-day PPA and continuous abstinence, lower CPD and higher education were associated with 7-day PPA, and higher confidence to quit was associated with continuous abstinence.

These results are consistent with previous findings. In the aforementioned study of 1296 ex-smokers by Herd et al [46], relapse was associated with lower abstinence self-efficacy. Smit et al [47] assessed predictors of successful quit attempts among 570 smokers motivated to quit in the next 6 months who were randomized to the control group in a web-based smoking cessation intervention study. They reported that self-efficacy was the main factor in predicting quit attempt success.

Nicotine dependence has also been shown to be a predictor of successful cessation [26]. In a systematic literature review of adult general population smokers, Vangeli et al [28] reported that cigarette dependence consistently predicted success after a quit attempt. Hymnowitz et al [48] performed a cohort tracking telephone survey in 13,415 smokers over 5 years. They reported that predictors with the largest RR values for smoking cessation were those associated with nicotine dependence, including CPD. Thereby, it is not surprising that in our study, lower baseline CPD was associated with achieving abstinence.

Finally, higher education has been shown to be a predictor for success in cessation. In a study including 887 smokers undergoing a smoking cessation program through their workplace, a higher educational level (OR 1.81, 95% CI 1.06-3.09, P=.03) predicted successful cessation [49]. In a study including 4397 smokers who participated in a two-armed RCT assessing computer-tailored smoking cessation advice in the United Kingdom, Kale et al [50] reported that a higher reading level was associated with successful quitting (OR 1.62, 95% CI 1.19-2.21). Reid et al [51] evaluated smokers in Canada, the United Kingdom, Australia, and the United States from the first five waves (2002-2006/2007) of the International Tobacco Control Four Country Survey (35,532 observations from 16,458 respondents). They reported that smokers with a high education level were more likely to be abstinent for 1 and 6 months (OR 1.20, 95% CI 1.00-1.44 and OR 1.30, 95% CI 1.05-1.62, respectively).
Limitations

Limitations of this study were discussed previously [11] and include limited representation of individuals who use Android smartphones, are employed less than 20 hours per week, and are not seriously thinking of quitting smoking. Regarding the smartphone platform, Ubhi et al [52] reported differing behavior among users of a smoking cessation app (SmokeFree28 app) between Android and iOS users, with iOS users being more likely to have made a quit attempt in the last 12 months and set their quit date on the day of registration, and Android users being more likely to have used smoking cessation medication in their quit attempt. Baseline intention to quit (Stage of Change) as well as factors associated with socioeconomic status have been documented as predictors for quit attempts and success in quitting smoking [46,47,49-51]. Collectively, these findings highlight the need for additional data on the Pivot program in members of these groups with limited representation in this study.

In addition, although multiple efforts were taken to minimize the impact of participant study payments, including keeping individual payments under US $50, incorporating a several-week delay between questionnaire completion and payment receipt, and not linking payment to use of program components or smoking outcomes, we cannot exclude some influence of study payment on participant behavior.

Owing to the sequential nature of Pivot, we elected to obtain outcome data as participants advanced through the self-paced program. The final follow-up data in our study is from a mean 7.2 (SD 1.2) months postenrollment, a time point that we believe was reasonable to consider with 6-month outcomes from other studies. This approach is different from the more traditional 30-, 90-, and 180-day assessments that are linked directly to enrollment date, and this difference is worth acknowledging as it limits direct comparison between studies.

The self-reported nature of smoking status is also a possible limitation. biochemical verification of results was not sought for a few reasons. First, this study comprised general population smokers and was conducted entirely remotely with all data collection performed electronically via online questionnaires and through the Pivot app. Based on these study characteristics, biochemical verification was not pursued in accordance with previous recommendations [26,53]. Second, the breath sensor was employed as an educational and motivational tool in this study. We were concerned that implementing verification of smoking status with the breath sensor would instill a sense of policing that might detract from participant perception and experience of the sensor. Finally, while we acknowledge the possible limitation of over-reporting cessation with self-reporting smoking status, the literature suggests that the rate of occurrence is less than 10% in general population smokers. Specifically, Gorber et al [34] performed a systematic review of 54 studies to measure the concordance between self-reported smoking status and smoking status biochemically verified through measures of cotinine. The mean difference between self-reported and measured prevalence estimates was −4.8% for studies that measured cotinine in saliva; −6.2% for those measuring cotinine in serum, blood, or plasma; and −9.4% when cotinine was measured in urine.

Finally, although participants were provided education about NRT via the Pivot app and coaching in the study, they were not provided NRT. Given the well-established positive impact of NRT on smoking cessation [5,18-21], inclusion of NRT in Pivot would have likely further increased quit rates. The provision of NRT has since been added to the Pivot program; accordingly, future studies are warranted.

Conclusions

This follow-up study provides the first longer-term outcomes of Pivot, an inclusive and innovative smoking cessation program that employs a smartphone app, biofeedback through a personal portable CO breath sensor, and in-app text-based coaching. At final follow up, approximately 7 months after enrollment, quit rates increased and continuous abstinence was favorable. Most participants made a quit attempt. The emergence of newly abstinent participants and persistent decreases in CPD 3 months after active program participation underscore the sustained learning and impact from Pivot. These results validate earlier findings, and suggest that Pivot is an effective and durable solution for smoking cessation.
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Abstract

Background: Suboptimal adherence to 6-mercaptopurine (6-MP) is prevalent in pediatric acute lymphoblastic leukemia (ALL) and associated with increased risk of relapse. Rapid uptake of personal technology makes mobile health (mHealth) an attractive platform to promote adherence.

Objective: Study objectives were to examine access to mobile technology and preferences for an mHealth intervention to improve medication adherence in pediatric ALL.

Methods: A cross-sectional survey was administered in oncology clinic to parents of children with ALL as well as adolescents and young adults (AYAs) with ALL receiving maintenance chemotherapy.

Results: A total of 49 parents (median age [IQR] 39 [33-42] years; female 76% [37/49]) and 15 patients (median age [IQR] 17 [16-19]; male 80% [12/15]) participated. All parents and AYAs owned electronic tablets, smartphones, or both. Parents’ most endorsed mHealth app features included a list of medications (71%, 35/49), information about 6-MP (71%, 35/49), refill reminders (71%, 35/49), and reminders to take 6-MP (71%, 35/49). AYAs’ most endorsed features included refill reminders (73%, 11/15), reminders to take 6-MP (73%, 11/15), and tracking 6-MP (73%, 11/15).

Conclusions: Parents and AYAs reported ubiquitous access to mobile technology and strong interest in multiple adherence-specific mHealth app features. Parents and AYAs provided valuable insight into preferred features for a multifunctional behavioral intervention (mHealth app) to promote medication adherence in pediatric ALL.

(J Med Internet Res 2021;23(2):e24893) doi:10.2196/24893
Introduction

Acute lymphoblastic leukemia (ALL) is the most common pediatric malignancy [1]. While 50 years ago ALL was invariably fatal, with modern chemotherapy plans, the vast majority of children will achieve remission within 2 months of starting therapy [2,3]. However, further treatment is needed to prevent relapse [2,3]. Despite significant improvements in therapy, 15%-20% of patients still relapse, and cure rates after relapse are considerably less favorable between 20% and 50% [2]. Adding 18-32 months of a low-intensity “maintenance” phase with multiple oral chemotherapy medications, including daily oral 6-mercaptopurine (6-MP), has decreased relapse rates [4].

Low adherence to oral 6-MP has been identified as a significant challenge [5-7], because even minimally suboptimal adherence has been associated with an increased risk of relapse [8-10]. A clinical trial from the Children’s Oncology Group using electronic monitoring devices found that 44% of patients had adherence rates under 95%, which was associated with a 2.7-fold increased risk of ALL relapse compared to those with adherence of 95% or higher [9]. Efforts to promote medication adherence are essential to preventing relapse and improving survival.

Medication adherence is a complex behavior [11]. A variety of interventions have been proposed to improve medication adherence, but behavioral interventions are often complicated and multifaceted with no clear underlying theoretical framework [12]. When these interventions reach their intended goal, disentangling the critical components can be difficult, limiting dissemination [13]. The behavior change wheel (BCW) provides a framework to guide effective development and implementation of behavior change interventions. At the center of the BCW health behaviors are conceptualized in terms of capability, opportunity, and motivation (the COM-B framework) [14,15]. The second layer of the BCW allows researchers to link a conceptualized behavior to 9 intervention functions (education, persuasion, incentivization, coercion, training, enablement, modeling, environmental restructuring, and restrictions). The 9 intervention functions have been mapped to specific behavior change techniques (BCTs) within the Behavior Change Technique Taxonomy (BCTT) [15-17]. The BCTT is a classification system for BCTs developed using a series of expert consensus exercises aimed at improving the reliability and specificity of behavior change interventions by allowing for identification of effective components of behavioral interventions [16]. The BCTT can help researchers identify the active components of interventions that should be implemented to promote a specific element of a behavior. Medication adherence behavior can be better understood and optimized using BCTT.

Mobile health (mHealth) is the use of mobile and wireless applications (eg, SMS text messaging, apps, wearable devices, remote sensing, and the use of social media) in the delivery of health-related services [18,19]. mHealth is an attractive platform for implementing BCTTs because access to mobile technology is widespread. Furthermore, leveraging mHealth interventions is key to optimizing health outcomes in patients with chronic medical conditions during the current COVID-19 pandemic, including ALL [20]. The most recent Pew Research Institute survey reported that 96% of adult US residents own a mobile phone and 81% own a smartphone [21]. Similarly, 95% of teens (age 13-17) reported owning or having access to a smartphone and almost half reported “being online constantly” [22]. The Pew Research Institute survey was designed to capture a sample of households whose demographics mirror the United States nationally but does not necessarily capture individuals with chronic medical conditions. Specifically, families caring for a child with cancer face multiple challenges including material hardship [23] which may affect their access to technology. Ensuring pediatric oncology parents and adolescents and young adults (AYAs) with cancer have access to technology is a prerequisite when considering mHealth interventions.

Access, connectivity, and engagement are all prerequisites for a successful mHealth intervention. Several mHealth apps to promote adherence are available commercially [24] and a pilot study of a medication reminder app demonstrated the feasibility and perceived usefulness of using mHealth in AYAs with cancer [25]. However, mHealth apps have not been yet adopted by pediatric oncology parents [26]. While technology may provide a novel means of implementing behavioral intervention, previous research reports low mHealth use in parents of children with cancer, with Google and WebMD being cited as the most helpful mHealth apps/websites to care for their child [26]. Additionally, while adolescents in general are avid smartphone users, only 2% of teens report frequently using an mHealth app [27]. Being connected to and comfortable with mobile technology are necessary components but are not sufficient for the success of mHealth apps. Successful mHealth apps also need to engage users [28].

Involving users in the development process early promotes engagement [28,29]. User-centered app design is a method for designing mobile apps which starts with a needs assessment followed by iterative cycles involving the intended end user [30]. mHealth apps developed with end user input from the early conceptualization of the intervention through development, deployment, testing, implementation and dissemination are more likely to be perceived by users as useful and easy to use [30]. Engagement in mHealth interventions requires both access to technology and interest in its use [28]. Therefore, understanding patients’ and parents’ access and interest in technology-based (mHealth) interventions is the first step in developing an effective tool to promote medication adherence during maintenance therapy and optimize health outcomes in pediatric ALL.

In this study, we aimed to conduct an mHealth adherence app needs assessment as the first step in user-centered design process. Our first objective was to evaluate access to and comfort with mobile technology among parents who have a
child with ALL and AYAs with ALL. Second, we aimed to evaluate interest and preferences for a technology-based (mHealth) intervention (ie, mobile app) to promote adherence to oral chemotherapy during maintenance therapy. We hypothesized that both AYAs with ALL and parents of children with ALL could have variable access to mobile technology and high interest in a mHealth app to promote adherence. We also hypothesized that AYAs with ALL and parents of children with ALL will have different preferences and priorities for mHealth.

**Methods**

**Participants and Survey Administration**

We completed a cross-sectional study at a single institution. Eligibility criteria included English or Spanish speaking parents of children with ALL (ages 1-18 years) and patients (ages 12-24 years) with ALL in remission and actively receiving 6-MP as part of the maintenance phase of therapy. Potential study participants were approached before or after regularly scheduled outpatient oncology clinic appointments from November 2017 to March 2019 (Figure 1). Surveys were administered through REDCap using study electronic tablets. Written consent was obtained from all parent participants and patient participants aged over 18. Parent consent and patient assent were obtained for patient participants aged 12-17. The Institutional Review Board at the Ann and Robert H. Lurie Children’s Hospital of Chicago approved the study and all procedures were conducted in accordance with the current version of the Helsinki Declaration.

![Enrollment flowchart.](http://www.jmir.org/2021/2/e24893/)  

**Data Collection**

Data were collected on electronic tablets through REDCap supported by the Northwestern University Clinical and Translational Sciences (NUCATS) Institute. Medical chart review of enrolled patients was conducted to collect information on ALL disease characteristics and patient characteristics.

**Study Measures**

Our study instrument included 65 items assessing technology access, mHealth preferences, and demographics. All portions were developed based on available evidence in the literature related to technology-based interventions and medication adherence for chronic conditions in both adult and pediatric populations that our group has previously published [31-34]. The technology access portion of the survey included 7 questions about access to electronic devices, as well as questions evaluating monthly data plans, SMS text message and call limits, quality and speed of broadband 4G, or home internet signal strength. An additional 10 questions asked about technology use habits and 12 questions assessed participants’ comfort with technology.

The mHealth portion of the survey included 8 yes/no questions, 1 rank order question, and 6 multiple-choice questions that evaluated interest in general mHealth app features and notification preferences, all of which have been reported by our group previously [33]. Our multidisciplinary team of pediatric hematologists, behavioral scientists, and health educators designed these questions, which were later pretested to ensure they were age appropriate for adolescents. Participants were asked to rank the most important features from 1 to 4, with 1 being the most important and 4 being the least important feature. We also developed a list of 20 mHealth features aimed at promoting medication adherence, informed by the Disease
Management and Barriers Interview [35], which was developed to identify barriers to adherence, and BCTs [16]. mHealth features were mapped to the BCTT by 2 researchers (MBH and SWC) independently [16,17]. Discrepancies were resolved via discussion with a third researcher (SB), which led to 100% consensus agreement. According to the BCTT, interventions can have more than 1 function and when agreed upon by 3 researchers (MBH, SWC, and SMB), features were mapped to more than 1 technique. We included the final agreed upon classification of questions in the “Results” section.

Statistical Analysis
Descriptive statistics for categorical data were reported in frequencies and percentages. Nonparametric stringent statistics were used, because study sample data were not normally distributed. Wilcoxon rank-sum test, Kruskal–Wallis test, chi-square, and Fisher exact tests were performed when appropriate to determine significant association (\(P<.05\)) among variables. Spearman Rho correlations (\(r_s\)) were calculated to examine the relationship between relevant continuous variables. Statistical analyses were performed using STATA 15.1 (Stata Statistical Software, Release 15.1; StataCorp LP) and MS Excel for Mac 2019 (version 16.27).

Results

Participant Characteristics
Of the 62 eligible families approached, 57 (92%) consented to participation (49 parents and 15 patients, including 8 dyads) and completed the study survey (Figure 1). The median age of the participating parents was 39 years (IQR 33-42 years) and 76% were female (37/49). Parents reported on children with a median age of 6 years (IQR 5-10 years). Patient participants had a median age of 17 years (IQR 16-19 years) and 80% (12/15) were male. All participants’ characteristics are summarized in Table 1.

Table 1. Participants’ characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Parent (N=49)</th>
<th>Patient (N=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, median (IQR)</td>
<td>39 (33-42)</td>
<td>17 (16-19)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>37 (76)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Male</td>
<td>12 (24)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>25 (51)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>2 (4)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>18 (37)</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (8)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Highest level of education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>8 (16)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>High-school diploma</td>
<td>6 (12)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Some college, but no degree</td>
<td>10 (20)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>6 (12)</td>
<td>—</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>19 (39)</td>
<td>—</td>
</tr>
</tbody>
</table>

Access to and Comfort With Mobile Technology
All parents and patients owned an electronic tablet, a smartphone, or both. Most parents and patients (96% [47/49] and 100% [15/15]) owned smartphones, mainly iPhones (both 73% [36/49, 11/15]), as well as tablets (84% [41/49] and 67% [10/15]) and laptops (63% [31/49] and 67% [10/15]), respectively. Most parents and patients had unlimited plans for SMS text messaging (98% [48/49] and 93% [14/15]) and data (69% [34/49] and 67% [10/15]), as well as a fast home internet connection (92% [45/49] and 93% [14/15]), respectively.

Most parents and patients agreed with statements about being comfortable with technology (Figure 2). Only a few parents and patients agreed with statements expressing discomfort with technology. In particular, 18% [9/49] of parents and 20% [3/15] of patients agreed that “When using smartphones things happen, and I don’t know why.” Technology comfort questionnaire data are summarized in Multimedia Appendix 1.
Interest in mHealth Features

All 8 proposed mHealth features were endorsed by over 50% of parents (25/49) and patients [8/15] (Table 2). The median number of features endorsed by both parents and patients was 7 (IQR 6-8). For parents, the most endorsed features were having the ability to review laboratory results (98%, 48/49), information about ALL medications (96%, 47/49), and information about ALL (92%, 45/49). By contrast, the features most endorsed by patients were daily 6-MP reminders (93%, 14/15), 6-MP tracking (93%, 14/15), and education about ALL (93%, 14/15). Patients were significantly more likely to express interest in 6-MP reminders (93% [14/15] versus 88% [43/49], P=.02) and 6-MP tracking (93% [14/15] versus 86% [42/49], P=.01), when compared to parents, respectively.
<table>
<thead>
<tr>
<th>Question</th>
<th>Parents (N=49), n (%)</th>
<th>Patients (N=15), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remind you to take/give your child 6-MP(^a) every day?</td>
<td>43 (88)</td>
<td>14 (93)</td>
<td>.02(^c)</td>
</tr>
<tr>
<td>Record when you/your child takes 6-MP every day?</td>
<td>42 (86)</td>
<td>14 (93)</td>
<td>.01(^c)</td>
</tr>
<tr>
<td>Provide encouraging messages when you/your child takes 6-MP?</td>
<td>32 (65)</td>
<td>8 (53)</td>
<td>.87</td>
</tr>
<tr>
<td>Send a text message reminder when you/your child hasn’t taken 6-MP?</td>
<td>40 (82)</td>
<td>12 (80)</td>
<td>.69</td>
</tr>
<tr>
<td>Virtually connect you to other patients with ALL(^b) and their families?</td>
<td>31 (63)</td>
<td>9 (60)</td>
<td>.16</td>
</tr>
<tr>
<td>Provide information about ALL?</td>
<td>45 (92)</td>
<td>11 (73)</td>
<td>.12</td>
</tr>
<tr>
<td>Provide information about ALL medications (such as 6-MP and steroid medications) and how they work?</td>
<td>47 (96)</td>
<td>14 (93)</td>
<td>.37</td>
</tr>
<tr>
<td>Show the results of your/your child’s blood tests?</td>
<td>48 (98)</td>
<td>13 (87)</td>
<td>.49</td>
</tr>
</tbody>
</table>

\(^a\)6-MP: 6 mercaptopurine.

\(^b\)ALL: acute lymphoblastic leukemia.

\(^c\)P value <.05 was statistically significant.

The cumulative ranking of the proposed ALL smartphone app features among parents and AYAs are summarized and illustrated in Figure 3. The ability to review laboratory results (20% [10/49]) was ranked most important most frequently among parents, followed by education about ALL medications (12% [6/49]) and positive feedback (12% [6/49]). By contrast, patients prioritized medication reminders (53% [8/15]) and medication tracker (13% [2/15]).
mHealth Features to Support Medication Adherence

When asked specifically about their interest in mHealth app features to support medication adherence, parents and patients endorsed a median of 13 features (IQR 8-18) and 11 features (IQR 4-18), respectively (Table 3; \( P = .72 \)). Parents and patients endorsed adherence-promoting app features, mapped to BCTT, which are summarized in Table 3. Parents’ top endorsed adherence-promoting mHealth app features included information about what 6-MP does (71%, 35/49), reminders to refill 6-MP (71%, 35/49), reminders to take 6-MP (71%, 35/49), and a list of medications (71%, 35/49). Patients most frequently expressed interest in reminders to refill 6-MP (73%, 11/15), reminders to take 6-MP (73%, 11/15), and a way to track 6-MP (73%, 11/15). Both parents and patients were most interested in mHealth app features that mapped to prompts and cues (BCTT 7.1). Patients preferred features that utilized self-monitoring behavior (BCTT 2.3), while parents were more interested in instructions on how to perform a behavior (BCTT 4.1) and information about health consequences (BCTT 5.1).
Table 3. Participants’ interest in mHealth behavior change techniques focused on promoting medication adherence.

<table>
<thead>
<tr>
<th>App features by behavior change technique taxonomy (number and label)</th>
<th>Parent (N=49), n (%)</th>
<th>Patient (N=15), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1.2. Problem solving</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help getting to ALL\textsuperscript{a} appointments</td>
<td>19 (39)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Help paying for ALL appointments</td>
<td>24 (49)</td>
<td>7 (47)</td>
</tr>
<tr>
<td><strong>2.3. Self-monitoring behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A way to track 6-MP\textsuperscript{b} administration</td>
<td>31 (63)</td>
<td>11 (73)</td>
</tr>
<tr>
<td><strong>2.6. Biofeedback</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easier access to my child’s health record</td>
<td>29 (59)</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>3.1. Social support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtually connect to other patients with ALL and their families</td>
<td>23 (47)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Information for friends and family about my child’s ALL and 6-MP</td>
<td>26 (53)</td>
<td>8 (53)</td>
</tr>
<tr>
<td><strong>4.1. Instructions on how to perform a behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A list of medications on the app</td>
<td>35 (71)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Information about how to take 6-MP</td>
<td>24 (49)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Reminders and summaries of doctor’s instructions</td>
<td>34 (69)</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>5.1. Information about health consequences</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information about what 6-MP does on an app</td>
<td>35 (71)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>List of side effects of 6-MP on an app</td>
<td>33 (67)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Information about why it is important to take 6-MP</td>
<td>31 (63)</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>7.1. Prompts/cues</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App reminders to refill my child’s 6-MP</td>
<td>35 (71)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>App reminders to give 6-MP to my child</td>
<td>35 (71)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Reminders to take 6-MP when at school or away from home</td>
<td>31 (63)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Reminders and summaries of doctor’s instructions</td>
<td>34 (69)</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>9.1. Credible source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide information about ALL?</td>
<td>33 (67)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Information about what my 6-MP does on an app</td>
<td>35 (71)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Information for friends and family about my child’s ALL and 6-MP</td>
<td>26 (53)</td>
<td>8 (53)</td>
</tr>
<tr>
<td><strong>12.1. Restructuring the physical environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An easier way to contact my child’s ALL doctor</td>
<td>25 (51)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Easier access to my child’s health record</td>
<td>29 (59)</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>12.2. Restructuring the social environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An easier way to contact my child’s ALL doctor</td>
<td>25 (51)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>A way for me to meet other patients with ALL</td>
<td>23 (47)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>A way to contact community centers with ALL resources</td>
<td>25 (51)</td>
<td>7 (47)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ALL: acute lymphoblastic leukemia.

\textsuperscript{b}6-MP: 6 mercaptopurine.

**Discussion**

Our study contributes to the existing literature on medication adherence in pediatric ALL by reporting on the potential role of mHealth interventions to optimize adherence behavior in this population. Using a cross-sectional survey design, parents and patients with ALL self-reported on their access to technology as well as preferences for mHealth intervention features. We found that all participants owned either a smartphone or an electronic tablet with the majority owning both. Most parents and patients were comfortable using mobile technology. All participants were interested in at least one mHealth feature and all 8 proposed features were endorsed by more than half of both the parent and patient participants. When asked to prioritize...
these features, parents most commonly rated access to laboratory results, while patients prioritized medication reminders and a medication tracker. Additionally, all parents and patients expressed strong interest in features aimed at promoting medication adherence.

The high rates of technology access are comparable to what has been reported in the general population for AYAs [21,22]. Previous work by Mueller et al [26] demonstrated similar rates of technology access among parents of oncology patients and interest in mHealth [26]. Our study adds to existing literature by demonstrating ubiquitous technology access and interest in mHealth among both parents of children with leukemia and AYAs with leukemia. A unique feature in our study is the increased racial/ethnic diversity in our sample as well as higher completion rate, both of which increase the generalizability of our findings compared to what has been previously reported.

Our findings suggest previously reported low rates of mHealth use by adolescents [27] and parents of children with cancer [26] are not due to a lack of interest in mHealth and represents the first step in user-centered design. Numerous smartphone mHealth apps from commercial vendors are available for use [24,36]. A recent international survey of key stakeholders (ie, clinician, patient organizations, and experts) reported that current mHealth apps seldom meet patients’ expectations and needs because they were not developed with patients in mind [37]. This may account for why most downloaded mobile apps are retained less than a day [38]. Early end user involvement in mobile app development has been associated with increased engagement [28,29]. However, review of the mHealth apps available for download on the iTunes and Google Play app stores confirmed that only a handful of mHealth apps were designed for patients, parents, or both [24]. Further, the majority of these mHealth apps were solely designed for educational purposes, not disease management or medication adherence [24]. Assessing parents’ and patients’ interest in mHealth is the beginning of the continuum of user-centered design. Future efforts should focus on ongoing end user feedback on prototypes and also include features aimed at promoting engagement such as customization, avatars, incentives, and gamification [39].

Previous publications of smartphone mHealth app preferences in pediatric oncology did not focus specifically on medication adherence promotion, which we addressed in this study. Our results are consistent with what has been reported in other complex chronic conditions including cystic fibrosis [40], diabetes [41,42], and sickle cell disease [33], suggesting that a multicomponent smartphone mHealth app may represent a novel intervention to promote oral chemotherapy adherence in patients with ALL. Furthermore, previous systematic reviews demonstrated that interventions with more incorporated BCTs had a larger effect size than other interventions incorporating fewer BCTs [43]. These findings support our patients’ and parents’ interest in multiple key BCTs, which is a unique feature of our study.

AYAs and parents expressed unique priorities. AYAs have different mHealth needs, given their developmental stages and generational differences from their parents. The unique preferences of AYAs are consistent with a review of mHealth interventions suggesting that AYAs may have higher tolerance for SMS text message fatigue than adults, and advocating for adolescent involvement in the development process [32,44]. Parents’ and adolescents’ preferences for an mHealth intervention to promote adherence have not been directly compared previously. However, several studies have found that barriers to adherence vary throughout the lifespan and are unique among adolescents [45,46]. The expressed preference for a medication tracker is consistent with previous studies that suggest organization is important for adolescents. Adolescents expressed low interest in social networking features which is inconsistent with theories on development that suggest adolescents are particularly attuned to peer input and engage in social networks at high rates [46]. In addition, in a qualitative study of adolescents with asthma participants expressed that having the ability to interact with peers on an adherence app would promote adherence. We hypothesize that the lower prevalence of ALL and potential stigma associated with being a patient with pediatric cancer [47] may impact interest in social networking. These differences could be informative and important to consider during a user-centered mHealth app development process to improve engagement with both patients and parents. In other words, having core features for an mHealth ALL app with slightly modified patient and parent versions may be beneficial. Understanding patients’ and parents’ preferences through continued user-centered design approach is vital for the success of mHealth-delivered BCTs [28].

Our study has several strengths. First, we had a high enrollment and completion rate of our survey in a racially/ethnically diverse sample, while previous work evaluating access to technology was limited due to a low response rate. Second, we provide the most comprehensive evaluation of access to technology, evaluating multiple modes of technology as well as comfort with and barriers to technology, including mobile technology, SMS text message, and data plans. Third, we are the first to report on and compare patients’ and parents’ preferences for an ALL mHealth app as a behavioral intervention to promote medication adherence. Finally, we used an established theoretical framework for behavioral intervention development, the BCW/COM-B, and classified our proposed interventions using the BCTT. Using the BCW/COM-B and BCTT allows us to create a targeted intervention while building on previous work in behavior change.

Our study has some limitations worth mentioning. Despite the high enrollment rate and diverse patient population, the generalizability of this study is limited due to data being collected from a single institution with a relatively small sample size. While we adapted validated survey items when possible, not all of our survey items were validated, yet they have been used in other published studies [33,34]. Because we adapted existing survey items, we were not able to provide a more exhaustive list of potential interventions, and we acknowledge that other potential interventions were not included. Finally, we did not ask about current or past use of mHealth apps which could impact participants’ perceptions of mHealth and their preferences.

In conclusion, parents and patients reported ubiquitous access to mobile technology and high levels of interest in general ALL...
mHealth app features and features intended to promote medication adherence. Our findings highlight the need for the development of a user-centered mHealth intervention (mobile app) to promote medication adherence among children and AYAs with ALL and their parents. Designing 2 separate app versions for each group of end users, parents and patients, may be needed to optimize engagement with the app as an intervention and improve care delivery, and ultimately health outcomes in this vulnerable population of pediatric ALL.
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Abstract

Background: Adherence to core type 2 diabetes mellitus (T2DM) treatment behaviors is suboptimal, and nonadherence is generally not limited to one treatment behavior. The internet holds promise for programs that aim to improve adherence. We developed a computer-tailored eHealth program for patients with T2DM to improve their treatment adherence, that is, adherence to both a healthy lifestyle and medical behaviors.

Objective: The objective of this study is to examine the effectiveness of the eHealth program in a randomized controlled trial.

Methods: Patients with T2DM were recruited by their health professionals and randomized into either the intervention group, that is, access to the eHealth program for 6 months, or a waiting-list control group. In total, 478 participants completed the baseline questionnaire, of which 234 gained access to the eHealth program. Of the 478 participants, 323 were male and 155 were female, the mean age was 60 years, and the participants had unfavorable BMI and HbA1c levels on average. Outcome data were collected through web-based assessments on physical activity (PA) levels, caloric intake from unhealthy snacks, and adherence to oral hypoglycemic agents (OHAs) and insulin therapy. Changes to separate behaviors were standardized and summed into a composite change score representing changes in the overall treatment adherence. Further standardization of this composite change score yielded the primary outcome, which can be interpreted as Cohen d (effect size). Standardized change scores observed in separate behaviors acted as secondary outcomes. Mixed linear regression analyses were conducted to examine the effectiveness of the intervention on overall and separate treatment behavior adherence, accommodating relevant covariates and patient nesting.

Results: After the 6-month follow-up assessment, 47.4% (111/234) of participants in the intervention group and 72.5% (177/244) of participants in the control group were retained. The overall treatment adherence improved significantly in the intervention group compared with the control group, reflected by a small effect size (d=0.27; 95% CI 0.032 to 0.509; P=.03). When considering changes in separate treatment behaviors, a significant decrease was observed only in caloric intake from unhealthy snacks in comparison with the control group (d=0.36; 95% CI 0.136 to 0.584; P=.002). For adherence to PA (d=−0.14; 95% CI −0.388 to 0.109; P=.27), OHAs (d=0.27; 95% CI −0.027 to 0.457; P=.08), and insulin therapy (d=0.35; 95% CI −0.066 to 0.773; P=.10), no significant changes were observed. These results from the unadjusted analyses were comparable with the results of the adjusted analyses, the per-protocol analyses, and the sensitivity analyses.

Conclusions: Our multibehavior program significantly improved the overall treatment adherence compared with the control group. To further enhance the impact of the intervention in the personal, societal, and economic areas, a wide-scale implementation of our eHealth intervention is suggested.

Trial Registration: Netherlands Trial Register NL664; https://www.trialregister.nl/trial/6664

(J Med Internet Res 2021;23(2):e18524) doi:10.2196/18524
Nonadherence to core T2DM treatment behaviors such as healthy lifestyles and taking medication is a complex process and a result of an interaction of multiple factors, including social and economic factors, the health care system, characteristics of the disease and therapy, and patient-related factors [17,18]. Although all these factors provide relevant entries for targeting nonadherence, most are difficult to change, and if changed, they may only affect adherence improvements indirectly through patient factors [18]. However, patient-related factors (e.g., awareness, beliefs, motivation, self-regulatory capacities) have been shown to be relatively changeable and have a direct impact on treatment adherence [19]. Hence, these determinants need to be addressed in interventions aimed at improving treatment adherence.

Several patient-focused interventions already exist that aim to improve treatment adherence. Most of these interventions pursued improvements in adherence to blood glucose–lowering medication [20-22], of which a minority showed significant improvements in medication adherence and glycemic control. Glycemic control is, however, not only the result of medication adherence but also greatly affected by (un)healthy lifestyle behaviors [18,23]. Therefore, interventions that target a combination of both healthy lifestyle and medical behaviors, that is, a multibehavior approach, might be more likely to be effective [7].

In addition to the multibehavior approach, other factors may enhance the effectiveness of interventions that aim to improve adherence. The internet holds promise for a wide-scale promotion of behavioral change to facilitate the management of T2DM [21,24,25]. Internet interventions as a delivery platform for health promotion and health service activities, also referred to as eHealth, have been shown to be effective, cost-effective, easy to use; have fewer availability restrictions than regular medical consultations; and can temper pressure on health care systems [26-32]. A more advanced eHealth strategy applies computer-tailored technology, an effective strategy that provides patients with tailored content based on unique answers given to a web-based assessment [33,34]. Further success factors of eHealth interventions include the application of a theoretical foundation; provision of interactive tailored content; application of goal-setting strategies and monitoring tools; identification of risk behaviors, using visually supported content; and focusing on distinct behavior change phases, that is, awareness, motivation, and self-regulation [21,24,25,35,36].

Hence, eHealth interventions aimed at T2DM treatment adherence might be significantly improved by building on a theoretical base, incorporating computer-tailored technology, providing interactive and visually supported content, and applying a multibehavior approach.

Therefore, we developed an eHealth program for patients with T2DM, including the abovementioned success factors, to improve treatment adherence to core T2DM treatment behaviors, that is, healthy lifestyle and medical behaviors. The main aim of this study is to examine the effectiveness of this program on overall treatment adherence in a randomized controlled trial (RCT). In addition, we examined changes to separate treatment behaviors as a result of the program.

**Methods**

**Study Design**

We conducted an RCT including an intervention group and waiting-list control group to examine the effectiveness of a novel eHealth program, My Diabetes Profile (MDP), on treatment behavior adherence in patients with T2DM. A more extended description of the program, including its development and content and a trial protocol, is available elsewhere [37]. The study was evaluated and approved by the Medical Ethics Committee of Maastricht University Medical Centre (16-4-171).
The committee concluded that no ethical clearance was needed according to the rules and regulations of the Medical Research Involving Human Subjects Act. The trial is registered in the Netherlands Trial Register (NL6664).

**MDP Program**

The MDP program aims to improve patient adherence to core T2DM treatment behaviors. This implies improving PA levels; decreasing caloric intake from unhealthy snacks, as this emerged as a major issue in the diet of patients with T2DM in our preliminary work [38]; and increasing adherence to medical strategies, that is, OHAs whether or not combined with insulin therapy [3,4]. A screenshot of the main menu of the MDP program is presented in Multimedia Appendix 1.

The MDP program is theoretically grounded in the Integrated Change Model, which integrates various acknowledged sociocognitive theories that assume a deliberate process when someone engages in (health) behavior [39-43]. The model has frequently been applied to map salient sociocognitive determinants of health behavior and to develop effective web-based computer-tailored interventions aimed at health behavior change accordingly [44,45]. The MDP program is self-guided and facilitated through periodic prompts and reminders to stimulate program engagement and completion. The program provides web-based text and video feedback messages, tailored to determinants and underlying salient beliefs of health behavior change such as knowledge, attitudes, self-efficacy, goal setting, and action planning [43]. The program is divided into 2 nearly identical blocks, each available to users for 3 months. Each block consists of 3 sessions: (1) health risk appraisal; (2) awareness and motivation; and (3) goal setting, action planning, and self-regulation.

The health risk appraisal session provides patients with interactive and tailored content on their risk behaviors. Primarily, adherence levels are assessed for all behaviors the patient was involved in. For behaviors subject to improvement, the participants’ intention to change that behavior is assessed. The final part of the first session enables patients to select a single improvable behavior, which will be their focus for the following 3 months while working with the MDP program. In the event of meeting all guideline targets, patients are prompted to select PA as Dutch guidelines recommend any PA beyond the minimum weekly standard of 150 min [46]. A patient who selects a behavior that is accompanied by a low intention to change is navigated to the awareness and motivation session. This second session aims to raise patients’ awareness of the need to improve their particular behavior and to increase motivation, with the ultimate purpose of achieving a high intention to change. If a high intention to change is achieved, after either session 1 or session 2, the patient is directed to session 3 on goal setting, action planning, and self-regulation. This session aims to increase the likelihood of a successful translation of the expressed intention into subsequent behavior. This process is facilitated by setting small and realistic goals; forming action plans on where, when, and how to perform the behavior; and forming self-regulation strategies to cope with barriers or situations that may impede adherence.

**Participants and Procedure**

In the Netherlands, patients usually visit their nurses every 3 months, under the supervision of a physician [3]. Therefore, these nurses were considered to be in an ideal position to recruit patients for this trial. Nationwide, nurses were approached via email, telephone calls, letters to their work address, and social media platforms (eg, LinkedIn and Facebook). They could sign up for the study by contacting the research team directly or by registering via the project website. Nurses were asked to recruit at least eight patients within a period of 6 months. Inclusion criteria for patients were (1) T2DM diagnosis for at least one year, (2) being 40 to 70 years old, (3) using at least one form of oral blood glucose–lowering drugs or insulin, and (4) having no walking disability. Exclusion criteria were (1) not speaking or understanding the Dutch language, (2) having no access to the internet, and (3) using an insulin pump.

After recruitment, nurses filled a brief web-based registration form consisting of the participant’s name, telephone number (optional), birth date, most recent HbA1c level (a measure for glycemic control), the year of diabetes diagnosis, current diabetes medical strategy, and email address. Once registered, patients received an email, including log-in data, which primarily provided access to additional study and procedure information before providing informed consent. Participants would then fill the baseline questionnaire after which they were randomly allocated to either the intervention group (receiving program access for 6 months) or the control group (receiving care as usual). Individuals allocated to the control group were informed about their group allocation after baseline completion and notified that they would be invited for the follow-up assessment 6 months later. Moreover, they were informed about the possibility of accessing the MDP program after completing the follow-up assessment as part of the waiting-list control group. Randomization occurred at the individual level by means of computer software randomization. After randomization, nurses were able to review if their patients were allocated to the intervention or control group. For patients who received access to the MDP program, a brief summary of the patient’s activity and progress in the program was available to the particular nurse, which could voluntarily be discussed in subsequent face-to-face sessions [37].

**Measurements**

The baseline questionnaire included 131 questions on demographic characteristics, comorbidities, smoking status, current PA levels, caloric intake from unhealthy snacks, and adherence to OHAs whether or not combined with insulin therapy. The questionnaires were identical for both trial groups. Patients’ intention to change was measured using the 9-item Health Action Process Approach scale [47]. To investigate patients’ self-efficacy, the 8-item Diabetes Self-Efficacy Scale [48] was used. Goal setting was assessed with the 8-item Goal Setting Questionnaire [49]. Lastly, action planning was assessed with the 11-item Action Planning Questionnaire [50].

**Demographic Characteristics**

Demographics assessed only at baseline included the participant’s gender (male or female), age, education level (low: no education up to lower technical education; medium: general secondary education up to secondary vocational education or high: school of higher general secondary education up to university degree), body length, and nationality. Living arrangement (together or alone), net income (under or above average), work status (salaried or self-employed, no salaried
employment, retired or disabled or incapacitated), T2DM medication type (oral blood glucose–lowering medication, insulin therapy, or a combination), and body weight were assessed at both baseline and follow-up. BMI was calculated as weight per length².

**Comorbidities**
Questions on comorbidity assessed, at baseline only, whether participants were affected in the past or currently have conditions, including depression, stroke, heart failure, myocardial infarction, cancer, chronic obstructive pulmonary disease or asthma or bronchitis, rheumatoid arthritis or osteoarthritis, and Crohn disease.

**PA**
PA levels were assessed using the validated Short Questionnaire to Assess Health-Enhancing Physical Activity (SQUASH) [47]. SQUASH assesses various domains of PA, for which the average daily hours and minutes, and the number of days per week activities are carried out, are reported. Each domain corresponds to a specific metabolic equivalent of task (MET) value, an intensity and energy expenditure ratio of a task compared with energy expenditure while at rest [48]. As national guideline targets recommend at least moderate PA, that is, ≥3 MET, and because SQUASH includes 2 activities, that is, <3 MET, these activities were excluded [49]. The cumulative number of weekly PA minutes was calculated accordingly.

**Unhealthy Snack Intake**
Weekly caloric unhealthy snacks intake was assessed using a self-administered food frequency questionnaire (FFQ). The FFQ includes unhealthy snacks identified by earlier studies, complemented with snacks commonly consumed in the Netherlands [50,51]. The unhealthy snacks listed in the FFQ are translated into a particular amount of calories consumed, based on the calorie database of the Dutch nutrition center [52]. A total of weekly caloric intake was calculated based on the participant’s intake from unhealthy snacks.

**OHA Adherence**
Oral drug adherence was measured using the Probabilistic Medication Adherence Scale (ProMAS) questionnaire [53]. The scale includes 18 items that assess a variety of adherence behaviors. To reduce potential recall bias, a period of 3 months was added to every item [54]. This period was chosen because, in the Netherlands, most patients visit their nurse quarterly, and this visit comprises discussing treatment adherence and if pharmacological changes are needed [3]. A sum score was calculated for the 18 items, ranging from 0 to 18, with higher scores representing better adherence.

**Insulin Therapy Adherence**
Insulin therapy adherence was assessed through an adapted version of the ProMAS questionnaire and included 9 items that were assessed over a 3-month period. Nonrelevant items, that is, items that did not distinguish between adherence and nonadherence to insulin therapy were removed [37]. A sum score was calculated for the 9 items, ranging from 0 to 9, with higher scores representing better adherence.

**Primary Outcome, Primary End Point, and Power Calculation**
The primary outcome was the composition score of changes in separate treatment behaviors addressed in the program. To create such a composition score, changes in each treatment behavior, that is, changes in PA levels, caloric intake from unhealthy snacks, and OHA and insulin therapy adherence, were standardized into separate change scores. For each treatment behavior in each participant, baseline scores were subtracted from the follow-up scores, yielding a change score. The change score for caloric intake was reversed as the program aimed to decrease caloric intake from unhealthy snacks. To standardize the outcomes of the different behaviors, given the varying units of measurement, the change score of each participant was divided by the pooled SD of the change scores of this specific behavior [55]. The pooled SD of the change scores of both trial groups was used. Finally, per participant, these separate standardized change scores were then summed into a composite change score [56].

The composite change score was transformed, that is, standardized further, to be interpreted as Cohen $d$ (effect size), by dividing it for each participant by the pooled SD of these composite change scores. Again, the pooled SD of the composite change scores of both trial groups was used. The standardized composite change score is the primary outcome and Cohen $d$ is the primary end point of this study.

The power calculation was based on the primary outcome. We aimed to detect a difference in the mean of the primary end point between trial groups of 0.4 in a two-tailed test at a 5% type I error rate [57]. Considering an intraclass correlation coefficient of 0.02 and a statistical power of 80%, 116 participants per trial group would be sufficient for the trial’s follow-up assessment [58]. Given an expected attrition rate of 50%, we aimed to include 464 participants with a completed baseline assessment.

**Secondary Outcomes: Changes in Separate Treatment Behaviors**
In addition to calculating a standardized composite change score, separate changes in PA levels, caloric intake by unhealthy snacks, and OHA and insulin therapy adherence were calculated. A standardized change score per treatment behavior was calculated per participant by subtracting the baseline score from the follow-up score, yielding a change score. Subsequently, the change score of each participant was divided by the pooled SD of the change scores of this specific behavior, as described above [55]. The difference in the means of these standardized change scores between the intervention and control group can again be interpreted as Cohen $d$, indicating the effect size for separate treatment behaviors [57].

**Statistical Analyses**
All analyses were conducted using SPSS version 24.0, with a 5% significance level. Frequency and descriptive analyses were used to describe the sample characteristics. Primary and secondary outcomes were analyzed according to the intention-to-treat principle. As participants were nested within nurses participating in the trial, linear mixed regression analyses
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were conducted to assess the effectiveness of the MDP program. Covariates in the model were included based on the assumptions of the theoretical framework that was applied in this study, and included gender, age, education level, net income, living arrangement, work status, BMI, HbA₁c level, T2DM medication type, recruitment nurse type, and depression status. Results from the unadjusted and adjusted analyses are presented for the primary and secondary outcomes.

Multiple imputation was used for missing values on covariates and outcome variables, which is valid under the assumption that values are missing at random [59,60]. In addition, sensitivity analyses were performed. These consisted of per-protocol analyses and imputation scenarios involving participants of whom the primary outcome was not available. For the per-protocol analyses, results of the unadjusted analyses were presented for the primary and secondary outcomes. For the imputation scenarios, 4 different imputation scenarios were performed for the primary outcome: 2 optimistic and 2 pessimistic scenarios. In the optimistic scenarios, we assumed that, compared with the per-protocol analysis, dropouts improved in the primary outcome; whereas in the pessimistic scenarios, we assumed that they deteriorated. For both the optimistic and pessimistic scenarios, 2 imputation variants were performed; as attrition was unequal in the groups of the trial, and this imbalance might have affected the results of the analysis. In the equal variant, the imputed value was drawn for both the intervention and control groups assuming a normal distribution of the outcome with a mean equal to the condition mean +/-1×SD. In the unequal variant, we used either a mean equal to the intervention mean +/-1×SD for the intervention group or a mean equal to the control mean +/-1.5×SD in the control group. This unequal variant reflects the possibility that the outcome on the average either improved or deteriorated to a lesser extent in the participants of the intervention group, compared with the control group. More effort was required from the participants of the intervention group, which may have affected attrition.

Logistic regression analysis was applied to examine selective attrition after randomization regarding background characteristics, including gender, age, education level, net income, living arrangement, work status, BMI, HbA₁c level, T2DM medication type, recruitment nurse type, depression status, and trial condition. In addition, we examined whether participants varied in their baseline adherence to treatment behaviors based on their retention status.

### Results

#### Sample Characteristics

Figure 1 shows the flow of participants throughout the trial from initial recruitment and registration by nurses to the completion of the follow-up assessment and requested program access by control group participants. In total, 669 participants were registered in the program. Overall, 75.9% (508/669) of participants signed the web-based informed consent. Overall, 94.1% (478/508) of participants completed the baseline assessment and were randomly allocated to either the intervention group (234/478, 48.9%) or control group (244/478, 51.0%).

The baseline sample of participants (Table 1) had a mean age of 60.2 (SD 6.78) years, approximately one-third were female, and 40.2% (192/478) were less educated. Most participants lived with their partners. A slight majority of the participants used OHAs as the only medication to control their blood glucose levels, whereas approximately one-third applied a combination of insulin and OHAs. The participants had unfavorable HbA₁c levels and BMI on average.

On average, patients could improve their three treatment behaviors. At the first occasion to select a single treatment behavior, most MDP participants chose to improve their PA levels (88/203, 43.3%), followed by decreasing unhealthy snacks intake (66/203, 32.5%), improving OHA adherence (39/203, 19.2%), and improving insulin therapy adherence (10/203, 4.9%). After 3 months, most participants chose to improve PA levels (46/104, 44.2%), followed by decreasing unhealthy snacks intake (39/104, 37.5%), improving OHA adherence (15/104, 14.4%), and improving insulin therapy adherence (4/104, 3.8%). Overall, 41.3% (43/104) of the participants chose the same behavior to improve on at the second occasion as at the start of the program. A total of 3 participants met all guideline targets, either on the first or on the second occasion, and were therefore prompted to select PA, as this was considered improvable regardless of the initial level [37].

The 6-month follow-up assessment was completed by 60.2% (288/478) of participants; 47.4% (111/234) in the intervention group and 72.5% (177/244) in the control group (Figure 1). Control participants were more likely to be retained in the study (OR 2.93, 95% CI 2.001 to 4.283; P<.001). Dropouts did not differ from those who were retained in terms of background characteristics and baseline adherence to treatment behaviors. About one-third of the control group participants requested program access, offered as part of the waiting-list control design, at the end of the study.
Figure 1. Participant and randomization flow throughout the trial.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=234)</th>
<th>Control group (n=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>60.9 (6.3)</td>
<td>59.4 (7.1)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>76 (32.5)</td>
<td>79 (32.4)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>90 (38.5)</td>
<td>102 (41.8)</td>
</tr>
<tr>
<td>Middle</td>
<td>56 (23.9)</td>
<td>52 (21.3)</td>
</tr>
<tr>
<td>High</td>
<td>85 (36.3)</td>
<td>86 (35.2)</td>
</tr>
<tr>
<td>Missing data</td>
<td>3 (1.3)</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Together with partner</td>
<td>182 (77.8)</td>
<td>188 (77)</td>
</tr>
<tr>
<td>Alone</td>
<td>52 (22.2)</td>
<td>55 (22.5)</td>
</tr>
<tr>
<td>Missing data</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Work status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salaried or self-employed</td>
<td>96 (41.0)</td>
<td>111 (45.5)</td>
</tr>
<tr>
<td>No salaried employment</td>
<td>35 (15.0)</td>
<td>39 (16.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>75 (32.0)</td>
<td>70 (28.7)</td>
</tr>
<tr>
<td>Disabled or incapacitated</td>
<td>28 (12.0)</td>
<td>24 (9.8)</td>
</tr>
<tr>
<td><strong>Net income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Under-average income</td>
<td>60 (25.6)</td>
<td>70 (28.7)</td>
</tr>
<tr>
<td>Above-average income</td>
<td>116 (49.6)</td>
<td>122 (50.0)</td>
</tr>
<tr>
<td>Missing data</td>
<td>58 (24.8)</td>
<td>52 (21.3)</td>
</tr>
<tr>
<td><strong>Diabetes medication type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OHA&lt;sup&gt;b&lt;/sup&gt; only</td>
<td>143 (61.1)</td>
<td>151 (61.9)</td>
</tr>
<tr>
<td>Insulin therapy only</td>
<td>11 (4.7)</td>
<td>21 (8.6)</td>
</tr>
<tr>
<td>OHA and insulin therapy</td>
<td>80 (34.2)</td>
<td>72 (29.5)</td>
</tr>
<tr>
<td><strong>Recruitment nurse, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice nurse</td>
<td>165 (70.5)</td>
<td>177 (72.5)</td>
</tr>
<tr>
<td>Diabetes nurse</td>
<td>69 (29.5)</td>
<td>67 (27.5)</td>
</tr>
<tr>
<td><strong>Depression status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or in the past</td>
<td>224 (95.7)</td>
<td>228 (93.4)</td>
</tr>
<tr>
<td>Current</td>
<td>10 (4.3)</td>
<td>16 (6.6)</td>
</tr>
<tr>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt; (mmol/mol), mean (SD)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>56.6 (11.8)</td>
<td>57.1 (11.8)</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>30.8 (4.9)</td>
<td>31.2 (5.1)</td>
</tr>
<tr>
<td>OHA adherence score, mean (SD)</td>
<td>13.5 (3.5)</td>
<td>12.9 (4.0)</td>
</tr>
<tr>
<td>IT&lt;sup&gt;e&lt;/sup&gt; adherence score, mean (SD)</td>
<td>7.4 (1.8)</td>
<td>7.9 (1.6)</td>
</tr>
<tr>
<td>Physical activity (min), mean (SD)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>868 (1031)</td>
<td>764 (796)</td>
</tr>
<tr>
<td>Snack intake (cal), mean (SD)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1746 (1435)</td>
<td>1676 (1375)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>OHA: oral hypoglycemic agent.

<sup>c</sup>HbA<sub>1c</sub>: glycosylated hemoglobin.

<sup>d</sup>This equals an HbA<sub>1c</sub> of 7.4%.
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Table 1. Sample characteristics of patients at baseline and comparison of baseline characteristics between the intervention group (n=234) and control group (n=244).
Effect Analyses on Primary Outcome (Overall Treatment Adherence)

The results of the unadjusted and adjusted linear mixed regression analyses for the primary outcome are shown in Table 2. The result of the unadjusted analysis shows that allocation to the MDP program had a significant small effect on overall treatment adherence ($d=0.27$; 95% CI 0.032 to 0.509; $P=.03$). The adjusted result showed a similar small effect ($d=0.25$; 95% CI 0.010 to 0.495; $P=.04$). In total, 77.5% (86/111) of the participants in the intervention group showed improvement in overall treatment adherence compared with 60.5% (107/177) in the control group.
Table 2. Results of linear mixed regression analysis on multiple imputed data sets: unadjusted and adjusted model.

<table>
<thead>
<tr>
<th>Linear mixed regression analysis</th>
<th>Regression coefficient (Cohen d)</th>
<th>95% CI</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unadjusted model (trial group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>.27</td>
<td>0.032 to 0.509</td>
<td>2.229 (306.60)</td>
<td>.03</td>
</tr>
<tr>
<td>Control group^a</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Adjusted model (trial group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.25</td>
<td>0.010 to 0.495</td>
<td>2.05 (302.34)</td>
<td>.04</td>
</tr>
<tr>
<td>Control group^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI</td>
<td>−0.01</td>
<td>−0.032 to 0.014</td>
<td>−0.78 (558.01)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Recruitment nurse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice nurse</td>
<td>−0.05</td>
<td>−0.370 to 0.271</td>
<td>−0.31 (223.18)</td>
<td>.76</td>
</tr>
<tr>
<td>Diabetes nurse^a</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Diabetes medication type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OHA only</td>
<td>0.01</td>
<td>−0.182 to 0.375</td>
<td>0.68 (454.77)</td>
<td>.50</td>
</tr>
<tr>
<td>Insulin therapy only</td>
<td>−0.06</td>
<td>−0.572 to 0.451</td>
<td>−0.23 (288.59)</td>
<td>.82</td>
</tr>
<tr>
<td>OHA and insulin therapy^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HbA1c^d</td>
<td>0.01</td>
<td>−0.005 to 0.019</td>
<td>1.19 (195.41)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Depression status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or in the past</td>
<td>0.12</td>
<td>−0.650 to 0.407</td>
<td>−0.45 (307.75)</td>
<td>.65</td>
</tr>
<tr>
<td>Current^a</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.10</td>
<td>−0.381 to 0.174</td>
<td>−0.73 (259.33)</td>
<td>.46</td>
</tr>
<tr>
<td>Female^a</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.01</td>
<td>−0.030 to 0.016</td>
<td>−0.59 (354.14)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Work status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salaried or self-employed</td>
<td>−0.41</td>
<td>0.818 to 0.004</td>
<td>−1.95 (321.68)</td>
<td>.05</td>
</tr>
<tr>
<td>No salaried employment</td>
<td>−0.56</td>
<td>−1.049 to −0.077</td>
<td>−2.28 (277.27)</td>
<td>.02</td>
</tr>
<tr>
<td>Retired</td>
<td>−0.28</td>
<td>−0.733 to 0.167</td>
<td>−1.24 (319.11)</td>
<td>.22</td>
</tr>
<tr>
<td>Disabled or incapacitated^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Living arrangement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Together with a partner</td>
<td>0.22</td>
<td>−0.082 to 0.522</td>
<td>−1.43 (291.29)</td>
<td>.15</td>
</tr>
<tr>
<td>Alone^a</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>−0.37</td>
<td>−0.668 to −0.069</td>
<td>−2.42 (261.03)</td>
<td>.02</td>
</tr>
<tr>
<td>Middle</td>
<td>−0.01</td>
<td>−0.308 to 0.288</td>
<td>−0.07 (602.33)</td>
<td>.95</td>
</tr>
<tr>
<td>High^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Net income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Under-average income</td>
<td>0.28</td>
<td>−0.095 to 0.659</td>
<td>1.48 (147.14)</td>
<td>.14</td>
</tr>
<tr>
<td>Above-average income^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^aReference category.
^bN/A: not applicable.
^cOHA: oral hypoglycemic agent.
Effect Analyses on Secondary Outcomes (Separate Behavior Adherence)

The results of unadjusted linear mixed regression analyses for the secondary outcomes are shown in Table 3; the results of the adjusted analyses are presented in Multimedia Appendix 2. The results of the unadjusted analyses show that allocation to the MDP program had a significant small-to-medium effect on the decrease in caloric intake from unhealthy snacks ($d=0.36; 95\%\ CI 0.136 to 0.584; P=.002$). The effects of oral hypoglycemic adherence ($d=0.22; 95\%\ CI −0.027 to 0.457; P=.08$) and insulin therapy adherence ($d=0.35; 95\%\ CI −0.066 to 0.773; P=.10$) were small but not significant. No effect was observed for PA ($d=−0.14; 95\%\ CI −0.388 to 0.109; P=.27$). The results of the adjusted analyses of the secondary outcomes remained roughly equal to those of the unadjusted analyses.

Table 3. Results of the linear mixed regression analyses for separate treatment behaviors on multiple imputed data sets: unadjusted models.

<table>
<thead>
<tr>
<th>Unadjusted models</th>
<th>Regression coefficient (Cohen $d$)</th>
<th>95% CI</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OHA$^a$ score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.22</td>
<td>$−0.027$ to $0.457$</td>
<td>1.748 (338.47)</td>
<td>.08</td>
</tr>
<tr>
<td>Control group$^b$</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>IT$^d$ score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.350.35</td>
<td>$−0.066$ to $0.773$</td>
<td>1.658 (278.49)</td>
<td>.10</td>
</tr>
<tr>
<td>Control group$^b$</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>PA$^e$ level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>$−0.14$</td>
<td>$−0.388$ to $0.109$</td>
<td>$−1.107$ (235.32)</td>
<td>.27</td>
</tr>
<tr>
<td>Control group$^b$</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Snack intake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.36</td>
<td>0.136 to 0.584</td>
<td>3.150 (474.10)</td>
<td>.002</td>
</tr>
<tr>
<td>Control group$^b$</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$OHA: oral hypoglycemic agent.  
$^b$Reference category.  
$^c$N/A: not applicable.  
$^d$IT: insulin therapy.  
$^e$PA: physical activity.

Sensitivity Analyses

Table 4 shows the adherence scores at baseline and follow-up per trial group and the results of the unadjusted per-protocol analyses. The effects on the primary and secondary outcomes were comparable with the intention-to-treat analyses. The results of the optimistic and pessimistic sensitivity analyses for the primary outcome partially reflected the results of the intention-to-treat and per-protocol analyses. After replicating the unadjusted linear mixed regression analyses following an equal and unequal optimistic imputation scenario, the intervention effect remained significant both under the equal ($d=0.39; 95\%\ CI 0.201 to 0.579; P<.001$) and the unequal imputation ($d=0.33; 95\%\ CI 0.120 to 0.537; P=.002$). Following an equal and unequal pessimistic imputation scenario, the intervention effect became nonsignificant under the equal ($d=−0.13; 95\%\ CI −0.353 to 0.090; P=.25$) and unequal imputation ($d=−0.04; 95\%\ CI −0.271 to 0.189; P=.73$).

In the intervention group, 73.9% (82/111) of the participants reduced their intake of unhealthy snacks compared with 54.2% (96/177) in the control group. One participant in the control group did not change in unhealthy snack score. With regard to oral blood glucose–lowering medication, 50.5% (52/103) of the intervention group participants improved their adherence compared with 42.9% (70/163) in the control group. 24.3% (25/103) of the participants in the intervention group did not change in OHA score compared with 20.9% (34/163) in the control group. With regard to insulin therapy adherence, 30.2% (13/43) of the participants in the intervention group improved their adherence compared with 27.9% (19/68) in the control group. Furthermore, 58.1% (25/43) of the participants in the intervention group did not change in insulin therapy score compared with 55.9% (38/68) in the control group.
considerable advantages, it may be difficult to interpret as it is the application of such a composite change score has subsequently adding these scores [56,61]. However, although standardized change scores of each separate behavior and the overall change in multiple behaviors by first calculating several behaviors. Prochaska et al [55] supported quantifying interventions requires methods to quantify changes across T2DM, the adverse effects on health and health outcomes are co-occur, which is the case in the vast majority of patients with changes in separate risk behaviors [24,25]. When risk behaviors the few targeting multiple risk behaviors have mainly examined studies focused on improving separate treatment behaviors, and on exploring the overall change across risk behaviors [56]. Most effect size. Generally, intervention studies put limited emphasis subsequently quantify program effects in terms of the overall behaviors in T2DM and is, to our knowledge, the first to

Table 4. Adherence scores per trial group at baseline and follow-up, and the unadjusted per-protocol analyses for primary and secondary outcomes.

<table>
<thead>
<tr>
<th>Treatment behavior</th>
<th>Adherence scores in the intervention group, mean (SD)</th>
<th>Adherence scores in the control group, mean (SD)</th>
<th>Cohen d (95% CI)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall adherence</td>
<td>N/A a, N/A</td>
<td>N/A</td>
<td>0.24 (0.005 to 0.481)</td>
<td>2.006 (286)</td>
<td>.046</td>
</tr>
<tr>
<td>OHA b score</td>
<td>13.4 (3.4), 14.3 (3.6)</td>
<td>13.1 (3.8), 13.4 (3.6)</td>
<td>0.18 (~0.070 to 0.423)</td>
<td>1.407 (264)</td>
<td>.16</td>
</tr>
<tr>
<td>IT c score</td>
<td>7.4 (1.8), 8.0 (1.6)</td>
<td>7.7 (1.7), 7.9 (1.7)</td>
<td>0.28 (~0.102 to 0.658)</td>
<td>1.453 (109)</td>
<td>.15</td>
</tr>
<tr>
<td>PA d level e</td>
<td>865 (1141), 833 (741), 111 (47.4)</td>
<td>789 (769), 884 (777), 111 (47.4)</td>
<td>−0.07 (~0.265 to 0.130)</td>
<td>−0.675 (286)</td>
<td>.50</td>
</tr>
<tr>
<td>Snack intake f</td>
<td>1857 (1330), 1269 (1182), 111 (47.4)</td>
<td>1656 (1331), 1496 (1108), 111 (47.4)</td>
<td>0.38 (0.098 to 0.661)</td>
<td>2.655 (286)</td>
<td>.009</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bOHA: oral hypoglycemic agent.
cIT: insulin therapy.
dPA: physical activity.
eAverage number of minutes per week.
fAverage number of calories per week.

discussion

Principal Findings and Comparison With Previous Work

This study examined the effectiveness of a novel web-based, computer-tailored program, MDP, on overall adherence to core treatment behaviors in patients with T2DM. In addition, we explored the effects of the MDP program on each separate behavior. The MDP program improved overall adherence with a small, significant effect size. With regard to changes in adherence to each separate behavior, a small-to-medium significant effect size was observed for decreasing caloric intake from unhealthy snacks. Despite observing small-to-medium effect sizes for medication-taking behaviors, these showed no significance. With regard to adherence to PA, no significant changes were observed.

Our study focuses on improving adherence to multiple treatment behaviors in T2DM and is, to our knowledge, the first to subsequently quantify program effects in terms of the overall effect size. Generally, intervention studies put limited emphasis on exploring the overall change across risk behaviors [56]. Most studies focused on improving separate treatment behaviors, and the few targeting multiple risk behaviors have mainly examined changes in separate risk behaviors [24,25]. When risk behaviors co-occur, which is the case in the vast majority of patients with T2DM, the adverse effects on health and health outcomes are the largest [7,55,56]. Evaluating the effect of multibehavior interventions requires methods to quantify changes across several behaviors. Prochaska et al [55] supported quantifying the overall change in multiple behaviors by first calculating standardized change scores of each separate behavior and subsequently adding these scores [56,61]. However, although the application of such a composite change score has considerable advantages, it may be difficult to interpret as it is an abstract number. After further transforming this score, treatment effects can be interpreted as effect sizes (Cohen d), thereby increasing the interpretability of the observed results. Such an effect size also allows for comparison between distinct multibehavior interventions and examines the overall impact on health behavior change, which is not possible when focusing on changes in separate behaviors [56,62]. We recommend future studies to report multibehavior intervention effects in terms of effect sizes to improve interpretability and allow comparisons across studies.

Findings from this study appear to be robust and credible because the results of the unadjusted and adjusted intention-to-treat analyses were comparable with the per-protocol and sensitivity analyses. However, in the pessimistic missing data imputation scenarios, the main effect of the intervention became nonsignificant. Probably, the complete case scenario is the most accurate reflection of the actual intervention effect in this case because the attrition analysis revealed that differential attrition with regard to the demographic characteristics of the participants was absent [63-65].

When inspecting the nature of the overall effect and looking at the individual behaviors, we observed small-to-medium effect sizes for caloric intake from unhealthy snacks (d=0.36), insulin therapy adherence (d=0.35), OHA adherence (d=0.22), and a negligible effect size for PA (d=−0.14). Of these effects, only the effect for caloric intake was significant. Our results are in line with an earlier RCT in patients with T2DM on the effects of a web-based diabetes support program [37]. Directly after a 4-month intervention, significant improvements in healthy eating (d=0.32), fat intake (d=0.28), and PA (d=0.19) were observed in this trial; however, a negligible effect was observed for medication taking [36]. The effects in both our study and the aforementioned study may be related to specific success factors of eHealth interventions. Both interventions incorporated a theoretical foundation, interactive tailored content, and...
addressed multiple behaviors involved in the treatment of T2DM. Although it is difficult to examine the exact effect of such success factors, our findings support the conclusion that interventions applying sound theoretical motivational theories as a basis, interactive tailored content, and a multibehavior approach can have relevant effects [21,24,25,35,36].

A significant effect of our program was seen on eating behavior, that is, a decrease in caloric intake from unhealthy snacks. Improving dietary patterns in patients with T2DM is multifaceted, and generally, a decrease in fat intake is strived for [30,66]. Intake of unhealthy snacks recently emerged as a major novel issue in diets of patients with T2DM, according to both health professionals and patients themselves [38], and about a third of our participants selected this behavior to improve in the MDP program. Perhaps, the novelty of this diet topic and the detailed health risk appraisal complemented with personal feedback may have informed and alerted patients in such a way that they were triggered to successfully pursue a decrease in their caloric intake via snacks [67]. However, more research is needed to examine why a significant effect of our program occurred in caloric intake from unhealthy snacks.

No significant effects were observed for OHA and insulin therapy adherence and for PA. Observing no effects on PA levels seems to be common in digital multibehavior intervention studies [31,45,61,68-71]. However, PA was the behavior most often chosen by patients, and they were provided with a detailed health risk appraisal on their current PA levels. A more detailed analysis revealed that these patients had a high willingness to increase their PA and almost all could have chosen other topics to improve; therefore, they were not forced to pursue PA improvements. There are several potential explanations for the lack of any effect on the PA of our program. Patients could have overestimated their need and willingness to improve PA levels, as on average in this group, guideline targets were six-fold higher than the target of 150 min PA per week [72]. Note that these were self-reported values and were probably an overestimation, as several studies have shown that many persons are unable to reliably estimate their PA levels [73]. Using modern technology, such as accelerometers, this barrier might be overcome in the future [72]. It may also be that patients chose PA, as opposed to medication adherence improvements, as patients considered healthy lifestyle domains as more crucial to their health than medication taking [74,75]. Although improvements emerged in the other domains, that is, intake of unhealthy snacks, it might have been that improvements in this behavior required considerable self-control efforts. In turn, self-control spent on decreasing caloric intake may have depleted resources for further volitional efforts, such as improving or maintaining already high PA levels [76]. In fact, recent studies indeed show that high levels of self-control are required to translate short-term intentions into pursued PA improvements [77]. However, further research is needed to determine why multibehavior intervention interventions seem to have such a limited effect on PA levels. For instance, reasons for failure could be explored in-depth using qualitative interviews, to analyze whether specific and effective action plans were made and whether PA plans were combined with other adherence activities that could have led to overdepletion in certain patients [76,78].

Strengths and Limitations

Primarily, the multibehavior approach to improve treatment adherence is a strength of our study. Existing interventions have largely focused on improving single behaviors, whereas the management of T2DM is multifaceted and treatment nonadherence co-occurs across treatment behaviors. Second, the program was theory based and applied previously identified success factors for effective web-based self-management programs. Third, our nationwide recruitment and quite robust findings enhance the generalizability and credibility of our results. In fact, in a large Dutch survey study investigating characteristics of Dutch patients with T2DM, the distribution of education level, average age, living arrangement, paid employment, HbA1c level, and BMI were comparable with the sample characteristics in our study [79]. In our study, slightly more people used T2DM medications, as this was a study requirement. Fourth, our study improved interpretability of the analysis results on the mean difference between intervention and control by transforming it into an effect size, which may also simplify comparisons of results of similar interventions in meta-analyses [57]. Moreover, changes in all behaviors were incorporated in the primary outcome, including changes to those behaviors that patients did not choose to receive feedback on in the intervention. Although this could potentially have reduced the effect identified, the overall score allowed us to correct our findings for changes in other behaviors (ie, improvements or compensation trade-offs) [74,80]. Finally, the attrition rate in our study was 53% in the intervention group and 27.5% in the control group. We did not observe differences between the participants who dropped out and those who did not; however, we cannot exclude that this might have affected our results. Moreover, the higher dropout rate in the intervention group could perhaps be a consequence of the necessary time investment. However, these results seem favorable as attrition rates reaching 60% to 80% are common in web-based interventions [81-83]; however, use of the program could probably be further stimulated by integrating it more in daily care. Feedback from noncompleters could yield valuable input to explore and improve retention rates and should therefore be addressed in future trials.

The limitations of our study are mainly methodological in nature. First, adherence data were collected through self-report questionnaires, which can be prone to social desirability issues and behavior overestimation [73,84]. To reduce the social desirability issue, future trials should consider objective measurement instruments for behaviors where this is possible, for example, accelerometers for PA and electronic monitor systems for medication adherence. However, the impact of such biases within this trial was likely reduced by applying baseline follow-up change scores and identical adherence assessments for participants in both trial groups. Second, we did not assess clinical outcomes such as glycemic control. However, as we did not include a postintervention follow-up period, it may be unlikely that such outcomes will be observed immediately after our intervention. Third, the nurses in our study were not blinded. For intervention group participants, nurses could voluntarily
review and discuss the patient’s activity and progress in the program. However, it should be noted that nurses were not involved in the outcome assessment. Fourth, despite the advantages of a waiting-list control design that allows control participants to access the intervention after trial completion, some limitations apply such as a potential overestimation of treatment effects and delayed change by control group participants [85]. In our trial, however, the control group improved marginally in all outcomes, which may indicate a Hawthorne effect—the awareness of participants of being studied and the possible effect on behavior as a result—which is in accordance with trials not employing a waiting-list design [86]. Finally, we did not assess the long-term effects of our MDP program.

Conclusions and Implications

The MDP program yielded larger improvements in overall treatment adherence postintervention, compared with our control group, reflected by a small overall effect size. Changes in separate behaviors yielded a significant small-to-medium effect size for decreasing caloric intake from unhealthy snacks, whereas small-to-medium but statistically nonsignificant effects were observed for medication-taking behaviors. Small-to-medium effect sizes, as observed in our study, may be of importance when multiplied to the population level [36], as the impact of the program depends not only on its effectiveness but also on its reach. To increase the reach of the MDP program, dissemination challenges could be explored, for example, if the current and scalable recruitment strategy is feasible in practice. Researchers could investigate health professionals’ willingness to adopt and implement the MDP program and whether reviewing the patient’s activity in the program is of added value to the professional. Implications for research include conducting a cost-effectiveness evaluation and a process evaluation. A process evaluation could yield information on the appreciation of the program, its working mechanisms, and adherence to the intervention and provide insights into the reasons for dropping out of the program. In addition, research could investigate long-term intervention effects and effects of the program on biomedical and societal outcomes such as glycemic control and quality of life. Further research could investigate the need for a more refined, composite score that may address the relative importance of different treatment elements in improving T2DM management. Finally, more research is needed to investigate how PA levels could be improved or maintained through eHealth interventions that aim for adherence improvements in multiple T2DM behaviors.
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Abstract

Background: Work engagement is important for employee well-being and work performance. However, no intervention study has investigated the effect of an eMental Health intervention on work engagement among workers in low- and middle-income countries (LMICs).

Objective: The aim of the study was to examine the effects of a newly developed smartphone-based stress management program (ABC Stress Management) on improving work engagement among hospital nurses in Vietnam, an LMIC.

Methods: Full-time registered nurses (n=949) were randomly assigned to one of 2 intervention groups or a control group. The intervention groups were a 6-week, 6-lesson program offering basic cognitive behavioral therapy (CBT-based stress management skills), provided in either free-choice (program A) or fixed order (program B). Work engagement was assessed at baseline and 3-month and 7-month follow-ups in each of the 3 groups.

Results: The scores of work engagement in both intervention groups improved from baseline to 3-month follow-up, and then decreased at the 7-month follow-up, while the score steadily increased from baseline to 7-month follow-up in the control group. Program B showed a significant intervention effect on improving work engagement at the 3-month follow-up ($P=.049$) with a small effect size (Cohen $d=0.16$; 95% CI 0.001 to 0.43)). Program A showed nonsignificant trend ($d=0.13$; 95% CI –0.014 to 0.41; $P=.07$) toward improved engagement at 3 months. Neither program achieved effectiveness at the 7-month follow-up.

Conclusions: The study demonstrated that a fixed order (program B) delivery of a smartphone-based stress management program was effective in improving work engagement in nurses in Vietnam. However, the effect was small and only temporary. Further
improvement of this program is required to achieve a greater effect size and more sustained, longer lasting impact on work engagement.

**Trial Registration:** University Hospital Medical Information Network Clinical Trials Registry UMIN000033139; tinyurl.com/55gx0253

**International Registered Report Identifier (IRRID):** RR2-10.1136/bmjopen-2018-025138

*(J Med Int Res 2021;23(2):e20445) doi:10.2196/20445*
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**Introduction**

Work engagement is a popular topic in occupational mental health, given its positive impact on employee well-being and work performance [1,2]. Increasing and sustaining work engagement is therefore a prime concern of many organizations. Work engagement is one of the positive mental health outcomes resulting from a positive, fulfilling, work-related state of mind. It has 3 dimensions: vigor, dedication, and absorption [3]. Engaged workers who are connected to the work environment and its activities have sufficient energy to meet the demands of their job, perform well, and have low intention to leave [4]. Many individual and group-based [1,5] intervention programs have been developed to improve work engagement, including personal resource building (eg, resilience training), job resource building (eg, increased social support and feedback), leadership training (eg, skills improvement for managers), and health promotion (eg, stress management). A promising option would be an internet-delivered eHealth intervention that is feasible, low-cost, effective, and accessible [6-8]. An earlier randomized trial including an internet-based cognitive behavioral therapy (iCBT) intervention in the form of a self-care program showed a small effect size (d=0.16) and improved work engagement among workers [9]. Another web-based stress management literacy intervention that included CBT components also improved work engagement among participants with lower baselines of work engagement [10]. An iCBT intervention may be an affordable, sustainable, and effective approach to improving work engagement.

Smartphone ownership has been rapidly increasing in low- and middle-income countries (LMICs) [11], and they seem to be ready for eHealth implementation. In Vietnam in 2017, for instance, the percentage of people using smartphones in rural and urban areas was 68% and 84%, respectively [12]. In LMICs, work engagement has also been associated with better health, greater life satisfaction, and improved work performance [13-15]. An iCBT intervention may increase work engagement in low-resource settings such as LMICs. However, to date, no intervention study has investigated the effect of an iCBT or any other eMental Health intervention on work engagement among workers in LMICs.

Engagement in their work holds an important role in nurses’ health, well-being [14,16], work performance; the quality of health care services they provide [17-19]; and turnover intentions [20-22]. In addition, nursing is a stressful profession with high work-related stress and burnout in both high-income countries and LMICs [23]. In Vietnam, job demands have increased because of the shortage of nurses [24-26] and the rapidly aging society [27-29]. Work engagement can help nurses manage work-related stress [17,30]. Two previous studies have investigated the effect of web-based interventions on improving nurses’ work engagement in Germany, a high-income country [31,32]. The findings were inconsistent: one showed significant effectiveness [32] and the other did not [31]. It is important to know if an iCBT intervention will indeed increase work engagement among nurses in LMICs.

The purpose of this study was to determine whether a newly developed smartphone-based stress management program improved work engagement among hospital nurses in Vietnam. We analyzed data collected in a randomized controlled trial (RCT) that included work engagement as a secondary outcome [33].

**Methods**

**Trial Design**

This was a 3-armed RCT (allocation ratio: 1:1:1) examining improvement of depressive and anxiety symptoms as primary outcomes and, as stated, work engagement as a secondary outcome. The results of two internet-based CBT stress management programs (free-choice sequence and fixed sequential order) were compared with that of a control group at 3-month and 7-month follow-ups among hospital nurses in Vietnam [33]. The research ethics review board of the Graduate School of Medicine/Faculty of Medicine, University of Tokyo (No. 11991) and the ethical review board for Biomedical Research of Hanoi University of Public Health (No. 346/2018/YTCC-HD3) approved the study procedure. The study protocol was registered at the University Hospital Medical Information Network Clinical Trials Registry [UMIN000033139]. The trial protocol is published elsewhere [33]. This manuscript conforms to the Consolidated Standards of Reporting Trials (CONSORT) guidelines [34,35].

**Participants**

All participants (n=1256) were recruited from a large public tertiary hospital at national level in Hanoi, Vietnam in 2018. We distributed written information about the study, consent form, baseline questionnaires, and a numbered envelope to return the completed questionnaires anonymously. The inclusion criteria were being employed full time as a registered nurse and having internet access via a mobile device such as a smartphone. The exclusion criteria were (1) plans to change or leave the job; (2) not having internet access via a mobile device such as a smartphone.

All participants were asked to complete the questionnaires anonymously. The inclusion criteria were being employed full time as a registered nurse and having internet access via a mobile device such as a smartphone.
in the next 7 months, (2) being an assistant nurse and helper, (3) being temporary or part-time employed, (4) having taken leave for 15 or more days for a physical or mental condition in the past 3 months, and (5) undergoing treatment for a mental health problem from a mental health professional. However, exclusion criteria 4 and 5 were withdrawn before the start of the baseline survey (see Changes to the Protocol in Methods).

Intervention Programs

Two smartphone-based stress management programs (program A and program B) were developed in the ABC Stress Management app. Program A was a free-choice multimodule program, in which participants could select a module to complete each week in any order. Program B was a fixed-sequential order multimodule program, in which participants were required to complete one module per week in a fixed order. The contents of program A were based on a previous online stress management program to reduce the distress of office workers in Japan [36]. Program B included CBT-based stress management skills adapted from a previous iCBT program that reduced depressive symptoms in Japanese office workers [37]. Each program contained 6 modules. It took about 15 minutes to complete one module. We developed the programs based on discussions with Vietnamese nurses to consider the cultures and specific stressors that they could have at work. Several meetings were held to allow 30 head nurses to share their stressful experiences at work and their reflections on the draft program content; these head nurses were also invited to participate in reviewing the programs, and the programs were revised based on their feedback. Full details of these programs can be found in the published study protocol paper [33]. The mp4 file of the programs can be found in Multimedia Appendix 1.

Intervention Groups (Programs A and B)

Participants in the intervention groups were required to complete program A or B within 10 weeks after the baseline survey. Participants began the program after signing in with their ID and password. The clinical research coordinator sent weekly reminder messages to people who had not completed a module on time. An informal group chat (via social media apps such as Viber, Zalo, Facebook Messenger) with researchers and hospital head nurses was used to deliver intensive technical support for participants to complete the program. Before the start of the intervention, researchers helped participants download the app and complete an introductory module that provided a general explanation of how to use the app.

Control Group

Participants in the control group did not receive any intervention during the 7-month intervention period. However, they were free to use any other mental health service as usual treatment. Intervention programs were provided for the control group after the 7-month follow-up.

Outcome Measurement

All outcomes were assessed at baseline and, 3-month (the end of the intervention period), and 7-month follow-ups with a paper-based self-administered survey questionnaire. Participants were allowed 10 weeks to complete the program (6 weeks for the modules and 4 weeks to review any modules they desired). Follow-up at 3 months was timed to assess immediate effects of the interventions. For administrative reasons, we conducted a follow-up at 7 months, instead of a usual 6-month follow-up, to evaluate longer term effects.

Work Engagement

The short form of the Utrecht Work Engagement Scale–9 item (UWES-9) was used to assess work engagement [3]. The UWES-9 consists of 3 subscales (vigor, dedication, and absorption) that contain 3 items each. The UWES-9 uses a self-report 7-point rating scale (0= never; 6= every day). The mean scores of the 3 UWES subscales and the total score are computed by adding the scores and dividing the sum by the number of items in each subscale. Hence, the UWES’s 3 subscale scores and a total score range from 0 to 6. The Vietnamese version of UWES-9 has been validated elsewhere [38]. The Cronbach alpha coefficients of the UWES-9 and vigor, absorption, and dedication subscales were .93, .86, .77, and .90, respectively. Confirmatory factor analyses indicated that the 3-factor structure was acceptable.

Demographic Variables

Demographic and occupational variables were assessed using a questionnaire and included gender (male or female), age, education (vocational school, college, university undergraduate, or postgraduate), marital status (single, married or divorced/widowed), and employment contract (fixed-time contract for less than one year, fixed time contract for more than 1 year, unlimited time contract, permanent contract, or other). Age was calculated based on the year of birth.

Sample Size Calculation

The sample size in the study was calculated for the primary outcome (ie, depressive symptoms assessed by the Depression, Anxiety, and Stress Scale–21 item [DASS-21]) when the effect size was set to 0.25. A post hoc test power (1-beta) for work engagement was calculated as 0.52 at the 3-month follow-up and 0.10 at the 7-month follow-up, assuming that the alpha was less than 0.05 (2-tailed) and the number of respondents in each group who were included in the analyses was 317, using the G*Power 3.1 program (Heinrich-Heine-Universität Düsseldorf) [39,40].

Randomization

Eligible participants were randomly assigned to one of the 3 trial arms (2 intervention groups and a control group). Stratified permuted-block randomization was conducted. The block sizes were fixed at 3. Participants were stratified according to the baseline depression subscale score of DASS-21 into 2 strata (210 or <10) [41]. A stratified permuted block random table was generated by an independent biostatistician. Enrollment was conducted by a clinical research coordinator (TTTT), and the assignment was conducted by an independent research assistant. The stratified permuted-block random table was password-protected and blinded to the researchers. Only the research assistant could access it during random allocation.
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Statistical Analyses
For the main pooled analysis, a mixed model for repeated measures conditional growth model analysis with an unstructured covariance matrix was conducted using a group (intervention and control) × time (baseline and 3-month and 7-month follow-ups) interaction as an indicator of the intervention effect. The 2 intervention effects (program A vs control and program B vs control) were simultaneously tested in the model. For sensitivity analysis, a similar mixed model for repeated measures, but using the analysis of variance model with an unstructured covariance matrix, was conducted.

At the baseline survey, if the number of missing items was less than half of the number of total items, the missing values were imputed, using values calculated according to the following equation: (mean value × total number of items) / number of missing items. Otherwise, if the number of missing items was more than half of the total items, the case was not imputed and treated as missing. Missing values at follow-up surveys were imputed by applying the maximum likelihood estimation. An intention-to-treat principle was applied.

The effect size was estimated in 2 ways. First, we estimated a regression coefficient for a group (each of the 2 intervention groups vs the control group) × time (baseline and 2 follow-ups) interaction, which was converted to an effect size by dividing by a pooled standard deviation at baseline and follow-ups. Second, we calculated Cohen $d$ among completers at baseline for each follow-up.

Statistical significance was defined as $P<.05$. All statistical analyses were performed using SPSS Statistics 26.0, Japanese version (IBM Corp).

Changes to the Protocol
Before starting the study, 2 of the exclusion criteria (no. 4 and no. 5, described above) were removed because these restrictions would be expected to reduce the participation rate, and because reducing the eligibility restrictions when selecting participants is desirable for the purpose of ascertaining the effect of the programs in the real setting as a pragmatic trial [42].

Results
Characteristics of Participants
The participant flowchart is shown in Figure 1. In total, 75.81% (962/1269) of nurses participated in the baseline survey (September 2018). After 11 were excluded, 951 met the eligibility criteria. Finally, the 951 participants were randomly allocated with 317 in each group (2 interventions and one control group). After the random assignment, one participant in the intervention group (program B) and one in the control group were excluded because of duplicate registration. The follow-up rates were 92.11% to 93.04% (3 months, January 2019) and 90.85% to 93.04% (7 months, May 2019). The baseline characteristics of participants are shown in Table 1. Most (806/949, 84.9%) of the participants were female, nearly half (443/949, 46.7%) had graduated from vocational school, and the majority (793/949, 83.6%) were married. Employment contracts of most nurses were permanent (505/949, 53.2%). The average age was 33.1 years (range 22 to 58).
Figure 1. Participant flowchart.

Baseline survey (T1)
Nurses were recruited from one hospital in Vietnam; 962 (75.8%) were participated in the baseline survey.

Excluded (N = 11)
1) Plan to quit job (n = 11)
2) Assistant nurses (n = 0)
3) Non-regular employed (n = 0)

Random assignment
N = 951

Program A
n = 317
Completed 3-month follow-up (T2)
   n = 292 (92.1%)
Completed 7-month follow-up (T3)
   n = 288 (90.8%)
317 was analyzed

Program B
n = 316*
Completed 3-month follow-up (T2)
   n = 294 (93.0%)
Completed 7-month follow-up (T3)
   n = 294 (93.0%)
316 was analyzed

Control
n = 316*
Completed 3-month follow-up (T2)
   n = 297 (93.9%)
Completed 7-month follow-up (T3)
   n = 291 (92.1%)
316 was analyzed

* One was excluded after randomization because of duplicate registration.
Table 1. Demographic characteristics of study participants in the intervention and control groups of hospital nurses in Vietnam (n=949).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Program A (n=317)</th>
<th>Program B (n=316)</th>
<th>Control (n=316)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>39 (12.3)</td>
<td>56 (17.7)</td>
<td>48 (15.2)</td>
</tr>
<tr>
<td>Female</td>
<td>278 (87.7)</td>
<td>260 (82.3)</td>
<td>268 (84.4)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>33.7 (7.3)</td>
<td>32.8 (6.6)</td>
<td>32.8 (6.4)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational school</td>
<td>151 (47.5)</td>
<td>142 (44.9)</td>
<td>150 (47.5)</td>
</tr>
<tr>
<td>College</td>
<td>39 (12.3)</td>
<td>50 (15.8)</td>
<td>48 (15.2)</td>
</tr>
<tr>
<td>University undergraduate</td>
<td>118 (37.2)</td>
<td>119 (37.7)</td>
<td>111 (35.1)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>6 (1.9)</td>
<td>5 (1.6)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (0.9)</td>
<td>0 (0)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>40 (12.6)</td>
<td>44 (13.9)</td>
<td>53 (16.8)</td>
</tr>
<tr>
<td>Married</td>
<td>270 (85.2)</td>
<td>267 (84.5)</td>
<td>256 (81.0)</td>
</tr>
<tr>
<td>Divorced/widowed</td>
<td>5 (1.6)</td>
<td>5 (1.6)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Employment contract, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed-time, ≤1 year</td>
<td>64 (20.2)</td>
<td>79 (25.0)</td>
<td>77 (24.4)</td>
</tr>
<tr>
<td>Fixed-time, &gt;1 year</td>
<td>10 (3.2)</td>
<td>8 (2.5)</td>
<td>12 (3.8)</td>
</tr>
<tr>
<td>Unlimited time</td>
<td>62 (19.6)</td>
<td>69 (21.8)</td>
<td>63 (19.9)</td>
</tr>
<tr>
<td>Permanent</td>
<td>181 (57.1)</td>
<td>160 (50.6)</td>
<td>164 (32.5)</td>
</tr>
</tbody>
</table>

Effect of the Intervention Programs on Work Engagement

The average scores of work engagement and subscales at each time are shown in Table 2. The scores of work engagement in both intervention groups improved from baseline to 3-month follow-up but slightly decreased by the 7-month follow-up. The score in the control group increased at 3-month and 7-month follow-ups. Table 3 shows the estimated effect of both interventions on improving work engagement. Program B showed a significant estimated effect for improving work engagement at 3 months ($t=1.97, P=0.049, d=0.16; 95\%\ CI 0.001 to 0.43$). On the other hand, program A showed a nonsignificant trend ($t=1.82, P=0.069, d=0.13; 95\%\ CI –0.014 to 0.41$) toward improved work engagement at 3 months. At 7 months, neither program showed a significant effect (program A: $t=0.02, P=0.98, d=–0.004; 95\%\ CI –0.17 to 0.16$; program B: $t=0.65, P=0.52, d=0.05; 95\%\ CI –0.11 to 0.21$).

Table 2. The mean scores of the Utrecht Work Engagement Scale–9 item among intervention and control groups from baseline to 3-month and 7-month follow-ups and effect size (Cohen d).

<table>
<thead>
<tr>
<th>Survey</th>
<th>Program A (n=317)</th>
<th>Program B (n=316)</th>
<th>Control (n=316)</th>
<th>Program A vs control</th>
<th>Program B vs control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>mean (SD)</td>
<td>n</td>
<td>mean (SD)</td>
<td>n</td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>317</td>
<td>4.3 (1.2)</td>
<td>316</td>
<td>4.3 (1.3)</td>
<td>316</td>
</tr>
<tr>
<td>7 months</td>
<td>292</td>
<td>4.6 (1.2)</td>
<td>294</td>
<td>4.7 (1.1)</td>
<td>297</td>
</tr>
</tbody>
</table>

*aUWES: Utrecht Work Engagement Scale–9 item.

bEffect sizes were calculated among completers at baseline for each follow-up.

c$P=0.049$. 
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Table 3. The estimates of fixed effects and effect size at 3-month and 7-month follow-ups for work engagement in both intervention groups (programs A and B).

<table>
<thead>
<tr>
<th>Time points</th>
<th>Estimates of fixed effects</th>
<th>95% CI</th>
<th>t score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effect size</td>
<td>SE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>0.20</td>
<td>0.11</td>
<td>-0.02</td>
<td>0.18</td>
</tr>
<tr>
<td>7-month</td>
<td>0.003</td>
<td>0.12</td>
<td>-0.23</td>
<td>0.02</td>
</tr>
<tr>
<td>Pooled</td>
<td>0.005</td>
<td>0.06</td>
<td>-0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>Program B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>0.21</td>
<td>0.11</td>
<td>0.001</td>
<td>1.97</td>
</tr>
<tr>
<td>7-month</td>
<td>0.08</td>
<td>0.12</td>
<td>-0.15</td>
<td>0.65</td>
</tr>
<tr>
<td>Pooled</td>
<td>0.04</td>
<td>0.06</td>
<td>-0.08</td>
<td>0.67</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The 3-arm RCT examined the effects of a newly developed smartphone-based stress management program to improve work engagement as the secondary outcome at 3-month and 7-month follow-ups among hospital nurses in Vietnam. Program B, a 6-module CBT program with fixed sequential order, showed a significant small intervention effect on work engagement at the 3-month follow-up (d=0.16, P=.049). Program A did not show a significant effect at the 3-month follow-up. Neither program achieved effectiveness at the 7-month follow-up. A smartphone-based stress management program with fixed sequential order may be effective in improving work engagement in a population of nurses in an LMIC, Vietnam.

Scores on the UWES-9 increased (indicating improved work engagement) from baseline to seven-month follow-up in the control group as well. A possible reason is potential contamination by information provided about the intervention programs from intervention groups to the control group [38]. Control group participants may have received information on stress management from their colleagues who were in the intervention groups. Other reasons may include a seasonal workload change or organizational reforms in the target hospital.

Program B significantly improved work engagement at the 3-month follow-up among nurses in the intervention groups compared with nurses in the control group. This result was consistent with a previous RCT on work engagement among information technology workers in Japan [9], which showed that a similar web-based, traditional CBT intervention with fixed-order modules achieved a significant but small intervention effect. This study expands the evidence on the effectiveness of iCBT on work engagement from workers in a high-income country [9] to hospital nurses in Vietnam, a LMIC.

In terms of the feasibility and reach of a smartphone-based intervention, more than 80% of nurses in the target hospital owned smartphones. The content of the programs was appropriate and relevant since the case story presented was based on interviews with nurses in Vietnam about managing their stress on the job. After making an outline, the content was reviewed and confirmed by nurses. These factors may facilitate the use of program B and support its ability to improve work engagement. However, the effectiveness of an iCBT program may depend on the culture and internet or smartphone literacy in a target country. Moreover, nurses are professionals. Their job requires an advanced college or university education. Additional research is needed to expand these findings to other LMICs and occupations.

Nurses who used program B were required to learn the cognitive behavioral model in an early module before continuing to later modules. Studying cognitive restructuring skills may decrease negative emotions [43], enhance positive cognitions concerning work-related challenges, and increase work engagement. It was reported that emotion-regulating cognitive styles, such as positive reinterpretation, focus on plans, acceptance, positive focus, and putting into perspective, are associated with work engagement [44]. Thus, cognitive styles changed by the cognitive restructuring skill may directly improve work engagement. It is also possible that adaptive coping skills learned from program B may increase personal resources (eg, self-efficacy [45]) and psychosocial job resources (eg, workplace social support) by helping employees achieve work goals and stimulate personal learning and development [46,47]. The mechanism by which an iCBT program improves work engagement needs to be clarified in future research.

There was no significant effect of program B on work engagement at 7 months. A previous review of eHealth interventions indicated that the long-term benefits of an eHealth program are still unknown due to small effect size [48]. In this study, it is plausible that participants forgot what they had learned because of its lack of intensity and repeatability. To improve long-term effectiveness, refresher sessions may be needed after the intervention period. Another reason might be...
the small sample size for proving the effectiveness on work engagement. A post hoc power analysis revealed that a sample of 615 in a group might be needed to detect the effect size ($d=0.16$) for 1-beta over .80. Further study should be conducted to examine long-term effectiveness for hospital nurses.

Program A shows only nonsignificant effect on work engagement at 3-month ($d=0.16$, $P=.07$) and 7-month follow-up. One study in a Western country reported that tailored (ie, partially personalized) options provided a better outcome of eHealth programs because free choice was culturally preferred [49]. Our result was inconsistent with that study. Perhaps the more collectivist and hierarchically oriented cultures in Asian countries are associated with people feeling more comfortable doing as others do and following instructions [50]. The free-choice style of program A might be a psychological burden for participants in Vietnam since they had to think about which module to read each week. Another reason was the difference in content between the 2 programs: program A did not intensively repeat cognitive restructuring skills or follow a sequential learning order of standardized CBT due to free-choice operation. A process evaluation showed similar completion rates for both programs (83.3% for program A and 86.1% for program B). A significant difference of process evaluation such as satisfaction and usefulness was not found (available upon request). The free-choice order program without intensive restructuring skills might not have a significant effect on Vietnamese nurses.

Strengths and Limitations

The strengths of this RCT are the type of program delivery and high completion rate. The iCBT programs used in this study is fully automated and self-guided. Considering the small effect size, a self-guided program still has the merits of greater accessibility and lower cost than interactive or specialist-guided programs. This study had a high completion rate. For evaluating the cost-effectiveness and sustainability of such a program, it will be necessary to observe completion rates in practical settings without intensive reminders. Despite the small effect size, program B appears to be useful in improving nurses' work engagement, with expected benefits for their health, quality of their services, and patient clinical outcomes. Successful dissemination and implementation of internet-delivered stress management for nurses will require collaboration between policymakers and stakeholders.

The study has several limitations. First, participants were recruited from a large and prestigious national general hospital in Hanoi, and were limited to full-time nurses with a personal smartphone. Therefore, the generalizability of these findings to the wider nursing population is limited. Second, this study did not adopt a stratified randomized method by using work engagement scores. Therefore, we did not conduct a subgroup analysis. Further studies on improving work engagement by stratified randomization might achieve a larger effect size in the low work engagement population. Third, all outcomes in this study were measured by self-report, which might be affected by participant perceptions or institutional factors. Future studies should consider the use of additional objective outcome measures such as supervisor ratings of work performance. Fourth, the possibility of contamination of information to the control group may have reduced differences between intervention and control groups, resulting in possible underestimation of intervention effectiveness not fully controlled in this study. Fifth, besides the intervention programs, an informal group chat (via Viber, Zalo, Facebook Messenger) led by researchers and hospital head nurses used to increase the participation rate may also have contributed to improvement of work engagement in the intervention groups. Sixth, there may have been social pressure or frustrations caused by frequent reminding to study the programs, reducing the effect of the program on work engagement. Seventh, the programs were designed mainly to target smartphone users, but they can be used on a PC or tablet. Nurses who did not have smartphones or internet access were excluded from access to the programs. In a future trial, in addition to the smartphone-based program, the same content in the programs should also be provided via other delivery modes such as computer, tablet, or booklet. Finally, it is not known whether a similar effect of this program would be observed outside of the nursing profession, in Vietnam or in other LMICs. Future studies should explore the generalizability of our findings to occupations other than nurses and in other LMICs.

Conclusion

The study demonstrated that a smartphone-based stress management program with fixed order significantly improved work engagement in a working population of nurses in an LMIC, Vietnam. However, the effect of the intervention was small and temporary. Further improvement of this program is necessary to achieve a greater effect size and more sustained impact on work engagement. However, fully automated and self-guided programs with great accessibility and minimal cost can be well suited for LMICs. The generalizability of these findings to occupations other than nursing and in other LMICs should be investigated in future studies.
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Abstract

Background: In East Africa, where landlines are used by 1% of the population and access to the internet is limited, owning a cell phone is rapidly becoming essential for acquiring information and resources. Our analysis illuminates the perils and potential promise of mobile phones with implications for future interventions to promote the health of adolescents and young adults (AYAs) and to prevent HIV infection.

Objective: The aim of this study is to describe the current state of AYAs’ phone use in the region and trace out the implications for mobile health interventions.

Methods: We identified 2 trading centers that were representative of southern Uganda in terms of key demographics, proportion of cell phone ownership, and community HIV prevalence. We stratified the sample of potential informants by age group (15-19 years and 20-24 years), gender, and phone ownership and randomly sampled 31 key informant interview participants within these categories. In addition, we conducted 24 ethnographic participant observations among AYAs in the communities of study.

Results: AYA frequently reported barriers to using their phones, such as difficulty accessing electricity. Nearly all AYAs used mobile phones to participate in the local economy and communicate with sexual partners. Phone use was frequently a point of contention between sexual partners, with many AYAs reporting that their sexual partners associated phone use with infidelity. Few AYAs reported using their phones for health-related purposes, with most getting health information in person from health workers. However, most AYAs reported an instance when they used their phone in an emergency, with childbirth-related emergencies being the most common. Finally, most AYAs reported that they would like to use their phones for health purposes and specifically stated that they would like to use their mobile phones to access current HIV prevention information.

Conclusions: This study demonstrates how mobile phones are related to income-generating practices in the region and communication with sexual partners but not access to health and HIV information. Our analysis offers some explanation for our previous study, which suggested an association between mobile phone ownership, having multiple sexual partners, and HIV risk. Mobile phones have untapped potential to serve as tools for health promotion and HIV prevention.

(J Med Internet Res 2021;23(2):e17837) doi:10.2196/17837
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Introduction

Background
In East Africa, where landlines are used by 1% of the population [1] and access to the internet is limited [2], owning a mobile phone is rapidly becoming essential for acquiring information and resources [1]. In the past 10 years, mobile phone ownership in East Africa doubled from 30% to over 70% [2], with recent analyses indicating similar trends in the Ugandan region of study [3]. Thus, mobile phones may present an opportunity for contacting and providing health information to adolescents and young adults (AYAs) and referring them to health care services [4-6]. However, ethnographic [7,8] and quantitative research in East Africa have also documented the association between mobile phones and sexual behaviors [3]. This has implications for health as East Africa is among the regions with the greatest number of new HIV infections in the world, with AYAs at greatest risk [9]. The objective of this study is to describe the state of AYAs' phone use in a rural region of southern Uganda and identify the implications for HIV prevention and mobile health interventions.

Perils of Mobile Phones
In Uganda, our recent cross-sectional analysis of the Rakai Community Cohort Study (RCCS) suggested that after adjusting for demographic characteristics, including socioeconomic status, people who owned mobile phones were more likely to have multiple partners than people who did not have mobile phones and that young women (15-24 years) who owned mobile phones were less likely to use condoms consistently, more likely to consume alcohol before sex, and more likely to be HIV positive [3]. However, the mechanism for this increased risk was not explained, and we called for further qualitative examination of the issue.

Previous ethnographic research has investigated the proliferation of mobile phones in relation to sexual intimacy and HIV risk. One ethnographic study found that university students in Tanzania used cell phones to maintain privacy in romantic relationships and to engage in transactional sex, defined as the exchange of sex for material resources or symbolic capital [10]. Ethnographic research with boarding school students in Kenya found that men gifted phones to female classmates expressly to schedule future meetings and engage in sexual relations outside of school [11]. These studies highlight the need to better understand the mechanisms connecting mobile phone ownership and sexual risk.

Promise of Mobile Phones
The majority of mobile phone–based health interventions in low-to-middle-income countries (LMICs) leverage SMS text messaging [12,13]. A review found mobile phone–based interventions for adolescent sexual and reproductive health (SRH) in LMIC to be an effective way to reach young people, increase health knowledge, and achieve behavior change and noted a need for more research on security, confidentiality, and structural issues such as phone access [12]. More generally, several systematic reviews have shown that there is substantial evidence for the utility of mobile phone reminders to improve antiretroviral therapy adherence for people living with HIV in East Africa [14,15]. Studies in Uganda suggest that SMS text messaging is also a feasible and acceptable platform to support tuberculosis medication adherence [16,17] and testing [18,19]. Given the rapid rise in mobile phone ownership and the types of phones available and the importance of tailored interventions, there is a pressing need to examine the current state of mobile phones among AYAs in East Africa.

Methods

Data Sources

Background of the Research Setting
The greater Rakai region in southern Uganda is largely rural with dispersed trading centers. This paper focuses on the trading centers that have higher concentrations of AYAs and higher HIV prevalence than agricultural communities [20]. In both trading centers and agricultural communities, agricultural work is the main source of income and subsistence for most of the population [3]. The region borders Lake Victoria in the east and Tanzania in the south. The population is approximately 516,000, most people (57%) are aged between 0 and 17 years, with 19% aged between 18 and 30 years and 24.2% aged 31 years and older [21]. HIV prevalence from 2011 to 2013 ranged from 10% to 25%, depending on the community [20], and adjusted HIV incidence rate was 0.58 cases per 100 person years [9].

National data indicate that 73% of households have a mobile phone [22], which is comparable with the proportion of people in the rural region of the study who own phones [3]. However, only 16% of mobile phone users own smartphones [23]. In 2016-2017, the national unemployment rate was 9.7% and the median monthly income for employed residents in rural Uganda was UGX 150,000 (US $39.88) [24]. Ugandans who own mobile phones spend an average of UGX 14,500 (US $3.85) per month on voice calls [25], which is nearly 10% of the median monthly earnings for a rural resident. For smartphone users, 1 gigabyte of prepaid data generally costs UGX 10,265 (US $2.77) [23]. In addition, in 2018, the Ugandan parliament passed into legislation the over-the-top tax (OTT) of UGX 185 (US $0.05) per day to use social media services [26]. Although the cost of maintaining cell phone ownership in relation to median monthly earnings varies greatly based on region, rural residents generally endure a higher cost of cell phone ownership in relation to their income. Many mobile phone users use pay-as-you-go services [27], buying SIM cards, often from multiple networks [28], to pay for calls and SMS text messaging services when disposable income is available.

RCCS Quantitative Data
We used RCCS demographic data from 2018 to identify key informant interview (KII) participants. Beginning in 1994 and continuing to date, the RCCS records demographics and SRH
responses from an open cohort of residents aged 15-49 years from 40 communities in the greater Masaka region of Uganda. The RCCS research design and procedures have been described in detail elsewhere [9,29].

In this study, the RCCS data set enabled our team to purposively sample participants for KIIIs. On the basis of a series of meetings with local experts, field observations, and a review of RCCS data, we identified 2 trading centers that were representative of the region in terms of key demographics, including the proportion of AYAs to the total trading center population, distribution of occupations, proportion of cell phone ownership, and community HIV prevalence. We then stratified the sample of potential KII participants by age group (15-19 years and 20-24 years), gender, and phone ownership and randomly sampled KII participants within these demographic categories.

The Rakai Health Sciences Program’s Social and Behavioral Sciences Team

Social and Behavioral Sciences (SBS) team members began qualitative data collection in June 2018 and gathered the majority of data between January and May 2019. The SBS team members (authors 3-7) were fluent in English and Luganda (the most widely used language in the region). Most team members lived in the region of study and had 5 to 10 years of experience conducting qualitative research.

Semistructured KII

Drawing on narrative theory [30-32], the research team collaboratively designed and revised a series of KII questions that would elicit stories about participants’ lives. The narrative approach posits that people communicate their beliefs and practices through stories and that systematic analysis of stories can illuminate structural and social dynamics. For example, in this study, asking participants to tell a story about a time they could not use their phone might illuminate structural barriers, such as inconsistent network coverage, or social dynamics such as which members of society were permitted to own and use phones. Thus, in this study, the KII questions were designed to prompt AYAs to tell stories about their mobile phone practices as they related broadly to 4 main domains of interest: socializing practices, mobile phone use and barriers, behaviors with intimate partners, and health information-seeking behaviors. Multimedia Appendix 1 contains the full list of interview questions and probes.

Ethnographic Participant Observations

Ethnographic participant observation (EPO) involves engaging with and recording people’s daily lives [33]. Before conducting EPO, the SBS team created social maps of the communities of study with a focus on AYAs [34,35]. On the basis of these social maps and subsequent discussions, we identified 7 locations in which to conduct EPO: 1 hair salon, 1 boda (inexpensive and commonly used motorcycle taxi) stage (a place where boda drivers congregate and wait for customers), 2 bars, and 2 outdoor pool tables. At each location, the researchers identified an index case who served as the main contact and was present at each visit. SBS team members selected index cases who they determined to be regulars at the study site. SBS researchers visited each location 3 to 4 times over a 1-month period, spending approximately 2 hours per visit and observing and interacting with participants who they documented using field notes [36].

Analysis

This study analyzes KII and EPO data using grounded theory to present detailed characterizations of how AYAs in peri-urban locations were using mobile phones with implications for health risks and future interventions [33,37]. The iterative process took the form of a data analysis spiral [38] such that following data collection, we organized the data, read and memoed emerging ideas, described and classified codes, developed and assessed interpretations, and finally created an account of our analysis in the form of this research report.

Authors 1 and 2 read all the KII and EPO field notes several times and compiled the data in the qualitative software program Dedoose [39]. Using Dedoose, author 1 wrote and discussed the initial memos with author 2 and then created preliminary codes. At this point, as there were increasing cases of the same codes, with few new codes emerging, author 1 and author 2 believed thematic saturation had been achieved [37,40]. Author 1 then discussed all preliminary codes with all authors in a series of meetings in New York and Uganda, and SBS team members (authors 3-7) provided additional memos and codes. Authors 1 and 2 refined the preliminary codes, and using 20% of the data, they achieved 90% interrater reliability.

Ethical Considerations

Approvals for this study were obtained from the Research and Ethics Committee of the Uganda Virus Research Institute and the Uganda National Council for Science and Technology and from the Institutional Review Boards at Columbia University.

Results

Organizational Note on Results

In each section, we first present the general patterns identified in the KII and support these with key excerpts from the KII and, in some cases, EPO vignettes.

Participants

We included both AYAs who owned at least one mobile phone (n=22) and AYA who did not own a mobile phone but did have access to a shared phone (n=8) in the KII (Table 1). Our intention in interviewing AYAs who did not own phones was to compare their beliefs and reported behaviors with those of AYAs who did own phones.
Table 1. Characteristics of 15- to 24-years-olds who participated in key informant interviews.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
</tr>
<tr>
<td>Number of interviews</td>
<td>14 (45)</td>
</tr>
<tr>
<td>Mobile phone status</td>
<td></td>
</tr>
<tr>
<td>Owns a mobile phone</td>
<td>10 (71)</td>
</tr>
<tr>
<td>Does not own a mobile phone</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>7 (50)</td>
</tr>
<tr>
<td>20-24</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Primary occupation</td>
<td></td>
</tr>
<tr>
<td>Housework</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Student</td>
<td>8 (57)</td>
</tr>
<tr>
<td>Business</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other (driver, carpenter, etc)</td>
<td>6 (43)</td>
</tr>
</tbody>
</table>

Phone Use Practices

In our final KII sample, most of the participants owned at least one phone (n=17), with 6 participants owning 2 phones and 6 participants only having access to but not owning a phone, a common practice in the region [41]. In the cases where participants owned 2 phones, 1 was a flip phone or often referred to in the region as a button phone and 1 was a smartphone. A button phone can be used to make calls and send text messages and occasionally has a very basic camera, and according to AYAs, some button phone batteries last over a week on one charge. In contrast, smartphones are almost always equipped with cameras, can use apps, and are able to access the internet and specifically social media. However, smartphone battery life is limited and AYAs reported needing to charge their smartphones daily or sometimes twice a day. These different functionalities were important to AYAs, and therefore, a substantial proportion of AYAs owned 2 phones. Across age and gender, making calls was the most consistently reported phone practice, followed by money transfer and social media. In terms of differences by gender and age, men and older AYAs (20-24 years) more often reported using their phones for work, and young people (15-19 years) more frequently reported playing games.

AYAs from a range of professions viewed phone ownership as a necessity for conducting business. This included boda boda drivers, a motorcycle taxi driver, and hairstylists. One woman who was about 30 years old and a hairstylist described as follows:

"I use my phone to get customers, they call on it, or someone can send me a picture of hair style and she says that she wants the same style. I use the phone to know more different styles for brides because it is my job to style brides..."

For this hairstylist, the phone served as a critical tool for gathering information, such as different styles for brides, and for communicating with customers.

Barriers to Using Phones

As illustrated in quote 1 in Table 2, the most frequent barrier to using a phone was the lack of electricity for charging. As noted in quote 2 in Table 2, other common barriers were lack of network coverage, lack of airtime, and the overall costs of owning and maintaining a phone.

Table 2. Barriers to using phones quotes.

<table>
<thead>
<tr>
<th>Quote number</th>
<th>Topic</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 1</td>
<td>Electricity</td>
<td>“You know in Uganda electricity is not constant and you are not certain that electricity will be available tomorrow. So, you have to charge every day, yet we pay a lot of money for electricity.”</td>
</tr>
<tr>
<td>Quote 2</td>
<td>Network and cost</td>
<td>“The battery is weak and it gets low quite often. Another thing is network, sometimes the network is not good. I have a friend in Kaliro but usually when you are talking it loses network and I do not get what he is talking. Then also money for airtime, buying sms, it is expensive for me because you have to load SMS for a day if you want to communicate with a friend.”</td>
</tr>
<tr>
<td>Quote 3</td>
<td>Unwanted messages</td>
<td>“Unwanted text messages. Haha. They are my biggest problem. I get stressed out and it ruins my day when I get them. Then there are frauds who lie to us on the phone that we have won something when they want to take our money. It makes me want to throw away my phone. Also, stalkers who refuse to introduce themselves and leave you in suspense. Then the problems with phones is that even if you break up with someone, they can't leave you alone.”</td>
</tr>
</tbody>
</table>
Three participants noted that strangers calling them were an added burden to using their phones, as described in quote 3 in Table 2. More women than men described unwanted messages and calls from the opposite sex as a major problem related to mobile phones. In addition, 2 participants reported that the OTT tax [26] was a barrier to using their phone.

Table 3. Trouble with phones.

<table>
<thead>
<tr>
<th>Quote number</th>
<th>Topic</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 4</td>
<td>Explicit content</td>
<td>“One man here in town shared his personal video clip with a sex worker on WhatsApp, and then she also shared it with others. This man was famous in town and he lost dignity because of this video clip.”</td>
</tr>
<tr>
<td>Quote 5</td>
<td>Trouble with sexual partners</td>
<td>“Conflicts happen in marriage because people cheat a lot using phones. They are always in touch with other extra marital partners...I saw it on WhatsApp on my friend’s phones. It was even within this town, some guy was touching himself on a video and sent it to the wife of his best friend and yet it’s the woman’s husband who sent a text to a phone number of some guy in his wife’s phone. The husband pretending to be his wife asked him to send a video of himself nude and he did. When he sent the video, the guy leaked it. The guy got embarrassed.”</td>
</tr>
<tr>
<td>Quote 6</td>
<td>Trouble with strangers</td>
<td>“A stranger may call you and ask you to meet them when they have other ‘programs’ and he may end up killing you. The other thing is when it comes to relationships, you can fall in love with someone you don’t know and they cause you harm, like taking you for ritual sacrifice or raping or killing you.”</td>
</tr>
<tr>
<td>Quote 7</td>
<td>Trouble with sexual partners and intimate partner violence</td>
<td>“I am a married woman. A phone can bring me problems if ‘kojja’ [uncle] that I work with admires me and asks me for my number. If I give it to him and he calls me when I am at home and he starts telling me that I look good among other things, my husband will become jealous. I will end up being beaten or we shall fight. He will start saying that I am promiscuous. The phone will have caused me problems.”</td>
</tr>
</tbody>
</table>

The next most frequent peril noted was potential trouble related to sexual partners. In fact, all of the women and half of the men we interviewed reported that they faced trouble related to mobile phones and their sexual relationships. One woman’s description of this trouble related to the themes of sexual partnership and sending explicit messages is included in quote 5 in Table 3.

Trouble related to mobile phones and sexual partners most often involved perceived infidelity, although in a few cases, this also included meeting new partners who were HIV positive and meeting new and physically dangerous partners, as described in quote 6 in Table 3. The ritual sacrifice noted in quote 6 may be more folktales than actual practice. However, intimate partner violence stemming from mobile phone communication was a concern for many women. For example, in quote 7 in Table 3, a 24-year-old woman described how calls to her mobile phone from other men stoked her husband’s jealousy and led to intimate partner violence.

Communicating With Sexual Partners

Nearly every participant reported using their phone to communicate and flirt with their sexual partners. Across age and gender, the most common way to communicate with partners was through phone calls, followed by texting, and less frequently social media. In quote 8 in Table 4, a 21-year-old man succinctly replied to the question How would you make plans to meet your partner? Likewise, in quote 9 in Table 4, a 20-year-old man explained how he made plans with his partner and how these plans depended on her mobile phone. An 18-year-old woman described a similar pattern, “He calls me and tells me where to meet him.”

A 20-year-old girl explained that despite the distance that separates her school from her partner’s home, they use their mobile phones to make plans and meet up, as detailed in quote 10 in Table 4. Describing a similar process of using mobile phones to overcome geographical and logistical obstacles, an 18-year-old man spoke about communicating with his partner and arranging a meeting with a partner who lives in a different community in quote 11 in Table 4.

The following passage demonstrates how our EPO at a boda boda stage corroborates these findings. A boda boda stage is a place where motorcycle taxi drivers gather and wait for customers, and extensive research has documented the hierarchy and organizational structure of boda boda stages in Uganda [42]. This boda boda stage, constructed using timber and roofed with tarpaulin, was overcrowded with motorcycles parked close to each other as if they were displayed for sale and was located at a junction where dirt roads branched off the main paved road. Author 5 spoke with a talkative young man, who was the vice-chairperson or the second in command below the chairperson of the boda boda stage. Dressed in tight black jeans with a black T-shirt and holding 2 phones, a smartphone and a basic phone, the vice-chairperson explained, “Here is my smartphone, I bought it for UGX 350,000 (US $100), I use it for WhatsApp and Facebook.” The vice-chairperson described how “most young people at boda boda stage use these smartphones purposely Okukwana Bakazi.” When asked to clarify, the vice-chairperson explained okukwana means getting a woman and starting a relationship with her. He continued, “There is no way you can connect with a woman without a phone.” Later, another boda boda driver supported this perspective and further explained that he used Facebook to “post messages using the smart phone. Sometimes these female sexual partners are in town.” This driver also showed his basic phone that he said he used to communicate with customers.

Potential Perils of Mobile Phones

In response to the question Do people ever get into trouble with their phones?, the most common response was that sending explicit content could lead to trouble, as indicated in quote 4 in Table 3.
they had given. Who gave gifts reported that they expected sex in return for gifts. However, none of the AYAs with sexual partners. Interestingly, these responses suggest that men and women considered gift giving to be a common practice.

Author 5, who conducted this interview, included in his field notes that the word "something" implied sexual relations. Both men and women considered gift giving to be a common practice with sexual partners. Interestingly, these responses suggest that some youths who received gifts believed that the gift giver expected sex in return for the gift. However, none of the AYAs who gave gifts reported that they expected sex in return for gifts they had given.

### Mobile Phone–Specific Gift-Giving Practices

Nearly all the men in this study, but few women, reported giving gifts to their sexual partners. Given the breadth of the literature on transactional sex, we will focus our analysis on instances of mobile phone or mobile phone–related gift giving. Some men also reported giving their partner phones and airtime, but no women did so. After AYAs described gift-giving practices, we probed further and asked the gift givers if they expected anything in return. No participants indicated that they expected anything in return for these gifts.

Most participants did, however, report receiving gifts from their sexual partners. Many more women than men reported getting a phone or airtime as a gift from their sexual partner. It was also more common for older AYAs (20–24 years) than younger AYAs (15–19 years) to receive a phone. The practice of giving airtime was common for both older and younger AYAs. Author 5 noted how the vice-chairperson of the boda boda stage succinctly described one reason men buy phones for women, “It is true, the boda boda men buy phones for women to make it easier to communicate with them.”

When we asked Does your partner expect anything in return?, most respondents replied no. However, a few women and 1 man who received gifts felt that their partner expected something in return. In terms of age groups, no older AYAs responded yes to this question; however, a few younger AYAs responded yes. One 18-year-old married woman responded that “For him, he did everything thinking that we must have sex.” Another exchange with a young woman who was a student was as provided in Textbox 1.

### Textbox 1. Exchange with a young woman who was a student.

<table>
<thead>
<tr>
<th>Quote number</th>
<th>Topic</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 8</td>
<td>Call, text, and WhatsApp</td>
<td>“I would say in three ways. I would call her. I would text her or would go to WhatsApp and send her an audio on WhatsApp.”</td>
</tr>
<tr>
<td>Quote 9</td>
<td>Meeting my partner</td>
<td>“In most cases, I first call my sex partner to meet with her. I don’t see any other plan I would consider meeting my sex partner without a phone call. If her mobile phone number is switched off, I must wait until it is switched on.”</td>
</tr>
<tr>
<td>Quote 10</td>
<td>Back to school</td>
<td>“Now for example, we shall go back at school on 4th of February, for the first two weeks we are usually not busy because they are still registering and receiving students and we are waiting for results. So, over the weekend, I have the phone it is here (she shows it to the interviewer), I call him, or he calls me and tells me that I am going to come, and I also tell him that it is fine to come since we are mature.”</td>
</tr>
<tr>
<td>Quote 11</td>
<td>A partner in a different community</td>
<td>“I call her wherever she is or I can send her a message and tell her that I want you to come and see me next week. She can give me her program and tell me that I will not be able to make it. If she accepts, I send her transport and she comes then we meet. In case she comes, she spends time with me on that day and then she goes back. I give her transport then she goes back. We keep communicating over the phone.”</td>
</tr>
</tbody>
</table>

A young single man who was a student replied as follows:

Okay, I would expect a bigger gift; this is one way to test her. However, for the case of our young women, I know that they will always expect something after offering small gifts.

Author 5, who conducted this interview, included in his field notes that the word “something” implied sexual relations. Both men and women considered gift giving to be a common practice with sexual partners. Interestingly, these responses suggest that some youths who received gifts believed that the gift giver expected sex in return for the gift. However, none of the AYAs who gave gifts reported that they expected sex in return for gifts they had given.

### Promise of Mobile Phones

To gather information about how phones may present a key opportunity for gaining health information, we asked participants the open-ended question, How do you get health information? Participants most frequently noted getting health information from the Rakai Project and other health workers. Television and radio were also frequently mentioned as sources of health information. In the region, bars and other small shops often display a television, which becomes a public gathering space. One 20-year-old student described her sources of health information as consisting of radio and television, as described in quote 12 in Table 5.

---

**Table 4. Mobile phones for communicating with sexual partners.**

<table>
<thead>
<tr>
<th>Quote number</th>
<th>Topic</th>
<th>Quote</th>
</tr>
</thead>
</table>

---
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Table 5. Mobile phones and health information.

<table>
<thead>
<tr>
<th>Quote number</th>
<th>Topic</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 12</td>
<td>Radio and television</td>
<td>“In most cases there is a program on Capital FM Radio, it is there at 8:00 and there is a doctor I always listen to. There are also some health tips on the radio and TV. Every day I have to listen to that doctor.”</td>
</tr>
<tr>
<td>Quote 13</td>
<td>Health worker call</td>
<td>“One health worker called me to come to the clinic and meet health workers. She told me to come and test for HIV. So, I left my work and went to the clinic.”</td>
</tr>
<tr>
<td>Quote 14</td>
<td>Not for health</td>
<td>“No, we do not usually think of using phones to get health-related services. Using phones to get health related information? Another girl who is a customer echoes, no we use our phone to call our men (laughing).”</td>
</tr>
<tr>
<td>Quote 15</td>
<td>Need for information</td>
<td>“The health information that I would like to access on my phone is to be able to know the ways in which I can protect myself from HIV.”</td>
</tr>
<tr>
<td>Quote 16</td>
<td>An emergency</td>
<td>“I fell sick, I did not have the energy to press the phone but during that time I was still staying with my wife. She brought the phone and I told her to check in my phone a health worker called, she called her and told her I am very sick, and I need quick medical attention. She asked her where I am at that time and my wife told her that I am at home, but I cannot walk. So, the health worker came from the health center to my home and gave me medication and the situation improved. However, if it was not for a phone, remember I could not walk and the wife was already in fear this could make me lose my life.”</td>
</tr>
</tbody>
</table>

Only 1 participant mentioned that school was a place where they received health information, and 1 participant noted that using her phone to search the internet was a source of health information. When we probed and specifically asked if people had ever used their mobile phones to gather health information, a little less than half of the participants said they had. A few participants described how they had used their phones to stay in touch with a health worker, and a couple of other participants described searching the internet for health information, as detailed in quote 13 in Table 5. However, it appeared rare for people to use their phones for health purposes, as a couple of young women in a hair salon explained in quote 14 in Table 5.

Although currently phones are rarely used to access health information, most participants reported that they would like to use their phones for health-related information in the future. Most frequently, participants wanted to use their phones to access information about HIV prevention, as one young woman succinctly explained in quote 15 in Table 5. Following HIV, participants also frequently noted that mobile phones could be used for gathering information about other diseases, family planning, and finding a doctor.

Finally, most participants spoke of a time when they needed to use their phone in an emergency. Of these, the most common emergencies were health related, and a number of women also specifically described using their phones in an emergency related to childbirth and labor, whereas a few participants also described other types of medical emergencies. One young man explained how a mobile phone was critical during his incapacitation from malaria, as described in quote 16 in Table 5. Many participants felt that their mobile phones were a valuable resource during health-related emergencies.

Discussion

Principal Findings

In a region where many roads are unpaved and people have limited economic and health resources, mobile phones are changing the ways that young people form social connections [5,43-45], and these changing social dynamics have implications for sexual relationships [3]. This study demonstrates how mobile phone ownership is critical for engaging in economic, social, and sexual behaviors in the Rakai region. In fact, nearly every participant used a mobile phone to flirt and communicate with sexual partners. This finding provides some insight in terms of a possible mechanism for the quantitative associations between owning a mobile phone and having a greater number of sexual partners and between phone ownership and positive HIV status for young women [3]. Finally, although few AYAs currently use their phones for health-related purposes, we show that there may be great potential for mobile phones to serve as tools for health promotion in the future.

Potential Health-Related Perils

The psychological and social consequences of sending and receiving pornographic images and videos was one of the main perils of mobile phones cited by participants. In addition, for all of the women we interviewed, and many of the men, using a mobile phone caused trouble, such as issues of suspicion and jealousy, with their sexual partner. Women, in particular, reported that their male partners were suspicious of any phone use. For some women, the consequences of owning a phone outweighed the benefits, and these women chose to either get rid of their phones or conceal their phone ownership from their primary sexual partners.

It was also clear that mobile phones were frequently used to communicate with sexual partners. As one young man explained “there is no way you can connect with a woman without a phone.” In addition, consistent with previous research, AYAs frequently noted the need to move to pursue jobs or education [46-48]. Owning a mobile phone enabled these AYAs to maintain social and sexual relationships despite the geographical distance imposed by job searches and attending boarding school.

In line with previous ethnographic research, we found mobile phones were at times a currency in transactional sex. This was a complex dynamic and should be interpreted in the context of previous work that has cautioned against assuming that transactional sex is specific to African contexts and noted that relationships where there is an exchange of money may also have important affective and social dimensions [11]. We found that when AYAs gave mobile phone–related gifts, they never
reported expecting anything in return. However, some AYAs who received gifts (e.g., mobile phones or airtime) did feel there was an expectation that they engage in sexual behaviors after receiving a gift.

**Promise of Mobile Phones for Health Promotion**

Consistent with previous literature, we found that phones were critical for engaging in social and economic interactions [1,5,45]. From hairstylists to boda boda drivers, a mobile phone was required to conduct daily business, and this was more common for older participants as compared with younger participants. In contrast, more younger than older AYAs reported using their phones to play games. This may be relevant for future interventions that could leverage interest in mobile phone–based games to disseminate health information for younger AYAs.

Of note, few AYAs reported ever using their mobile phones for purposes that might promote their health. However, most participants expressed interest in using their phones for health-related purposes in the future. This disconnect highlights a critical area for future researchers to address the health needs of AYAs in southern Uganda and perhaps in other resource-limited settings. AYAs reported an interest in using their phones to gather information about diseases and family planning. In fact, AYAs in the region currently have limited access to sexual health information [4]. Half of all pregnancies in Uganda are unintended, and the vast majority of these pregnancies (88%) occur among adolescents [4].

AYAs overwhelmingly stated that they would like to use their mobile phones to stay up to date on information about HIV prevention. HIV prevention is certainly a crucial and pressing issue in the region. As noted earlier, East Africa has the greatest number of new HIV infections in the world, with AYAs at the greatest risk [9]. In fact, AIDS is the leading cause of death for AYAs in the region and the second leading cause of death for AYAs worldwide [49,50]. In Uganda, people under 30 years comprise 75% of the total population [21], and despite extensive combination prevention efforts, the HIV incidence rate for AYAs remains high [9]. AYAs in the region are highly mobile [46-48], and evidence suggests that structural factors force AYAs to move and search for work after they leave school [46]. Mobility makes it difficult to track AYAs for recommended health care [51], and mobility is also associated with a greater risk of HIV infection [47,48]. Accordingly, our analyses suggest that mobile phones present an opportunity to reach these highly mobile AYAs [5,43,44,46].

Despite the potential promise for future mobile phone–based health interventions, critical barriers remain. Most notably, AYAs in the region had inconsistent access to electricity. To ameliorate this obstacle, some AYAs maintain 2 phones—1 button phone that can last up to 1 week after a single charge and 1 smartphone that can access apps and the internet but requires daily charging. Access to electricity is also a potential barrier for researchers seeking to design interventions that would require smartphones or tablets.

**Limitations**

We believe that our KII coding achieved thematic saturation for the overall AYAs’ sample. However, given our relatively small sample (N=31), we were only able to offer limited insights regarding health risk and health promotion opportunities by age group (eg, 15-19 years vs 20-24 years). Thus, a limitation of this study is that we may not have achieved saturation among these subgroup categories [37,40]. It is also possible that within our strata (owning a phone and not owning a phone), further data collection could yield additional insights with implications for mobile phone–related health risks and intervention opportunities in the region. For example, future research could focus exclusively on AYAs who own phones to examine specific mobile phone health intervention components and approaches that would best meet their needs and address barriers such as intermittent internet and electricity access.

**Strengths**

The use of purposive sampling from a population-based cohort allowed our research team to reliably and efficiently identify AYAs among the strata of focus (owning a phone and not owning a phone). Furthermore, by using multiple methods of data collection, KII and EPO, we were able to corroborate KII statements from the 3 strata through ecologically valid observations of behaviors in the community.

**Conclusions**

AYAs’ developmental period is associated with the increased importance of peers, increased technology use, increased mobility, and initiation of sex [47,52,53]. A recent systematic review of digital innovations for HIV and sexually transmitted infections noted the need for research to tailor behavioral risk-reduction interventions to specific contexts and populations [13]. In southern Uganda, we found that technology use, mobility, and sexual behaviors were interrelated. Nearly all AYAs relied on mobile phones for making sexual partnerships, and in many instances, their phones allowed them to overcome significant geographic and logistical barriers to maintain long-distance sexual partnerships. Few AYAs used their phones to access health information, although most were interested in using their phones to access health information in the future, with specific enthusiasm for current information on HIV prevention. Given these factors, adolescence is a potentially critical developmental period for introducing preventive mobile phone–based interventions to provide AYAs in resource-limited settings with current and credible family planning and HIV prevention information and services.
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Abstract

Background: Analyzing actigraphy data using standard circadian parametric models and aggregated nonparametric indices may obscure temporal information that may be a hallmark of the circadian impairment in psychiatric disorders. Functional data analysis (FDA) may overcome such limitations by fully exploiting the richness of actigraphy data and revealing important relationships with mental health outcomes. To our knowledge, no studies have extensively used FDA to study the relationship between sociodemographic, health and lifestyle, sampling, and psychiatric clinical characteristics and daily motor activity patterns assessed with actigraphy in a sample of individuals with and without depression/anxiety.

Objective: We aimed to study the association between daily motor activity patterns assessed via actigraphy and (1) sociodemographic, health and lifestyle, and sampling factors, and (2) psychiatric clinical characteristics (ie, presence and severity of depression/anxiety disorders).

Methods: We obtained 14-day continuous actigraphy data from 359 participants from the Netherlands Study of Depression and Anxiety with current (n=93), remitted (n=176), or no (n=90) depression/anxiety diagnosis, based on the criteria of the Diagnostic and Statistical Manual of Mental Disorders, fourth edition. Associations between patterns of daily motor activity, quantified via functional principal component analysis (fPCA), and sociodemographic, health and lifestyle, sampling, and psychiatric clinical characteristics were assessed using generalized estimating equation regressions. For exploratory purposes, function-on-scalar regression (FoSR) was applied to quantify the time-varying association of sociodemographic, health and lifestyle, sampling, and psychiatric clinical characteristics on daily motor activity.

Results: Four components of daily activity patterns captured 77.4% of the variability in the data: overall daily activity level (fPCA1, 34.3% variability), early versus late morning activity (fPCA2, 16.5% variability), biphasic versus monophasic activity (fPCA3, 14.8% variability), and early versus late biphasic activity (fPCA4, 11.8% variability). A low overall daily activity level was associated with a number of sociodemographic, health and lifestyle, and psychopathology variables: older age (P<.001),
higher education level ($P=.005$), higher BMI ($P=.009$), greater number of chronic diseases ($P=.02$), greater number of cigarettes smoked per day ($P=.02$), current depressive and/or anxiety disorders ($P=.05$), and greater severity of depressive symptoms ($P<.001$). A high overall daily activity level was associated with work/school days ($P=.02$) and summer (reference: winter; $P=.03$). Earlier morning activity was associated with older age ($P=.02$), having a partner ($P=.009$), work/school days ($P<.001$), and autumn and spring (reference: winter; $P=.02$ and $P<.001$, respectively). Monophasic activity was associated with older age ($P=.005$). Biphasic activity was associated with work/school days ($P<.001$) and summer (reference: winter; $P<.001$). Earlier biphasic activity was associated with older age ($P=.005$), work/school days ($P<.001$), and spring and summer (reference: winter; $P<.001$ and $P=.005$, respectively). In FoSR analyses, age, work/school days, and season were the main determinants having a time-varying association with daily motor activity (all $P<.05$).

**Conclusions:** Features of daily motor activity extracted with IPCA reflect commonly studied factors such as the intensity of daily activity and preference for morningness/eveningness. The presence and severity of depression/anxiety disorders were found to be associated mainly with a lower overall activity pattern but not with the time of the activity. Age, work/school days, and season were the variables most strongly associated with patterns and time of activity, and thus future epidemiological studies on motor activity in depression/anxiety should take these variables into account.

*(J Med Internet Res 2021;23(2):e20700)*  doi:10.2196/20700
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**Introduction**

The near ubiquitous use of accelerometers in electronic devices ranging from smartphones to wrist-worn wearables provides the biomedical community with a potential richness of data that is useful for the study of health outcomes. Wrist-worn accelerometers have been used for more than 20 years by sleep researchers to estimate sleep and circadian activity rhythms [1,2], as well as by those studying patterns of physical activity [3]. Research indicates that disruptions in circadian activity rhythms, especially daily motor activity patterns, correlate with poor mental [4] and physical [5] health. Burton et al [6] and our recent results showed that a low level of daily motor activity is associated with depressive [7,8] and anxiety [7] disorders. In addition, sociodemographic and lifestyle factors, especially age and BMI, have been linked to disruptions in daily motor activity patterns. Compared with younger persons, older persons have been found to have lower motor activity patterns [9] and earlier bed and rise times, also known as early chronotype [10]. A higher BMI has been associated with a lower daytime activity level and a higher night-time activity level [11,12]. Circadian activity rhythms are also controlled externally by environmental and social cues. For instance, light is an important synchronizer for circadian activity rhythms [13] and has been shown to be effective in the treatment of sleep disorders [14] and affective disorders [15].

Despite the great interest in daily motor activity patterns and their association with health outcomes and other health factors, commonly used methodologies to analyze actigraphy data are limited in the description of circadian rhythms. Often used validated methods aggregate data in daily indices [16], which loses important information that may be a hallmark of circadian impairment. The traditional approach to actigraphy data analysis employs cosinor (ie, based on the mathematical formula of a cosine wave) or modified cosinor analyses that yield information concerning the amplitude of activity, the timing of “peak” activity, and the goodness-of-fit (ie, how close the pattern is to a cosine wave) [16]. Although they are often quite useful in people with robust activity patterns, these analyses assume the presence of a particular shape of activity (ie, a predictable pattern, such as a cosine waveform) that may be different in individuals with physical or psychological impairments. Functional data analysis (FDA) can be used to model the complete time series of actigraphy data with less restrictive assumptions [17]. Recent studies using functional principal component analysis (IPCA), an FDA technique, have shown that patterns of daily motor activity with specific shapes are associated with psychiatric clinical characteristics (ie, apathy [18], depressive and anxiety symptoms [19], and objectively assessed sleep [19]) in individuals with Alzheimer disease. Another FDA technique that is increasingly being used is function-on-scalar regression (FoSR), which analyzes the relative time-varying associations between each variable of interest and the activity patterns. In addition, this method yields valuable information about the time intervals in which the variables of interest have the greatest influence on activity patterns [20,21]. Banihashemi et al [9] have suggested that older age and higher BMI are linked to lower daytime activity levels and higher BMI and greater symptom severity are associated with nocturnal activity patterns suggestive of sleep disturbances in a population with affective disorders. Those findings are based on first attempts using FDA, and such approaches have not yet been explored in a population with depressive and anxiety disorders. In addition, no studies have extensively assessed the association between actigraphy functional curves and sociodemographic, lifestyle, and sampling factors (eg, season and work/school days). FDA may better capture the complexity and dynamics of daily motor activity to reveal important behavioral biomarkers. This may help us to understand whether intervening on circadian rhythms or sleep (eg, by light therapy or sleep intervention) could be a useful regimen to reduce depressive and anxiety disorders.

In this study, we examined the association between daily activity patterns, assessed using actigraphy and FDA, and (1) sociodemographic (ie, age, sex, partner status, and education level), health and lifestyle (ie, drinking, smoking, chronic
diseases, and BMI), and sampling (ie, season, and work/school day versus nonwork/nonschool day) factors, and (2) psychiatric clinical characteristics (ie, current/remitted depressive and anxiety disorders, severity of depressive, and medication use).

Methods

Sample

Participants from the Netherlands Study of Depression and Anxiety (NESDA) were selected to enroll in the Ecological Momentary Assessment (EMA) and Actigraphy substudy (NESDA-EMAA). NESDA is one of the cores sites of the Motor Activity Research Consortium for Health (mMARCH) [22,23], a collaborative network for the application of objective assessment of motor activity, sleep, and mood in population and clinical samples. Details about NESDA have previously been discussed extensively [24]. NESDA was designed to investigate the course of depressive and anxiety disorders over a period of several years and the factors that influence the development and prognosis of such disorders. NESDA participants were initially recruited for baseline assessment between 2004 and 2007 (n=2981) and seen for the fifth time at the 9-year follow-up assessment (2014-2017; n=2069) for a regular follow-up interview, including a psychiatric diagnostic interview. In total, 1776 individuals participated in face-to-face interviews. A total of 367 siblings of NESDA participants who met diagnostic criteria for a depressive or anxiety disorder and had the same biological parents as their sibling(s) were included as participants to NESDA's 9-year follow-up assessment. At the 9-year follow-up, we conducted the EMAA substudy among 384 participants. The NESDA study, including the EMAA component, was approved by the VUmc ethical committee (reference number 2003/183), and all participants gave informed consent for both the regular interview and the EMAA component. A flowchart of the NESDA-EMAA study was previously provided in Difrancesco et al [7]. Eligibility criteria included the following: (1) had a smartphone or were willing to use a smartphone provided by the study, (2) were willing to wear a wrist-worn actigraphy device, and (3) could be enrolled within 1 month of the NESDA interview. Siblings were invited if they did not have a current or past diagnosis of a depressive and/or anxiety disorder or another severe psychiatric disorder (such as psychotic or severe addiction disorder). Participants of the EMAA substudy were provided with a wrist-worn GENEActiv device (Activinsights Ltd) and wore it for 2 weeks on their nondominant wrist. The devices were initialized and set to collect raw activity measures at a frequency of 30 Hz. They also completed questions on their current mood states using EMA [25]. In this paper, we only report on the actigraphy component of the study. Of the 384 participants included in the NESDA-EMAA study, 14 had no available actigraphy data for several reasons, such as technical failure (see [7] for more details), resulting in 370 (96.4%) participants with available data. According to previously published criteria [26], participants’ actigraphy data were included in analyses if at least 1 weekday and 1 weekend day of usable data were available, with at least 16 hours recorded per day and per night. The final sample consisted of 359 (359/384, 93.5%) participants with 13.68 (SD 1.26) valid days; 90.0% (323/359) of participants completed the protocol for 14 days.

Assessment of Sociodemographic, Health and Lifestyle, and Sampling Factors

Sociodemographic and health and lifestyle factors were assessed at the 9-year follow-up. Sociodemographic factors included age, gender, education level (expressed in years), and partner status. Health and lifestyle factors included BMI (kg/m²), number of self-reported chronic diseases under treatment (eg, heart disease, diabetes, stroke, lung disease, osteoarthritis, cancer, ulcer, intestinal problems, liver disease, epilepsy, and thyroid gland disease), number of cigarettes smoked per day, and number of alcoholic drinks consumed per day. Sampling factors were assessed at the 9-year follow-up based on EMA and actigraphy assessment. Sampling factors included whether the actigraphy assessment was performed on a work/school day and the season in which the assessment was performed. Work/school day was identified with information from the EMA assessment. Season was determined based on the date of the actigraphy assessment (eg, 25/09/yyyy=autumn), and winter was used as reference.

Assessment of Depressive and/or Anxiety Disorders and Clinical Characteristics

As in the previous assessment periods, specially trained clinical research staff conducted the diagnostic interviews at the 9-year follow-up. The Composite International Diagnostic Interview (CIDI; version 2.1) [27] was used to establish diagnoses of depressive disorders (dysthymia and major depressive disorder) and anxiety (social anxiety disorder, panic disorder with and without agoraphobia, agoraphobia, and generalized anxiety disorder) based on the Diagnostic and Statistical Manual of Mental Disorders, fourth edition. For this study, we divided participants into three groups: (1) no lifetime depressive and/or anxiety disorders, (2) remitted depressive and/or anxiety disorders, defined as having a lifetime but not current (6-month) diagnosis, and (3) current depressive or anxiety disorder diagnosed in the past 6 months.

Clinical characteristics that were examined were severity of depressive symptoms and medication use (ie, antidepressant and benzodiazepine use). Severity of depressive symptoms was assessed with the 30-item Inventory of Depressive Symptomatology (IDS) [28]. Antidepressant and benzodiazepine use was based on drug container inspection, and medications were coded according to the Anatomical Therapeutic Chemical (ATC) classification of the World Health Organization. Antidepressant and/or benzodiazepine use was considered present if participants reported using them more than 50% of the time. Antidepressants included selective serotonin reuptake inhibitors (ATC code N06AB), tricyclic antidepressants (ATC code N06AA), and other antidepressants (ATC codes N06AF, N06AG, and N06AX); benzodiazepines included ATC codes N03AE, N05BA, N05CD, and N05CF.
Statistical Analyses

Descriptive Analyses
Distributions of all variables were checked on normality with Q-Q plots. For descriptive statistics, participants’ sociodemographic, health and lifestyle, and sampling factors and clinical characteristics were compared between the three groups (ie, no, remitted, and current depressive and/or anxiety disorders). For normally distributed continuous data, analysis of variance tests were used, and for data with nonnormal distributions, Kruskal-Wallis tests were used. Chi-square tests were used to test differences in frequencies across the three groups. All analyses were performed with the statistical software R (version 1.0.143), and a P value of <.05 was considered statistically significant.

Assessment of Circadian Rhythm Patterns With fPCA
Raw actigraphy data were processed with open source R package GGIR (version 1.5-18) [29] according to published methods [30,31]. Processing of data included autocalibration, nonwear detection, identification of potentially corrupted data, collapsing of raw data to epoch level, and computation of missing data. Collapsing of raw data to epoch level was done by averaging 5-second data. Minute-to-minute daily actigraphy data were derived per participant by summing these 5-second data; day was defined as the 24-hour clock time interval. As days with at least 16 valid hours were included in the analyses, missing data points were replaced with the participant’s data from the same time of day, averaged across the other valid days, to provide a person-specific informed approach.

Daily motor activity patterns were derived from minute-level actigraphy data with the R package fda for FDA (version 2.4.8) [32]. First, participants’ minute-to-minute actigraphy data was pre-smoothed as linear combinations of a set of nine Fourier basis functions to capture the major trends in daily motor activity (ie, the same procedure as was applied by Zeitzer et al [19] and Gershon et al [33]). Second, fPCA was used to capture the principal directions of daily variation and dimension reduction. fPCA summarized the daily-specific features as the coordinates (called principal component scores) of participants’ curves in the basis spanned by the principal components. The first four daily-specific features, referred to as functional principal components in this paper, were considered because together they explained at least 75% of data variability (a similar cutoff was previously used [33]).

The association between the extracted daily functional principal components for each participant and the participant’s sociodemographic, health and lifestyle, and sampling factors and clinical characteristics were tested by using multiple generalized estimating equation (GEE) regressions, with each functional principal component as the outcome. GEE regression was used to account for correlations between repeated days per person. Separate models were run for each clinical characteristic (ie, current/remitted depressive and/or anxiety disorders, IDS score, and antidepressant use) and each model was adjusted for sociodemographic, health and lifestyle, and sampling factors; this was done to avoid collinearity induced by the high correlation between psychiatric clinical characteristics. Multiple testing correction was applied by controlling the false discovery rate [34].

Assessment of Time-Varying Associations of the Activity With Sociodemographic, Health and Lifestyle, and Mental Health Determinants With FoSR
Minute-to-minute daily actigraphy data were aggregated over 10 minutes and averaged over the assessment period for each participant (ie, similar procedure as was used by Goldsmith et al [21]). FoSR was used to study the time-varying associations between participants’ sociodemographic, health and lifestyle, and sampling factors and clinical characteristics, with actigraphy data as the outcome (ie, to study the time-varying associations between several factors and activity patterns). For exploratory purposes, FoSR analysis was repeated for each clinical characteristic to account for the high correlation between psychiatric clinical variables. Each model was adjusted for sociodemographic, health and lifestyle, and sampling factors. Data were analyzed with the R script developed by Goldsmith [35].

Results
The sociodemographic, health and lifestyle, and sampling factors and clinical characteristics of the study participants are shown in Table 1. Of the total sample (N=359), 93 and 176 participants, respectively, had current and remitted depressive and/or anxiety disorders, while 90 participants had no current depressive and/or anxiety disorders. The current depressive/anxiety disorder group was heterogeneous in that 38.7% (36/93) had anxiety disorders only, 28.0% (26/93) had depressive disorders, while 90 participants had no current depressive and/or anxiety disorders, although no significant differences were found in the other groups, although no significant differences were found for benzodiazepine use.
Table 1. Participants’ sociodemographics, health and lifestyle factors, actigraphy assessment and psychiatric characteristics, and medication use (N=359).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Current depressive and/or anxiety disorders (n=93)</th>
<th>Remitted depressive and/or anxiety disorders (n=176)</th>
<th>No depressive and/or anxiety disorders (n=90)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociodemographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>50.1 (11.1)</td>
<td>48.2 (13.4)</td>
<td>51.3 (12.5)</td>
<td>.13</td>
</tr>
<tr>
<td>Female, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>58 (62.4)</td>
<td>120 (68.2)</td>
<td>50 (55.6)</td>
<td>.12</td>
</tr>
<tr>
<td>Education level (years), mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>12.5 (3.4)</td>
<td>12.7 (2.8)</td>
<td>13.9 (2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Has a partner, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>45 (48.4)</td>
<td>90 (51.1)</td>
<td>51 (56.7)</td>
<td>.52</td>
</tr>
<tr>
<td>Lifestyle factors&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>27.1 (5.1)</td>
<td>26.6 (5.2)</td>
<td>26 (5.4)</td>
<td>.37</td>
</tr>
<tr>
<td>Number of chronic diseases, mean (SD)</td>
<td>1.1 (1.2)</td>
<td>1.0 (1.1)</td>
<td>0.6 (0.8)</td>
<td>.008</td>
</tr>
<tr>
<td>Number of cigarettes per day, mean (SD)</td>
<td>3.2 (6.5)</td>
<td>2.9 (6.1)</td>
<td>0.8 (2.7)</td>
<td>.004</td>
</tr>
<tr>
<td>Number of drinks per day, mean (SD)</td>
<td>0.5 (0.8)</td>
<td>0.7 (1.2)</td>
<td>0.8 (0.8)</td>
<td>.16</td>
</tr>
<tr>
<td>Actigraphy assessment characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of actigraphy days, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>13.7 (1.0)</td>
<td>13.6 (1.5)</td>
<td>13.8 (0.7)</td>
<td>.48</td>
</tr>
<tr>
<td>Measures on work/school days, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>398 (34.1)</td>
<td>769 (37.2)</td>
<td>467 (42.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Season of actigraphy measurement&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Winter, n (%)</td>
<td>277 (21.8)</td>
<td>701 (29.3)</td>
<td>369 (29.7)</td>
<td></td>
</tr>
<tr>
<td>Autumn, n (%)</td>
<td>376 (29.5)</td>
<td>584 (24.4)</td>
<td>362 (29.1)</td>
<td></td>
</tr>
<tr>
<td>Spring, n (%)</td>
<td>432 (33.9)</td>
<td>619 (25.8)</td>
<td>260 (20.9)</td>
<td></td>
</tr>
<tr>
<td>Summer, n (%)</td>
<td>188 (14.8)</td>
<td>492 (20.5)</td>
<td>252 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Psychopathology</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only depressive disorders, n (%)</td>
<td>26 (28.0)</td>
<td>46 (26.1)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Only anxiety disorders, n (%)</td>
<td>36 (38.7)</td>
<td>24 (13.6)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Depressive and anxiety disorders, n (%)</td>
<td>31 (33.3)</td>
<td>106 (60.2)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Inventory of Depressive Symptomatology, mean score (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28.6 (11.4)</td>
<td>20.9 (12.5)</td>
<td>6.0 (4.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressant users, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>35 (37.2)</td>
<td>34 (19.3)</td>
<td>2 (2.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Benzodiazepine users, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5 (5.3)</td>
<td>8 (4.5)</td>
<td>0 (0.0)</td>
<td>.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Analysis of variance tests were performed.
<sup>b</sup>Chi-square tests were performed.
<sup>c</sup>N/A: not applicable.

Four components of daily activity patterns that explained 77.4% of the variability in the data were extracted using fPCA (Figure 1) and interpreted as follows. The first component was the overall daily activity level. The second component described early versus late morning activity and could be indicative of chronotype. The third component showed a biphasic versus monophasic activity pattern, while the fourth component represented an early versus late biphasic activity pattern. The biphasic pattern showed two cycles of increased activity with subsequent decreased activity.
A low overall daily activity level was associated with a number of sociodemographic, health and lifestyle, and psychopathology variables (Table 2): older age (P<.001), higher education level (P=.005), higher BMI (P=.009), greater number of chronic diseases (P=.02), greater number of cigarettes smoked per day (P=.02), current depressive and/or anxiety disorders (P=.05), and greater severity of depressive symptoms (P<.001). A high overall daily activity level was associated with work/school days (P=.02) and summer (reference: winter; P=.03) (Table 2). Earlier morning activity was associated with older age (P=.02), having a partner (P=.009), work/school days (P<.001), and autumn and spring (reference: winter; P=.02 and P<.001, respectively) (Table 2). Monophasic activity was associated with older age (P=.005; Table 2). Biphasic activity was associated with work/school days (P<.001) and summer (reference: winter; P<.001) (Table 2). Earlier biphasic activity was associated with older age (P=.005), work/school days (P<.001), and spring and summer (reference: winter; P=.001 and P=.005, respectively) (Table 2).

Age, work/school status, and season were significantly associated with motor activity in the FoSR analyses (Figure 2; P<.05). Older age was especially related to lower activity in the late afternoon (around 6 PM). Working or going to school was associated with a higher activity level, with a dip in activity level around noon, compared with not working/going to school (Figure 2). Compared with individuals assessed in winter, those assessed in summer, spring, and autumn had higher activity levels in the morning and those assessed in the summer had higher activity levels late in the afternoon (Figure 2). Average daily motor activity curves by age, work/school status, and season are shown in Figure 3.
Table 2. Multivariable associations between daily motor activity patterns and sociodemographics, health and lifestyle factors, actigraphy assessment characteristics, and psychopathology (N=359).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall daily activity intensity</th>
<th>Early vs late morning activity</th>
<th>Biphasic vs monophasic activity</th>
<th>Early vs late biphasic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta ) &amp; SE &amp; ( P ) &amp; ( \beta ) &amp; SE &amp; ( P ) &amp; ( \beta ) &amp; SE &amp; ( P ) &amp; B &amp; SE &amp; ( P )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>(-.15) &amp; 0.04 &amp; &lt;.001 &amp; (.08) &amp; 0.03 &amp; .02 &amp; (-.10) &amp; 0.03 &amp; .005 &amp; (.10) &amp; 0.03 &amp; .005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Ref ( ^b )</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Male</td>
<td>(-.05) &amp; 0.08 &amp; .65 &amp; (-.02) &amp; 0.06 &amp; .83 &amp; (-.03) &amp; 0.06 &amp; .79 &amp; (-.07) &amp; 0.06 &amp; .34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td>(-.13) &amp; 0.04 &amp; .005 &amp; (-.01) &amp; 0.03 &amp; .80 &amp; (.04) &amp; 0.03 &amp; .30 &amp; (-.03) &amp; 0.03 &amp; .54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has a partner</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>(-.17) &amp; -0.08 &amp; .07 &amp; (.18) &amp; -0.06 &amp; .009 &amp; (-.02) &amp; -0.05 &amp; .83 &amp; (.05) &amp; -0.05 &amp; .496</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Lifestyle factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>(-.12) &amp; 0.04 &amp; .009 &amp; (.05) &amp; 0.03 &amp; .22 &amp; (-.01) &amp; 0.02 &amp; .83 &amp; (.01) &amp; 0.03 &amp; .80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of chronic diseases</td>
<td>(-.11) &amp; 0.04 &amp; .02 &amp; (-.01) &amp; 0.03 &amp; .82 &amp; (-.03) &amp; 0.03 &amp; .47 &amp; (-.05) &amp; 0.03 &amp; .15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of cigarettes per day</td>
<td>(-.14) &amp; 0.05 &amp; .02 &amp; (.03) &amp; 0.03 &amp; .55 &amp; (-.05) &amp; 0.03 &amp; .19 &amp; (.02) &amp; 0.03 &amp; .69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of drinks per day</td>
<td>(.08) &amp; 0.05 &amp; .19 &amp; (-.05) &amp; 0.04 &amp; .40 &amp; (-.04) &amp; 0.03 &amp; .34 &amp; (-.01) &amp; 0.03 &amp; .83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Actigraphy assessment characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work/school day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>(.17) &amp; 0.06 &amp; .02 &amp; (.28) &amp; 0.05 &amp; &lt;.001 &amp; (.73) &amp; 0.05 &amp; &lt;.001 &amp; (.19) &amp; 0.05 &amp; &lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Autumn</td>
<td>(.10) &amp; 0.09 &amp; .39 &amp; (.19) &amp; 0.07 &amp; .02 &amp; (.02) &amp; 0.07 &amp; .83 &amp; (.14) &amp; 0.06 &amp; .07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>(.15) &amp; 0.09 &amp; .21 &amp; (.33) &amp; 0.07 &amp; &lt;.001 &amp; (.14) &amp; 0.07 &amp; .08 &amp; (.26) &amp; 0.07 &amp; &lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer</td>
<td>(.29) &amp; 0.11 &amp; .03 &amp; (.18) &amp; 0.10 &amp; .19 &amp; (.33) &amp; 0.07 &amp; &lt;.001 &amp; (.24) &amp; 0.08 &amp; .005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Psychopathology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depressive and/or anxiety disorders</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Remitted</td>
<td>(-.06) &amp; 0.08 &amp; .60 &amp; (-.04) &amp; 0.08 &amp; .79 &amp; (-.05) &amp; 0.07 &amp; .64 &amp; (.08) &amp; 0.07 &amp; .39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>(-.24) &amp; 0.10 &amp; .05 &amp; (.02) &amp; 0.08 &amp; .83 &amp; (-.001) &amp; 0.08 &amp; .99 &amp; (-.01) &amp; 0.07 &amp; .95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDS (^c)</td>
<td>(-.14) &amp; 0.04 &amp; &lt;.001 &amp; (-.05) &amp; 0.04 &amp; .34 &amp; (-.02) &amp; 0.03 &amp; .70 &amp; (-.04) &amp; 0.03 &amp; .30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressant use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Yes</td>
<td>(-.17) &amp; 0.11 &amp; .22 &amp; (-.12) &amp; 0.06 &amp; .14 &amp; (-.08) &amp; 0.07 &amp; .38 &amp; (-.11) &amp; 0.08 &amp; .33</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Multivariable generalized estimating equation models were run and each model was adjusted for sociodemographic, health and lifestyle, and sampling factors. Multiple testing correction was applied using false discovery rate estimation.

\(^b\)Ref: reference.

\(^c\)IDS: Inventory of Depressive Symptomatology.
Figure 2. Effect of sociodemographics, health and lifestyle factors, and actigraphy and clinical characteristics on time of activity from multivariable function-on-scalar regression analyses. IDS: Inventory of Depressive Symptomatology. *P<.05; **P<.01.
Discussion

Principal Findings

This is the first study to examine the associations between patterns of daily motor activity and sociodemographic, health and lifestyle, and sampling factors and psychiatric clinical characteristics in individuals with and without depressive and anxiety disorders using FDA. Patterns of daily motor activity extracted with fPCA seem to reflect commonly studied circadian activity rhythm features such as daily activity level and time-of-day preference for morningness or eveningness [36]. The presence and severity of depressive and anxiety disorders were associated with a low overall activity pattern but had no impact on time of activity. Sociodemographic, health and lifestyle, and sampling factors were independently associated with daily motor activity patterns. FoSR analyses indicated that...
age, work/school status, and season of assessment were associated with time of activity.

Comparison With Previous Literature

The majority of the variability in the data (77.4%) was explained by four principal components that reflect the complexity of activity patterns. In line with previous studies employing fPCA, the first two components were commonly studied actigraphy features related to circadian rhythms: overall level of physical activity [18,19,33] and time-of-day preference for morningness or eveningness [33]. Interpretation of the third and fourth components was less clear. We found a monophasic versus biphasic activity pattern, as previously reported in other studies [19,33], where it was suggested that a biphasic rhythm may reflect napping behavior. This monophasic pattern could also be related to the temporary drop in alertness and performance that often occurs during the early afternoon, referred to as the postlunch dip, which reflects the 12-hour harmonic of the circadian clock [37]. Therefore, the level of daily activity and chronotype seem to be consistent components across studies applying fPCA, demonstrating the generalizability of the extracted components and confirming that these are important features of daily activity patterns.

Sociodemographic factors, especially age, were associated with daily motor activity patterns with a low activity level. This is in line with the results of the study by Takagi et al [38]. This may be due to the age-related decline in physical activity [39]. Aging causes changes in the organism that lead to a gradual loss of function, frailty, disease, and disability [40], and therefore result in decreased physical activity and physical functioning. The sleep-wake cycle also appears to change in the aging process. Our findings showing the association between earlier rhythms and increasing age are consistent with previous research that shows that aging is associated with advanced sleep timing (as reviewed by Duffy et al [41]) and a preference for morningness (as reviewed by Hood et al [42]). The circadian phase of melatonin has also been reported to become earlier with age, as has the timing of the cortisol rhythm [41]. The suprachiasmatic nucleus (SCN), which represents the biological clock of the brain, shows functional changes with age [43] that may be related to disturbances in circadian rhythms.

Work/school status and season, not surprisingly, were also very important to daily activity patterns and circadian rhythms. Circadian rhythms are controlled centrally by the SCN and influenced externally by behavioral/social cues and by light exposure, as reviewed by Duffy and Czeisler [44]. Our finding that assessments performed on autumn, spring, and summer days showed significantly higher overall levels of activity and higher levels of early morning activity than assessments performed on winter days seems to be consistent with the systematic review of Tucker and Gilliland [45], which showed that level of activity varies with seasonality and is the lowest during winter. Also, other factors related to the season can have an impact on daily activity such as weather conditions, which can also explain different circadian patterns across seasons. Also, on work/school days, there appeared to be higher and more sustained levels of daily activity and earlier morning activity compared with on nonwork/nonschool days. Indeed, it is well known in the literature that modern life habits including night work, shift work [46], jet lag [47], and social jet lag [48] are associated with circadian rhythm disruptions.

We also found that health and lifestyle factors are linked to daily activity patterns. Our results are in line with previous research reporting an association between lower activity levels and higher BMIs in the NIMH Family study [12] and greater numbers of chronic diseases [49]. These results may be suggestive of sedentary behavior, a factor known to relate to weight gain and disabilities. Early morning activity was associated with higher BMIs. This might be because of respiration-related diseases such as apnea, which is known to be more prevalent in persons with a high BMI and can severely disturb sleep [50].

An important aspect of this research was to study the association between timing of daily motor activity and psychopathology. However, we found no association with the timing of the activity. Instead, our functional data-driven models showed similar associations as were found in our previous analyses on NESDA data [7,8], indicating that current depressive and/or anxiety disorders and more severe symptoms were associated with lower physical activity levels but not with a preference for eveningness. These results suggest that the use of daily indices of motor activity may be sufficient when studying the association with psychopathology. On the other hand, we have only evaluated group-level differences; studying differences at the individual level may be important to explore. For instance, by using an idiographic approach (ie, study associations that differ between time points or between individuals), it may be possible to study the dynamics between daily motor activity and depression and/or anxiety [51] and help identify patients in whom activity is strongly predictive of mood. Collecting more empirical data in clinical practice is necessary to establish whether this is a promising approach.

Strengths of the Study

An important strength of this paper is the use of FDA, which is a useful statistical tool for data exploration and visualization. By providing a graphical representation of motor activity and circadian rhythms, FDA can help to identify specific patterns. This could help to generate new hypotheses that could, in turn, contribute to an improvement of the treatment of circadian disturbances. FDA could also be used to predict future outcomes of treatment. For instance, the study of Zeitzer et al [19] showed that low daytime activity and a late afternoon peak extracted with fPCA are predictive of higher mortality rates in community-dwelling older men, although it remains to be investigated whether fPCA components add to the prediction over traditional actigraphy measures. Daily curves of motor activity could potentially also be used in predictive models to pick up early signs of recovery or nonresponse and, if predictive, could inform clinicians in monitoring treatment response or treatment planning.

Limitations

This study was limited by several factors. The data were observational and cross-sectional, and thus the associations cannot be inferred to be causal. As the subjects in this study
were individuals participating in the fifth wave of a prospective cohort, there may be a selection bias toward highly motivated individuals. Future studies may investigate whether our results may be replicated in a wider population with and without depression and anxiety. Although actigraphy provides only an indirect assessment of circadian rhythm, it has the advantage of continuously monitoring over a relatively long period of time. Not all functional components were easily interpretable. While the first two components are (possibly) indicative of the overall level of activity and the time-of-day preference for morningness or eveningness, the third and fourth components need to be replicated in order to provide a better interpretation and greater validity.

**Conclusions**
Our study showed that features of daily motor activity extracted with fPCA reflect commonly studied factors such as the daily activity level and the time-of-day preference for morningness or eveningness. Age, work/school status, and season were the variables most strongly associated with patterns of daily activity and had time-varying associations with daily motor activity. The presence and severity of depressive and anxiety disorders were associated with a lower overall activity level but not with the timing of activity. Other than psychopathology, sociodemographic, health and lifestyle, and sampling factors were independently associated with a low overall activity pattern.
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Abstract

Background: Mobile health (mHealth) apps offer a scalable option for treating sleep disturbances at a population level. However, there is a lack of clarity about the development and evaluation of evidence-based mHealth apps.

Objective: The aim of this systematic review was to provide evidence for the design engineering and clinical implementation and evaluation of mHealth apps for sleep disturbance.

Methods: A systematic search of studies published from the inception of databases through February 2020 was conducted using 5 databases (MEDLINE, Embase, Cochrane Library, PsycINFO, and CINAHL).

Results: A total of 6015 papers were identified using the search strategy. After screening, 15 papers were identified that examined the design engineering and clinical implementation and evaluation of 8 different mHealth apps for sleep disturbance. Most of these apps delivered cognitive behavioral therapy for insomnia (CBT-I, n=4) or modified CBT-I (n=2). Half of the apps (n=4) identified adopting user-centered design or multidisciplinary teams in their design approach. Only 3 papers described user and data privacy. End-user acceptability and engagement were the most frequently assessed implementation metrics. Only 1 app had available evidence assessing all 4 implementation metrics (ie, acceptability, engagement, usability, and adherence). Most apps were prototype versions (n=5), with few matured apps. A total of 6 apps had supporting papers that provided a quantitative evaluation of clinical outcomes, but only 1 app had a supporting, adequately powered randomized controlled trial.

Conclusions: This is the first systematic review to synthesize and examine evidence for the design engineering and clinical implementation and evaluation of mHealth apps for sleep disturbance. The minimal number of apps with published evidence for design engineering and clinical implementation and evaluation contrasts starkly with the number of commercial sleep apps available. Moreover, there appears to be no standardization and consistency in the use of best practice design approaches and implementation assessments, along with very few rigorous efficacy evaluations. To facilitate the development of successful and evidence-based apps for sleep disturbance, we developed a high-level framework to guide researchers and app developers in the end-to-end process of app development and evaluation.

(J Med Internet Res 2021;23(2):e24607) doi:10.2196/24607

http://www.jmir.org/2021/2/e24607/
Introduction

Sleep disturbance is extremely prevalent and affects 33%-45% of adults [1]. Insomnia is the most common sleep disorder, defined as a chronic and persistent difficulty falling asleep, maintaining sleep, or waking up too early [2]. When left untreated, insomnia significantly increases the risk of adverse health outcomes, including mental health disorders [3,4], cardiovascular disease [5], hypertension [6], and diabetes [7]. As insomnia poses serious risks to mental and physical health, exploring the efficacy of treatment is imperative. Cognitive behavioral therapy for insomnia (CBT-I) is an effective gold standard treatment that has consistently shown moderate to large treatment effects [8-10]. A limitation to the widespread use of CBT-I has been a shortage of adequately trained practitioners to treat the high volume of patients with insomnia.

One potential avenue for addressing these challenges is the use of digital therapy. The widespread adoption of mobile phones and apps can change the delivery of health care. This emerging field, known as mobile health (mHealth), refers to the provision of health care services and practice delivered using mobile technology. mHealth apps provide unique benefits in delivering health information and interventions, given the ubiquity, convenience, and affordability of mobile phones. Over 325,000 mHealth apps are available on app stores, and this number continues to grow rapidly [11]. Research supports the utility of mHealth apps for a range of health issues, including depression, anxiety, schizophrenia, cardiac disease, physical activity, and diabetes [12-16]. The potential of mHealth is particularly significant for sleep disturbances as it presents a promising method for addressing this public health burden.

Health outcomes are not only dependent on the intervention delivered but also on the design engineering process employed. Design engineering combines design thinking, participatory design practices, software engineering methods, software, and quality assurance methods. Without analyzing this process, it is not possible to make inferences about the reasons for failure (eg, low engagement, lack of clinical efficacy) of an app. Alongside, this process involves the incorporation of clinically relevant content that either provides adjunctive or standalone therapy to traditional medical and psychological practice.

Clinical implementation requires consideration of end-user privacy and security, a major concern in mHealth. Recent work has demonstrated that mHealth apps routinely share and commercialize end-user data with third parties with very little transparency [17]. In addition, there are several important regulatory considerations required to protect the public and ensure that mHealth apps meet the minimum requirements of quality. Regulatory bodies for mHealth include HIPAA (Health Insurance Portability and Accountability Act), which is a federal law mandating privacy and security standards, and the FDA (Food and Drug Administration), which evaluates the safety and marketing claims of mHealth apps. In the absence of oversight from these regulatory bodies, it is possible to misuse health care–related data [18].

Despite the potential and ubiquity of mHealth apps, most apps lack evidence for their clinical efficacy among end users [15]. Compounding this problem is a lack of framework to inform and standardize the process and reporting of design, development, and evaluation of mHealth apps [19]. This may lead to clinical inefficacy, lack of medical condition–specific content, poor patient engagement, or even harmful apps [20,21].

Although various research groups have established frameworks for apps for posttraumatic stress disorder (PTSD) [22], bipolar disorder [23], and hypertension [24], there may be differences in the processes used according to the health condition, and there are no existing frameworks for sleep apps. This systematic review aims to assess the extent and nature of the peer-reviewed evidence and proposes a high-level framework for the design engineering and clinical implementation and evaluation of mHealth apps for sleep disturbance.

Methods

Search Strategy

This study uses PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [25]. A systematic literature search was conducted using the electronic databases MEDLINE, Embase, Cochrane Library, PsycINFO, and CINAHL for relevant papers published from the inception of the databases through February 2020. Keywords related to sleep and mHealth were searched. To increase the coverage of relevant databases, we conducted a manual search of the Journal of Medical Internet Research and the Journal of Internet Interventions as well as the reference list of retrieved publications. See Multimedia Appendix 1 for an example of the search strategy.

Inclusion Criteria

The inclusion criteria consisted of peer-reviewed publications that (1) focused on mHealth apps that aimed to measure, track, or improve sleep; (2) described the design engineering, clinical implementation, or clinical evaluation of the apps; (3) focused on an app solely targeting sleep; and (4) targeted adults aged between 18 years and 60 years. The included studies were published in English.

Exclusion Criteria

Studies were excluded if they (1) focused on a sleep disorder other than insomnia; (2) focused on an app that provided multimodal interventions targeting health aspects other than sleep; (3) described internet, telephone, or text messaging interventions; or (4) were review papers. We excluded review papers that were at the early stages of screening; however, given the difficulty of discerning these papers, most were excluded in the full-text screening.
Screening
After duplicates were removed, a single author (MA) screened all the titles to identify potentially relevant studies. Abstract and title screen and full-text of potentially relevant studies were reviewed independently by 2 authors (MA and ES). Where there were conflicts, discrepancies were discussed, and consensus was reached with the senior author (NG).

Data Extraction and Coding
A data extraction template was constructed by one of the authors (MA) to summarize the following characteristics of the studies: first author name, publication date, country, objective, study design, and sample. Full papers were then imported into NVivo (QSR International Pty Ltd, version 11.4.3, 2017) for detailed data extraction and thematic coding. A coding framework was developed by the authors for each of the following categories: design engineering and clinical implementation and evaluation. Relevant segments of text were coded and extracted into a Microsoft Excel spreadsheet. Risk of bias was not assessed, as this was deemed irrelevant to the aims of the paper.

Data were extracted and coded into the following subgroups:

- Design engineering: This stage considers the therapeutic approach, design method, and features and functionalities of the apps. Although we appreciate the design engineering process as an ongoing and iterative process, for the purpose of this paper, we propose that this stage covers the point up until the prototype app is implemented among end users.

- Clinical implementation: This stage refers to the testing of the app among end users and includes an assessment of app maturity, implementation metrics (acceptability, engagement, usability, and adherence), and privacy (ie, data acquisition, use or disclosures of identifiable health data) and regulatory (eg, HIPAA) requirements. To categorize the implementation metrics used by the papers and uniformly compare evidence in the included studies, we developed definitions based on previous literature and adjusted for use with sleep apps [26-29]. Acceptability refers to how intended recipients react to the intervention, for example, interest, user satisfaction, and perceived appropriateness. Engagement refers to the usage metrics of the app. Usability refers to whether the app can be used as intended. Adherence refers to the degree to which the user follows the program and the prescribed recommendations of the therapy.

- Clinical evaluation: This stage refers to the assessment of treatment outcomes among end users.

Results
Search Results
The search strategy identified 6015 papers (Figure 1). Following the removal of duplicates (n=1503), 4512 papers were screened for title. Of those, 4246 were excluded, leaving 266 potentially relevant papers. Following a duplicate independent abstract review, 166 papers were excluded. The full text of 100 papers was obtained and independently reviewed by 2 authors (MA and ES). Following this, 82 papers were excluded, primarily for being review papers (n=24) or abstracts only (n=34), leaving 18 full-text papers to be included in this systematic review. A further 3 papers were excluded that reported evidence solely for concurrent validity (ie, comparison of app sleep tracking against objective measurements of sleep) and provided no further information about design engineering and clinical implementation and evaluation.
Study Characteristics

A summary of the study characteristics is presented in Table 1. There was a total of 15 papers. These papers assessed the design, implementation, and evaluation of 8 individual apps.

Furthermore, there were multiple studies (n=27) included within these 15 papers: 7 pre-post studies, 5 cross-sectional studies, 5 mixed methods studies, 5 concurrent validity studies, 2 randomized controlled trials (RCTs), and 3 descriptive studies. Table 1 presents the papers and corresponding studies numbered under the column Number of studies and their objectives. Subjects were veterans or military service members (n=5) [30-34], healthy participants (n=6) [35-40], individuals with insomnia or sleep disturbances (n=4) [41-44], veterans affairs CBT-I clinicians (n=2) [45,46], and nurses with insomnia (n=1) [47]. The sample size varied among studies, ranging from 2 to 176. For longitudinal studies with over 10 participants, the mean study attrition rate was 25% (range 16%-39%).
<table>
<thead>
<tr>
<th>Study</th>
<th>Country of origin</th>
<th>App name</th>
<th>Sample</th>
<th>Number of studies and their objectives</th>
<th>Study design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aji et al (2019) [42]</td>
<td>Australia</td>
<td>SleepFix</td>
<td>Participants with insomnia or sleep disturbance</td>
<td>- #1-3 - Assess the needs and preferences of those with poor sleep and insomnia</td>
<td>- #1 - Cross-sectional: survey</td>
</tr>
<tr>
<td>Aji et al (2020) [43]</td>
<td>Australia</td>
<td>SleepFix</td>
<td>Participants with insomnia</td>
<td>- #1 - Examine the engagement, acceptability, and preliminary efficacy among end users of SleepFix</td>
<td>- #1 - Mixed methods: pre-post and interview</td>
</tr>
<tr>
<td>Babson et al (2015) [34]</td>
<td>United States</td>
<td>CBT-I Coach</td>
<td>Veterans with sleep disturbance and cannabis use disorder</td>
<td>- #1 - Examine the acceptability, usability, engagement, and preliminary efficacy among end users of CBT-I Coach</td>
<td>- #1 - Pre-post</td>
</tr>
<tr>
<td>Baron et al (2018) [39]</td>
<td>United States</td>
<td>Sleep Bunny</td>
<td>Healthy participants with sleep duration &lt;7 hours</td>
<td>- #1 - Examine the acceptability and adherence with the prototype version among end users of Sleep Bunny</td>
<td>- #1 - Mixed methods: pre-post and interview</td>
</tr>
<tr>
<td>Bauer et al (2012) [40]</td>
<td>United States</td>
<td>ShutEye</td>
<td>Health participants</td>
<td>- #1 - Describe ShutEye app</td>
<td>- #1 - Descriptive report</td>
</tr>
<tr>
<td>Horsch et al (2017) [44]</td>
<td>The Netherlands</td>
<td>Sleepcare</td>
<td>Participants with mild insomnia</td>
<td>- #1 - Assess the efficacy of Sleepcare</td>
<td>- #1 - RCTb</td>
</tr>
<tr>
<td>Kang et al (2017) [41]</td>
<td>Korea</td>
<td>Unnamed</td>
<td>Participants with insomnia</td>
<td>- #1 - Evaluate the efficacy of simplified group CBT-I delivered using a mobile app</td>
<td>- #1 - Pre-post</td>
</tr>
<tr>
<td>Koffel et al (2016) [33]</td>
<td>United States</td>
<td>CBT-I Coach</td>
<td>Referrals from veterans affair medical center</td>
<td>- #1 - Examine the acceptability, adherence, engagement, and preliminary efficacy among end users of CBT-I Coach</td>
<td>- #1 - RCT</td>
</tr>
<tr>
<td>Miller et al (2019) [46]</td>
<td>United States</td>
<td>CBT-I Coach</td>
<td>Veterans affairs CBT-I clinicians</td>
<td>- #1 - Assess acceptability of the app with clinicians (after app usage)</td>
<td>- #1 - Cross-sectional survey</td>
</tr>
<tr>
<td>Omeogu et al (2020) [47]</td>
<td>United States</td>
<td>CBT-I Coach</td>
<td>Female veterans administration nurses with insomnia</td>
<td>- #1 - Examine the efficacy of CBT-I Coach</td>
<td>- #1 - Pre-post</td>
</tr>
<tr>
<td>Pulantara et al (2018) [31]</td>
<td>United States</td>
<td>iRESTc</td>
<td>Active duty service members and veterans</td>
<td>- #1 - Describe iREST</td>
<td>- #1 - Descriptive report</td>
</tr>
</tbody>
</table>
### Study design

<table>
<thead>
<tr>
<th>Study</th>
<th>Country of origin</th>
<th>App name</th>
<th>Sample</th>
<th>Number of studies and their objectives</th>
<th>Study design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reilly et al</td>
<td>United States</td>
<td>CBT-I Coach</td>
<td>Veterans with insomnia</td>
<td>• #1 - Evaluate the efficacy of CBT-I Coach</td>
<td>• #1 - Pre-post</td>
</tr>
<tr>
<td>(2019) [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shirazi et al</td>
<td>Germany</td>
<td>Somnometer</td>
<td>University students</td>
<td>• #1 - Assess the acceptability, engagement, and usability of the Somnometer app</td>
<td>• #1 - Mixed methods: pre-post and interview</td>
</tr>
<tr>
<td>(2013) [35]</td>
<td></td>
<td></td>
<td></td>
<td>• #2 - Assess the concurrent validity of Somnometer</td>
<td>• #2 - Comparison of app against actigraphy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• #3 - Collect user’s app usage patterns in-the-wild</td>
<td>• #3 - Pre-post</td>
</tr>
</tbody>
</table>

**a**CBT-I: cognitive behavioral therapy for insomnia.  
**b**RCT: randomized controlled trial.  
**c**iREST: Interactive Resilience Enhancing Sleep Tactics.  

### Design Engineering

Table 2 summarizes the 8 individual apps identified in this review: CBT-I Coach [33,34,45,46], Somnometer [35], Interactive Resilience Enhancing Sleep Tactics (iREST) [30,31], ShutEye [40], Sleepcare [44], Sleep Bunny [39], SleepFix [42,43], and 1 unnamed app [41].

### Table 2. Design characteristics of the included mobile apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>Therapeutic approach</th>
<th>Design method</th>
<th>Level of automation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBT-I Coach</td>
<td>CBT-I including sleep restriction therapy, stimulus control, psychoeducation, cognitive restructuring, and relapse prevention</td>
<td>Multidisciplinary team, including experts in insomnia, VA-b-trained CBT-I clinicians, clinical intervention development, technology, and implementation science</td>
<td>Fully automated. However, it is not designed to replace clinician-delivered CBT-I; nonetheless, the app can be used as an educational resource</td>
</tr>
<tr>
<td>iRESTc</td>
<td>Traditional behavioral insomnia workflows, brief behavioral therapy for insomnia, a military study, and previous implementation of the JITAId platform</td>
<td>Clinician involvement in design, Developed based on design principles: iterative and incremental development software model</td>
<td>High clinician input regarding treatment, information, recommendations, and messaging</td>
</tr>
<tr>
<td>ShutEye</td>
<td>Mobile, peripheral display to provide real-time sleep hygiene recommendations, relevant to the user’s set bed and wake time goals</td>
<td>N/Ae</td>
<td>Fully automated</td>
</tr>
<tr>
<td>Sleepcare</td>
<td>CBT-I including sleep restriction, relaxation, and sleep hygiene</td>
<td>End-user involvement, Developed based on persuasive strategies: talk-and-tool design principle</td>
<td>Fully automated</td>
</tr>
<tr>
<td>SleepFix</td>
<td>Sleep restriction therapy and stimulus control</td>
<td>End-user involvement, Multidisciplinary team</td>
<td>Fully automated</td>
</tr>
<tr>
<td>Sleep Bunny</td>
<td>CBT-I and motivational interviewing and a telephone coaching manual developed from a web-based depression intervention</td>
<td>N/A</td>
<td>Fully automated</td>
</tr>
<tr>
<td>Somnometer</td>
<td>Social alarm clock app. Users rate their sleep quality and specify their sleep status, which they can share with their social network. Sleep duration is estimated based on the user’s phone interaction with app</td>
<td>N/A</td>
<td>Fully automated</td>
</tr>
<tr>
<td>Unnamed</td>
<td>CBT-I including sleep restriction therapy and stimulus control therapy</td>
<td>N/A</td>
<td>Clinician input required</td>
</tr>
</tbody>
</table>

**a**CBT-I: cognitive behavioral therapy for insomnia.  
**b**VA: veterans affairs.  
**c**iREST: Interactive Resilience Enhancing Sleep Tactics.  
**d**JITAI: just-in-time adaptive intervention.  
**e**N/A: not applicable.
**Therapeutic Approach**

A total of 4 apps were identified to deliver a CBT-I intervention, 1 app used behavioral therapy for insomnia (BTi), 1 app delivered sleep restriction therapy (SRT), 1 app was a social alarm clock, and 1 app was a wallpaper display to promote healthy sleep behaviors. The average length of intervention (ie, use of app in the paper) was 5 weeks (mean 4.5, SD 1.5; median 4.5, range 3-6.5 weeks).

**Design Approach**

The apps were developed using various design approaches, including multidisciplinary (n=2), clinician involvement (n=2), user-centered (n=1), talk-and-tool design principle (n=1), and iterative and incremental development software model (n=1; Table 2). A total of 4 apps did not specify their design approach in their corresponding papers.

**Features and Functionality**

Table 3 presents the features and functionality of the apps. All apps provided personalized sleep feedback (8/8, 100%). Most apps included psychoeducation or sleep hygiene (7/8, 88%), a sleep diary (6/8, 75%), reminders (5/8, 63%), and visualization features (5/8, 63%). In total, 5 of the 8 apps were fully automated and 3 required clinician input. Papers describing 6 apps provided end-user feedback regarding design [31,33,35,39,40,43]. End-user feedback was generally positive in nature, although some papers reported some negative feedback in the design process (4/6, 67%) [31,39,40,43].

<table>
<thead>
<tr>
<th>Feature</th>
<th>Apps in which the features were included, n (%)</th>
<th>Apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized sleep feedback</td>
<td>8 (100)</td>
<td>CBT-I(^a) Coach, iREST(^b), ShutEye Sleepcare, SleepFix, Sleep Bunny, Somnometer, and unnamed app</td>
</tr>
<tr>
<td>Psychoeducation or sleep hygiene</td>
<td>7 (88)</td>
<td>CBT-I Coach, iREST, ShutEye, Sleepcare, SleepFix, Sleep Bunny, and unnamed app</td>
</tr>
<tr>
<td>Sleep diary</td>
<td>6 (75)</td>
<td>CBT-I Coach, iREST, Sleepcare, SleepFix, Sleep Bunny, and unnamed app</td>
</tr>
<tr>
<td>Reminders</td>
<td>5 (63)</td>
<td>CBT-I Coach, iREST, Sleepcare, Sleep Bunny, and SleepFix</td>
</tr>
<tr>
<td>Visualization</td>
<td>5 (63)</td>
<td>CBT-I Coach, iREST, SleepFix, Sleep Bunny, and Somnometer</td>
</tr>
<tr>
<td>Wearable synchronization</td>
<td>4 (50)</td>
<td>iREST, SleepFix, Sleep Bunny, and unnamed app</td>
</tr>
<tr>
<td>Relaxation</td>
<td>3 (38)</td>
<td>CBT-I Coach, Sleepcare, and unnamed app</td>
</tr>
<tr>
<td>Alarm</td>
<td>2 (25)</td>
<td>CBT-I Coach, and Somnometer</td>
</tr>
<tr>
<td>Clinician portal</td>
<td>2 (25)</td>
<td>iREST and unnamed app</td>
</tr>
<tr>
<td>Social features</td>
<td>2 (25)</td>
<td>SleepFix and Somnometer</td>
</tr>
<tr>
<td>Messaging with clinician</td>
<td>1 (13)</td>
<td>iREST</td>
</tr>
</tbody>
</table>

\(^a\)CBT-I: cognitive behavioral therapy for insomnia.

\(^b\)iREST: Interactive Resilience Enhancing Sleep Tactics.

**Clinical Implementation**

**Implementation Metrics**

All 8 apps included in this review had at least one paper assessing an implementation metric. A total of 10 out of the 15 papers reported on one or more of 4 implementation metrics: acceptability, usability, adherence, and engagement (Table 4).
Table 4. Attributes related to implementation in included papers (N=15).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Papers assessing attribute, n (%)</th>
<th>Described apps</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability by end user</td>
<td>6 (40)</td>
<td>CBT-I\textsuperscript{a} Coach, ShutEye, Sleep Bunny, SleepFix, and unnamed app</td>
<td>Interview [33,35,40,43], survey [35,39,41], and MAUM\textsuperscript{b} questionnaire [34]</td>
</tr>
<tr>
<td>Acceptability by clinician</td>
<td>2 (13)</td>
<td>CBT-I Coach</td>
<td>17-item measure of clinicians’ retrospective perceptions of app [45] and 35-item measure of clinicians’ retrospective perceptions of app [46]</td>
</tr>
<tr>
<td>Engagement</td>
<td>6 (40)</td>
<td>CBT-I Coach, iREST\textsuperscript{c}, SleepFix, Somnometer, and unnamed app</td>
<td>Self-reported number of sleep diaries [33,41]; MAUM questionnaire measuring frequency of app use and length of use per session [34]; number of sleep diary entries, mood logger entries, and game sessions measured by the app [43]; number of scheduled alarms, posts shared on Facebook, and sessions measured by the app [35]; and number of days the app was used, completion time for each log, number of devices with app accessing server each day measured by the app [31]</td>
</tr>
<tr>
<td>Usability</td>
<td>4 (27)</td>
<td>CBT-I Coach, iREST, ShutEye, SleepFix, and Somnometer</td>
<td>System Usability Scale [31,35,43], modified Telehabilitation Usability Questionnaire [31], MAUM questionnaire [34], qualitative survey [31], and qualitative interview [40]</td>
</tr>
<tr>
<td>Adherence</td>
<td>3 (20)</td>
<td>CBT-I Coach, ShutEye, Sleep Bunny, and Sleepcare</td>
<td>Average number of days and time spent on homework [33], patient adherence form (completed by clinicians) [33], number of relaxation exercises performed [44], deviation between real and agreed-upon time in bed [44], number of coaching sessions completed [39], and qualitative interview [40]</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CBT-I: cognitive behavioral therapy for insomnia.

\textsuperscript{b}MAUM: Mobile App Use Measure.

\textsuperscript{c}iREST: Interactive Resilience Enhancing Sleep Tactics.

Acceptability among end users and engagement were the most frequently assessed implementation metrics. Most papers measured acceptability through an interview or survey with end users and engagement using app-measured or self-reported app usage metrics. Usability was measured by less than half of the papers, with most using the System Usability Scale. Most apps had evidence available for 1 to 2 implementation metrics, and only 3 out of 8 apps (CBT-I Coach, ShutEye, and SleepFix) had papers reporting more than 2 implementation metrics.

App Maturity

The maturity levels of the apps ranged on a continuum of 3 levels: prototype, matured, and released [48]. A prototype refers to a minimally viable product of the app with functionality that users can test. A matured version refers to an app that has undergone user testing and has been redesigned. A released version refers to an app that is available for download. Most apps were prototypes (n=5), and 1 app was a prototype-to-mature version (Table 5). Only 1 app was matured to release (CBT-I Coach). Furthermore, 1 study had no information regarding the maturity level of the app described. Only CBT-I Coach was available from the Google Play or Apple App Store at the time of writing the primary paper.

Table 5. Maturity of the included apps.

<table>
<thead>
<tr>
<th>Stage of maturity</th>
<th>App</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype</td>
<td>iREST\textsuperscript{a}, ShutEye, Sleep Bunny, SleepFix, and Somnometer</td>
</tr>
<tr>
<td>Prototype to mature</td>
<td>Sleepcare</td>
</tr>
<tr>
<td>Matured</td>
<td>_\textsuperscript{b}</td>
</tr>
<tr>
<td>Matured to released</td>
<td>CBT-I\textsuperscript{c} Coach</td>
</tr>
<tr>
<td>Released</td>
<td>—</td>
</tr>
<tr>
<td>No information</td>
<td>Unnamed \textsuperscript{c} [41]</td>
</tr>
</tbody>
</table>

\textsuperscript{a}iREST: Interactive Resilience Enhancing Sleep Tactics.

\textsuperscript{b}No apps met this maturity level.

\textsuperscript{c}CBT-I: cognitive behavioral therapy for insomnia.

Only 3 apps considered the privacy of data collected [35,40,45]. In total, 3 out of the 4 apps that enabled wearable...
synchronization reported data relating to its use adjunct to the app [31,41,43]. No studies have considered the regulatory requirements of the apps.

**Clinical Evaluation**

In total, 6 of the 8 apps had a quantitative evaluation of treatment outcomes. Of the 11 studies that evaluated clinical effectiveness, the most frequently used sleep outcomes were self-reported sleep questionnaires, followed by app sleep diary measures and actigraphy (objective). In total, 8 of the 11 papers used the Insomnia Severity Index, the most widely used insomnia treatment outcome questionnaire to evaluate insomnia symptom severity [49] (Table 6). Only 2 papers focused solely on evaluating the effectiveness of the app [44,47].
Table 6. Clinical outcome measures used in included papers.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Self-report questionnaires</strong></td>
<td></td>
</tr>
<tr>
<td>Insomnia Severity Index</td>
<td>[30-33,41,43,44,47]</td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index</td>
<td>[30,32,34,41,43,44]</td>
</tr>
<tr>
<td>Epworth Sleepiness Scale</td>
<td>[30,39,40,43]</td>
</tr>
<tr>
<td>Dysfunctional Beliefs and Attitudes about Sleep-16</td>
<td>[41,44]</td>
</tr>
<tr>
<td>Functional Outcomes of Sleep Questionnaire</td>
<td>[32]</td>
</tr>
<tr>
<td><strong>App sleep diary measures</strong></td>
<td></td>
</tr>
<tr>
<td>Time in bed</td>
<td>[44]</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>[44]</td>
</tr>
<tr>
<td>Sleep efficiency (percentage of time spent asleep while in bed)</td>
<td>[41,43,44]</td>
</tr>
<tr>
<td>Wake after sleep onset (wake time after initial sleep onset)</td>
<td>[43]</td>
</tr>
<tr>
<td>Sleep onset latency (time taken to fall asleep)</td>
<td>[41,43]</td>
</tr>
<tr>
<td><strong>Actigraphy (objective)</strong></td>
<td></td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>[39,41]</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>[39,41]</td>
</tr>
<tr>
<td>Stages of sleep</td>
<td>[41]</td>
</tr>
<tr>
<td>Number of awakenings</td>
<td>[32]</td>
</tr>
<tr>
<td><strong>Fitbit</strong></td>
<td></td>
</tr>
<tr>
<td>Wake after sleep onset</td>
<td>[43]</td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>[43]</td>
</tr>
<tr>
<td><strong>Psychological measures</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Depression and anxiety</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale</td>
<td>[43,44]</td>
</tr>
<tr>
<td>Center for Epidemiologic Studies Depression Scale</td>
<td>[44]</td>
</tr>
<tr>
<td>PHQ^a-8, PHQ-9, or PHQ-15</td>
<td>[30,32]</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder Scale-7</td>
<td>[30]</td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td>[41]</td>
</tr>
<tr>
<td>Beck Anxiety Inventory</td>
<td>[41]</td>
</tr>
<tr>
<td><strong>PTSD^b</strong></td>
<td></td>
</tr>
<tr>
<td>PTSD Checklist Civilian Version</td>
<td>[30,32]</td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Scale (PSQI-A^c for PTSD)</td>
<td>[30]</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
<tr>
<td>12-item Short Form Survey</td>
<td>[43]</td>
</tr>
<tr>
<td>Flinders Fatigue Scale</td>
<td>[43]</td>
</tr>
<tr>
<td>Clinical Global Impression–Improvement Scale</td>
<td>[30]</td>
</tr>
<tr>
<td>West Haven-Yale Multidimensional Pain Inventory</td>
<td>[32]</td>
</tr>
<tr>
<td>Pain Disability Index</td>
<td>[32]</td>
</tr>
<tr>
<td>Marijuana smoking history</td>
<td>[34]</td>
</tr>
<tr>
<td>Timeline follow-back interview</td>
<td>[34]</td>
</tr>
</tbody>
</table>

^aPHQ: Patient Health Questionnaire.
Moreover, reporting of implementation processes may enable attribution to rushed and inadequate implementation [55]. Previous failure of digital health technology deployment was attributed to a lack of a substantial assessment for its implementation. Although there is support for Sleepcare’s efficacy, there was a small number of studies, a lack of standardization in design engineering approaches and clinical implementation assessments, and few comprehensive clinical evaluations.

**Design Engineering**

For the increased utilization and adoption of mHealth apps, these technologies must be designed for people who will use them—both end users and multidisciplinary stakeholders [51-54]. Our review indicates that although some apps utilized best practice design approaches, for example, user-centered and multidisciplinary methods, approximately half of the apps did not report their design approach. We have previously shown how people with insomnia have unique user needs and preferences for sleep mobile apps that can drive engagement [42]; however, only 2 of the 8 apps reported any end-user involvement. Multidisciplinary teams are particularly crucial in a domain such as sleep, where various stakeholders (e.g., clinical psychologists, sleep clinicians, psychiatrists) tend to be involved in patient care; however, only 2 apps reported this approach. Although these best practice design approaches may be an unspoken rule in app development, transparency in the reporting of these approaches is important in encouraging clinicians to be able to recommend such apps designed to sustain engagement.

**Clinical Implementation**

There were few comprehensive evaluations of implementation, with only 3 out of 8 apps reporting more than 2 implementation metrics. Poor implementation can limit adoption or engagement, particularly in an uncontrolled and real-world setting, which in turn limits effectiveness. Our results suggest that although most apps had papers reporting some implementation outcomes, very few conducted a comprehensive exploration. For instance, although there is support for Sleepcare’s efficacy, there was a lack of a substantial assessment for its implementation. The National Health Service in the United Kingdom highlights the importance of implementation in the acknowledgment that their previous failure of digital health technology deployment was attributed to rushed and inadequate implementation [55]. Moreover, reporting of implementation processes may enable replication and reduce the gap between research and practice [56].

There was great heterogeneity among implementation studies in the conceptualization of implementation metrics. Given the inconsistency in terminology, we developed our own definitions to facilitate cross-study comparisons. This language incongruence highlights the need for a taxonomy of implementation metrics to clearly delineate key variables [57,58]. Similarly, there was a lack of standardized implementation metrics ranging from qualitative methods to nonstandardized quantitative surveys. This further contributes to blurring among constructs. When standardized measures were used, they were not specifically designed for mobile or sleep disturbances. For instance, the System Usability Scale was one of the most frequently used implementation scales in the identified studies [59]. Although it is a well-researched measure with good psychometrics [59], it is not designed for mobile or sleep use. A taxonomy of implementation outcomes with standardized tools for sleep mobile apps can advance the measurement and understanding of implementation processes.

Despite the importance of privacy and regulatory oversight in digital technology, only 3 papers mentioned privacy, and no papers considered mHealth regulations. Mobile devices collect a large amount of behavioral and health care data, raising concerns regarding mHealth app quality and safety [60-62]. Most mHealth apps do not have a transparent privacy policy, leaving end users unaware of what data are collected, how data are transferred, where data are stored, and with whom the data are shared [63]. Given that data security is a key concern among health care providers when recommending mHealth apps [64], transparent privacy policies and further regulatory oversight from bodies such as the FDA can combat this issue.

**Clinical Evaluation**

Of the evaluation studies, we identified 2 RCTs, only one of which was adequately powered according to the primary paper [44]. Most of the apps (6/8, 75%) delivered full or modified CBT-I (SRT or BTI), a well-established intervention where an evidence base already exists for face-to-face and internet-enabled delivery. CBT-I has been recommended as a first-line therapy for insomnia, given its substantial clinical base [8-10], and has shown comparable efficacy when delivered via the internet [65]. Although a previous systematic review demonstrated support for the efficacy of mobile phone interventions for sleep disorders and sleep quality, this review only included studies of 4 mobile apps [66]. In this review, only 2 of these 4 apps were included. One was excluded as it was a multimodal intervention and the other was targeted toward older adults. There is an evident need for methodologically robust and adequately powered studies assessing the effectiveness of mHealth apps for sleep disturbance. Nevertheless, mobile-delivered CBT-I has potential, given the therapy’s existing evidence base across various modalities.

Most apps described in this review were prototype versions, with only one app being matured to released (CBT-I Coach).
This is aligned with a greater number of identified studies primarily focusing on earlier stages of development, for example, design or implementation, with some preliminary evaluations of efficacy. Of the apps identified in this review, only 1 app (Sleepcare) has the support of efficacy from an adequately powered RCT [44]. Despite this, there are no implementation studies for Sleepcare, and although acceptance is included as a measure in the paper, the results are not reported. Conversely, several papers described the design and implementation of the CBT-I Coach, but no full-scale efficacy evaluation was identified. However, CBT-I Coach is the only app available in commercial app stores.

Although it might be thought that a more mature app would have more cumulative evidence for its design, implementation, and evaluation, this does not prove to be the case. This mismatch in the maturity of sleep apps and the levels of available evidence ultimately reflects the unregulated nature of mHealth app development and deployment. To exacerbate the problem, the commercial app marketplace allows developers and researchers to freely release apps into these stores, which serve as the main app repository for consumers. Evidently, there is a need for a standardized set of evidence-based criteria for researchers to meet before making commercially available apps.

Ultimately, the lack of standardization in the evidence and reporting for the design engineering and clinical implementation and evaluation of mHealth apps for sleep disturbance stresses the need for a comprehensive framework to guide researchers and app developers. A recent systematic review highlighted the wide heterogeneity among the different published criteria for the assessment of mHealth apps, with 38 main classes of criteria [19]. Guidelines specific to the development and assessment of apps for sleep disturbance are particularly scarce. Establishing an extensive and standardized framework for mobile apps for sleep disturbance may lead to improved existing tools and the development of successful, high-quality, and effective apps.

**mHealth App Framework for Sleep Disturbance**

As a first step, we developed a high-level framework based on the findings of this study to guide the design engineering and clinical implementation and evaluation of apps for sleep disturbance. The findings are summarized in Figure 2.

![Figure 2. Framework for the design engineering and clinical implementation and evaluation of apps for sleep disturbance. CBT-I: cognitive behavioral therapy for insomnia.](image)

Although several frameworks exist for conditions such as PTSD [22], bipolar disorder [23], and hypertension [24], there are no frameworks for the development of sleep apps. Each of these frameworks similarly address design engineering, clinical implementation, and evaluation. For instance, the framework for bipolar disorder also notes the importance of designing with...
end users and multidisciplinary teams, addressing security and regulations with standards consistent with HIPAA, and evaluation with end users [23]. These frameworks were developed through a combination of lessons learned from firsthand app development, best practice principles, and theory-based design models. The framework in this study triangulates the findings from this review of digital sleep interventions to these previous frameworks augmented by our firsthand experience with the development of an app for insomnia [43,67]. Future work may consider adapting theory-based design models for sleep disturbance and integrating them into this framework.

Several reviews of commercial sleep apps have demonstrated a lack of validated sleep measurement algorithms [68], evidence-based principles for insomnia management [69], behavior change constructs [70], and overall low quality of functionality and content based on established app assessment criteria [71,72]. Evidently, commercial development of apps has severely outpaced academic research, putting their trustworthiness in question [73]. Our systematic search identified 13 clinical trial registrations, of which 6 were mobile apps not included in our systematic review as there were no available publications. Although partly attributable to the infancy of the mHealth field, there is still a necessity for timely and increased efforts of mobile sleep apps to progress to clinical evaluations. Collaboration between academia and industry may offer an opportunity to work together in developing scientifically rigorous solutions while keeping pace with the rapidly evolving app market.

This review has several limitations. First, we included English language publications only, which introduces publication bias, particularly given that these papers tended to originate from high-income countries such as the United States and Australia. Second, given that data extraction was based on the included studies only and that the mobile apps were not downloaded by the authors, some information such as app features and design approaches was not always clear or available. Third, given that our study focused on apps for sleep disturbance and did not include mHealth apps with multimodal interventions, including sleep, the inferences from this study may not extend to all sleep apps.

**Conclusions**

This is the first review to evaluate the design engineering and clinical implementation and evaluation of apps designed for sleep disturbance. It was found that despite a plethora of sleep apps available, there is limited research and a lack of standardization in the evidence base for the design, implementation, and evaluation of apps for sleep disturbance. Few apps had evidence for the use of best practice design approaches. Implementation assessments lacked standardization and consistency in implementation metrics used, and very few comprehensive efficacy evaluations were identified.

For the future development of engaging and evidence-based apps for sleep disturbance, we have developed a framework to guide the development and deployment process. The framework aims to address the need for (1) increased application and reporting of best practice design approaches, for example, user-centered and multidisciplinary teams; (2) comprehensive implementation assessments involving multiple metrics, tools validated for sleep, and privacy and regulatory considerations; and (3) rigorous evaluations of clinical efficacy. Collaboration between academia and the industry may facilitate the development of evidence-based apps in the fast-paced mHealth technology environment.

**Conflicts of Interest**

MA, CG, RC, RG, and NG are named on 2 provisional patents for the SleepFix app.

**Multimedia Appendix 1**

Example search strategy.

[DOCX File , 12 KB - jmir_v23i2e24607_app1.docx ]

**References**


73. Wykes T, Schueller S. Why reviewing apps is not enough: transparency for trust (T4T) principles of responsible health app marketplaces. J Med Internet Res 2015 May 02;21(5):12390 [FREE Full text] [doi: 10.2196/13895] [Medline: 31045497]
Abbreviations

- **BTi**: behavioral therapy for insomnia
- **CBT-I**: cognitive behavioral therapy for insomnia
- **FDA**: Food and Drug Administration
- **HIPAA**: Health Insurance Portability and Accountability Act
- **mHealth**: mobile health
- **PTSD**: posttraumatic stress disorder
- **SRT**: sleep restriction therapy
How Social Media Use at Work Affects Improvement of Older People’s Willingness to Delay Retirement During Transfer From Demographic Bonus to Health Bonus: Causal Relationship Empirical Study

Yiming Ma¹, PhD; Changyong Liang¹, PhD; Dongxiao Gu¹,2, PhD; Shuping Zhao¹, PhD; Xuejie Yang¹, PhD; Xiaoyu Wang³, PhD

¹School of Management, Hefei University of Technology, Hefei, China
²Key Laboratory of Process Optimization and Intelligent Decision-making of Ministry of Education, Hefei, China
³The First Affiliated Hospital, Anhui University of Traditional Chinese Medicine, Hefei, China

Corresponding Author:
Dongxiao Gu, PhD
School of Management
Hefei University of Technology
193 Tunxi Road
Hefei, 230009
China
Phone: 86 0551 62904956
Email: gudongxiao@hfut.edu.cn

Abstract

Background: With the increased older population in China and the subsequent reduced labor force, the “demographic bonus” is disappearing. The Chinese government proposed a Healthy China strategy in 2017. The transfer of the demographic bonus to a “health bonus” extended the working life of people and reduced the negative impact of the population’s aging on the labor force structure.

Objective: This research focuses on the effect of older workers’ social media usage at work on their work ability (related to both physical and mental health) and thus their willingness to delay retirement.

Methods: The questionnaire respondents were older than 55 years, and they obtained the questionnaire from social media, from June to July 2018. A total of 1020 valid questionnaires were collected, and SmartPLS 3.28 (SmartPLS GmbH) was used to analyze the data. Effects were analyzed using 2-tailed t tests.

Results: (1) Use of social media at work can improve information support ($t_{14}=13.318, P<.001$), emotional support ($t_{14}=13.184, P<.001$), and self-efficacy ($t_{14}=6.364, P<.001$) for older people; (2) information support is the main factor affecting the self-efficacy of older workers ($t_{14}=23.304, P<.001$), as compared with emotional support ($t_{14}=1.799, P=0.07$); (3) the impacts of emotional support on work ability ($t_{14}=8.876, P<.001$) and work stress ($t_{14}=9.545, P<.001$) are generally higher than those of information support ($t_{14}=4.394, P<.001$; $t_{14}=5.002, P<.001$); (4) self-efficacy has an impact on work ability ($t_{14}=5.658, P<.001$) and work stress ($t_{14}=4.717, P<.001$); and (5) the impacts of work ability ($t_{14}=8.586, P<.001$) and work stress ($t_{14}=8.579, P<.001$) on retirement willingness are greater than those of emotional support ($t_{14}=2.112, P=.04$) and information support ($t_{14}=4.314, P<.001$).

Conclusions: Our study confirms that the use of social media at work has a positive impact on older workers. Based on the findings, we have put forward proposals to extend people’s working lives and help governments implement health bonus policies. In the future, we will compare the different values of willingness to delay retirement among older people in different occupations and different cultures.

(J Med Internet Res 2021;23(2):e18264) doi:10.2196/18264
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Introduction

Background

The problems associated with an aging population have become a worldwide challenge, affecting multiple countries and regions. According to a World Health Organization report from late 2017, the proportion of the world’s population older than 60 years will double by 2050, increasing from 11% to 22%. According to estimates, by 2050, the absolute number of people older than 60 years will increase from 605 million to 2 billion [1]. This aging population means that the “demographic bonus” has disappeared in a large number of countries. The demographic bonus refers to the situation where a falling birth rate reduces the number of minors, reduces the burden on the family, and forms a relatively rich labor force, which is conducive to economic development [2]. However, the aging population also means that the labor force’s share of the population is falling, the dependency ratio is rising (ie, the dependency of older people and children), and the economy is developing slowly because of the shortage of labor. Therefore, it is necessary to find new sources of labor to reduce the negative impact of a labor shortage.

While high-income countries have the challenges of an aging population and declining demographic bonus, they also have a population of older adults (older than 60 years) who are healthier [3], with better working capabilities, compared with those in low-income countries. Therefore, developing human resources among older adults and promoting the generation of a second round of a demographic bonus has become a problem that needs to be solved by all countries troubled by the challenges of an aging population [4]. The Chinese government proposed a Healthy China strategy in 2017, promoting the transformation of the demographic bonus to a “health bonus,” and improving working life, which will reduce the aging population’s negative impact on the structure of the labor force. The health bonus refers to the situation where labor productivity is improved to alleviate the labor shortage caused by the aging population; this provides a foundation for the healthy growth of the population of older adults who have delayed retirement, as well as adults of childbearing age, by improving the health of the workforce [5].

Determining how to maintain and improve the physical and mental health level of older workers and optimize the working ability and work experience of older adults has become an important prerequisite to realize the health bonus. Compared with other age groups, older individuals are more susceptible to psychological and mental problems [6]. Effective social support can prevent and alleviate psychological problems and improve the physiological health of older adults, to a certain extent [7]. Therefore, increasing older adults’ access to social support is of great significance to extending their working life and delaying their retirement. Especially for older working adults, different types of social support can not only help older workers to improve their physical and mental health but also help them to acquire work-related knowledge and skills and prevent the decline in work that is often caused by aging.

With the development of information and communications technology and the use of social media, access to social support is no longer realized through a single offline channel but can be realized through interactive online and offline channels [7]. Thus, using social media can help older people obtain social support. At present, social media has become an integral part of work. Some people think that the use of social media at work can have negative effects (such as reducing productivity and increasing disturbances) [8]. However, recent studies have shown that social media plays a positive role in work. By using social media at work, people can quickly assign work tasks and report work status and consultation, and workers can obtain different types of social support, which can have a positive impact on people in many ways. This social support can establish and strengthen connections among colleagues, help workers collect professional information, and promote knowledge and resource sharing [9]. Moreover, these behaviors can also promote people’s achievement of self-efficacy and improve their self-confidence at work [10]. In addition, non–work-related social media use behaviors (such as entertainment behaviors on social media) can reduce work stress and psychological problems [9]. And interactions on social media related to health information (such as competitive step counting) can also promote exercise around the workplace and maintain people’s level of health [11]. In conclusion, the existing research has suggested that the use of social media at work can improve workers’ mental health and work ability.

However, the existing research on social media mainly targets “ordinary” employees, resulting in a gap in research on older workers (older than 60 years). Research targeting older workers focuses on their working status, with a gap in research on their willingness to delay retirement. For these older workers, the main factors affecting their retirement are not only economic factors but also health level and job satisfaction [12,13]. The use of social media at work can improve the physical and mental health of older workers to a certain extent and improve their working ability. Furthermore, it can improve the performance of older workers and make them more likely to achieve job satisfaction. Thus, the use of social media at work can affect older workers’ willingness to delay retirement. Currently, there is a lack of empirical evidence to confirm that the use of social media at work can affect delayed retirement. In addition, further understanding the demands of employees older than 60 years, as well as how to enhance their ability to work and increase their willingness to delay retirement, promotes the development of this human resource and is of great economic and social value and important theoretical significance. Therefore, this paper puts forward the following questions to explore the impact of social media use at work on the intention of older workers to delay retirement:

1. How does social media use at work improve older workers’ physical and mental health, and how does it affect work ability and job burnout?
2. Will social media use at work affect the expected working duration of older workers in the future?

Based on theories relating social support and work ability, this paper studies the work ability and working duration of older adults from the perspective of social media. This paper narrows...
the focus from all sectors of the community to the sector of older workers, so as to actively improve their workplace conditions and create a better environment for them, thus promoting the health bonus.

**Literature Review and Hypotheses**

**Social Media at Work**

Social media is a highly interactive platform based on information and communication technology. Individuals and communities can share, create, discuss, and modify user-generated content through these platforms such as WeChat, Facebook, Twitter, and QQ [14]. The functions of social media include identity, conversations, sharing, presence, relationships, reputation, and groups [14]. The use of social media at work has become a common phenomenon [15]. Some scholars believe that the use of social media at work will distract employees' attention and lead to a decline in work efficiency [8]. However, from a social support perspective, social media used at work is beneficial [16].

Social support is defined as the assistance an individual can access from the social resources of his or her social network [17]. Social support can be divided into four categories: material, emotional, information, and companion support [17]. The social support obtained at work mainly includes information support and emotional support [18]. These different types of social support are important for people to access work-related resources and improve their work-related abilities. Through the use of social media at work, people can more easily access various types of social support. Therefore, we believe that the positive effects of social media use at work include the following aspects:

First, the use of social media at work can increase social support for employees [18]. This kind of social support includes emotional and information support. Social media can make it easier for employees to connect and interact with colleagues [18]. This kind of interaction can facilitate the sharing of work experiences and exchanges of knowledge among employees (information support) [19]. For older people, the use of social media can help them maintain their existing relationships, while the process of learning the method to use social media is also a process of acquiring social support (information and emotional support) [20]. In addition, older people tend to need more attention and support [21]; for older workers, this kind of attention and support is extraordinarily important (emotional support). The characteristics of social media, such as conversations, sharing, presence, and relationships, can increase the acquisition of emotional support [20]. Based on the literature cited above, we believe that the use of social media at work can improve the level of social support for older employees, including emotional support and information support. Therefore, we propose the following hypotheses:

**H1:** The use of social media at work can improve emotional support for older workers.

**H2:** The use of social media at work can improve information support for older workers.

Second, social support gained through the use of social media can also increase self-efficacy. Self-efficacy refers to an individual’s belief in his or her capacity to execute behaviors necessary to achieve specific performance outcomes [22]. At work, the level of self-efficacy often determines the individual’s work ability and work performance. Factors that affect self-efficacy include knowledge, skills, experience, and social support [22]. Social support can significantly regulate an individual’s self-efficacy [23]. On the one hand, social support can promote the acquisition of new knowledge and skills (information support), thereby improving self-efficacy [23]. On the other hand, emotional support can also affect people’s self-efficacy. Self-efficacy is constantly changing on a daily basis [24]. The change in self-efficacy is often due to changes in interpersonal relationships [25]. As an important tool for maintaining an individual’s interpersonal relationships, social media can help people maintain their social networks in a working environment and help them give or get emotional support. In addition, for older people, the use of social media directly affects an individual’s sense of self-efficacy. Involvement in and use of social media can heighten an individual’s sense of general self-efficacy, which will increase with a deepening use of social media [26]. In summary, the use of social media can improve people’s self-efficacy at work in different ways. Based on the above conclusions, we put forward the following hypotheses:

**H3:** The use of social media at work can improve older workers’ self-efficacy.

**H4:** The emotional support accessed from social media can improve older workers’ self-efficacy.

**H5:** The information support accessed from social media can improve older workers’ self-efficacy.

**Social Support and Work Ability**

Work ability is defined as the sum of the factors enabling an employed person in a certain situation to manage his or her working demands successfully [27]. Older workers have abundant work experience and good working skills, but they inevitably experience a decline in physical fitness and cognitive ability with an increase in age. Therefore, for older people, work ability refers to the physical and mental health level that can meet the needs of the work [28].

Effective social support is of great significance to the work ability of employees, especially for older workers. Effective emotional support is an important way for people to maintain and improve their working ability. For example, Pohl and Galletta have demonstrated that emotional support provided by a supervisor in the workplace can improve employees’ work ability and reduce their sense of fatigue [29]. A study by Karlsson et al showed that emotional support can help individuals better cope with injuries and combat the decline in work ability caused by injuries [30]. In addition, the work ability level is often associated with the mental health level. Especially for older workers, mental illness is an important reason for a decline in work ability [31]. Emotional support can help individuals prevent and alleviate the harm brought by mental illness [17].

Similarly, information support can also have an important impact on an individual’s work ability. Information support at work...
mainly includes information sharing and the exchange of new knowledge and skills [19]. For older workers, learning new knowledge and skills can improve their work efficiency and prevent the decline in work ability caused by aging [32]. In addition, non–work-related information sharing also can improve older people’s ability to work. For example, Edmunds et al confirmed that the support of colleagues related to health information can promote workplace exercise, improve workers’ health level, and enhance their work ability [11]. Workplace exercise can not only improve the physical health of older adults but also improve their mental health, which is of great significance for maintaining their work ability [33]. To sum up, we believe that both emotional support and information support will impact the working ability of older workers. Therefore, we hypothesize the following:

H6: Emotional support can improve older workers’ work ability.
H7: Information support can improve older workers’ work ability.

Work stress reflects an interaction between individual characteristics and an individual’s response to work characteristics [34]. Ganster and Rosen argued that work stress is a process where workers experience mental and physical changes in the short or long term caused by mental experiences and demands at the workplace (the source of stress) [35]. Work stress has negative effects on individuals, causing such physical problems as headache, heart disease, elevated blood pressure, gastropathy, and insomnia, and psychological disorders including depression, hostility, and withdrawal [36].

Good social support can improve employee performance and ease work stress [37]. Emotional support can help individuals better cope with work stress. For example, research by Yang et al shows that peer support and subjective emotional support can effectively help older employees cope with work stress [38]. Moeller and Chung-Yan also confirmed that emotional support from supervisors can improve employees’ mental health and reduce their work stress [39]. Similarly, information support from supervisors can also effectively help employees cope with work stress [39]. This is because credible workplace information can reduce an employee’s sense of unpredictability and powerlessness, which reduces psychological distress and work stress [39]. In addition, research by Chrisopoulos et al suggests that although emotional support can improve people’s ability to cope with work stress, it cannot change the objective stress situation; information support related to tasks or technologies can improve people’s work efficiency and reduce their work stress [40]. Based on the above conclusions, we put forward the following hypotheses:

H8: Emotional support can relieve older workers’ work stress.
H9: Information support can relieve older workers’ work stress.

Self-Efficacy and Work Ability
Self-efficacy greatly influences an individual’s abilities and work stress [41]. First, individuals with higher self-efficacy can cope with work stress more effectively and are more positive about their work. Skaalvik and Skaalvik found a negative correlation between teacher stress and teacher self-efficacy [42]. Research by Lloyd et al shows that self-efficacy can improve people’s intrinsic work motivation and reduce work stress [43]. Self-efficacy can also improve work ability in different dimensions. Self-efficacy can influence people’s work ability by improving an individual’s health, self-confidence, social function, and other factors [44]. Improving work-related self-efficacy and self-management can improve employees’ work ability [45]. Higher self-efficacy can also reduce the incidence of mental illness [46]. A healthy state of mind can have a positive effect on work ability and status [31]. Based on the above findings, we believe that self-efficacy can improve older people’s work ability and relieve their work stress. Therefore, we put forward the following hypotheses:

H10: Self-efficacy can improve older workers’ work ability.
H11: Self-efficacy can alleviate older workers’ work stress.

Willingness to Delay Retirement
The main influencing factors on the duration of older individuals’ work lives are their individual health and financial pressures [12]. An individual’s subjective will also plays a decisive role [12]. For example, Skaalvik and Skaalvik found that work stress is an important factor affecting one’s willingness to retire [42]. Heavier work stress can lead to early retirement, while lighter work stress can prompt individuals to delay their retirement, even motivating teachers older than 65 years to continue working. The individual’s sense of satisfaction about nonmaterial factors, such as enjoying working and social recognition, will affect the willingness of adults who reach retirement age to delay retirement [47]. Highly competent (as far as work ability) individuals tend to have greater enthusiasm for work. For individuals with greater enthusiasm for work, retirement can lead to a huge psychological gap [48]. In addition, when work is challenging, people with high work ability tend to be more willing to work longer and delay their retirement [49]. Therefore, for individuals with a passion for work and higher level of work ability, extending the duration of their working life as much as possible can help them maintain their existing social status and enjoy the fun of work. Therefore, we put forward the following hypotheses:

H12: Work stress will have a negative impact on older workers’ willingness to delay retirement.
H13: Work ability will have a positive impact on older workers’ willingness to delay retirement.

Finally, the social support gained at work also influences an individual’s willingness to retire. According to Hofstetter and Cohen, for older adults, emotional support from colleagues (such as kindness and acceptance) will enhance people’s happiness and affect their retirement intention [50]. Emotional support provided by an organization (such as caring for workers’ general health) will affect the sense of belonging of older workers and their intention to retire [50]. In addition, continuous learning and development (information support) opportunities provided by organizations relate to the preference for postponing
retirement [51]. By contrast, insufficient professional information support by colleagues will lead to career and job stagnation, which may lead to premature retirement [50]. Therefore, the work duration of older individuals is affected by social support. In summary, we believe that work stress, work ability, and social support impact older individuals’ willingness to delay retirement. Therefore, we put forward the following hypotheses:

H14: Information support will have a positive impact on older workers’ willingness to delay retirement.

H15: Emotional support will have a positive impact on older workers’ willingness to delay retirement.

In summary, this study’s proposed model studies the willingness of older workers to delay retirement from the perspective of their social media use at work, examining numerous hypotheses as depicted in Figure 1.

![Figure 1. The research model.](image)

**Methods**

**Scale Development**

In this study, the main measurement variables included social media at work, social support (emotional and information), work ability, willingness to delay retirement, work stress, and self-efficacy. The questionnaire adopted the form of a Likert 7-point scale. An answer from 1 to 7 indicated the degree to which respondents agreed with the question; 1 meant completely disagree, and 7 meant completely agree. All constructs’ measures used in this study are listed in Multimedia Appendix 1 [9,52-59].

A scale showing the effects of social media at work was compiled on the basis of previous studies on an effective scale and was amended to adapt to this study’s background. The questions to measure included those about frequency, improving work efficiency, improving communication skills, relieving pressure, learning on the job, and undertaking recreational activities [9,52,53]. In the presurvey sample, the scale had good internal consistency reliability, with a Cronbach α of .902.

The scale of work ability and willingness to delay retirement was based on the work ability index [54]. The Chinese version of the scale shows good reliability and validity [55]. We included 7 items and adapted them to fit the current context. The measured items for work ability included the self-evaluation of work ability, mental adaptability to the current work situation, and physical adaptability to the current work situation, as well as a work performance evaluation. The measured items for willingness to delay retirement included the willingness to retire, self-predicting of future work ability, and willingness to delay retirement. In the presurvey sample, the scale had good internal consistency reliability, with a Cronbach α of .873. To measure social support, we adopted the social support scale by Cohen and Wills [60]. The scale has shown good reliability and validity in previous studies [56,57]. We adapted the original scale to our needs; the measure of dimensionality included information support and emotional support. In the presurvey sample, the scale had good internal consistency reliability, with a Cronbach α of .901.

Work stress was based on a job content questionnaire [61]. The Chinese version of the scale shows good reliability and validity [62]. The scale included 4 items that refer to quantitative, demanding aspects of the job (eg, time pressure, working hard, excessive work). In the presurvey sample, the scale had good internal consistency reliability, with a Cronbach α of .796.

The earliest general self-efficacy scale was compiled by Schwarzerin in 1981, and the Chinese version was compiled and used in 1995 [58]. The scale has shown good reliability and validity in previous studies [58]. We adapted the original scale to our needs and included 4 items in the questionnaire. In the presurvey sample, the scale had good internal consistency reliability, with a Cronbach α of .789.

**Data Collection**

The data collection process was divided into several stages. To ensure the quality of the questionnaire, 50 presurvey copies were randomly distributed in Bengbu, China; of these, 47 valid questionnaires were recovered. Some participants were interviewed to determine whether there were problems with the questionnaire, such as unclear language expression or rhetorical errors. Based on the presurvey results, we modified the questionnaire.

The formal questionnaire respondents (staff older than 55 years) were obtained through the Bengbu social security office, and they obtained the questionnaire from social media from June to July 2018. A total of 1500 questionnaires were issued, and...
1291 were returned, giving a return rate of 86.1%. After eliminating invalid questionnaires (those that had many blank answers and a high repetition rate of answers), 1020 valid questionnaires remained, giving an effective rate of 79.0%. Table 1 shows the statistics for the demographics.

<table>
<thead>
<tr>
<th>Category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>521 (51.1)</td>
</tr>
<tr>
<td>Female</td>
<td>499 (48.9)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>55-60</td>
<td>146 (14.3)</td>
</tr>
<tr>
<td>61-65</td>
<td>629 (61.7)</td>
</tr>
<tr>
<td>66-70</td>
<td>175 (17.2)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>70 (6.9)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>61 (5.9)</td>
</tr>
<tr>
<td>Married</td>
<td>772 (75.7)</td>
</tr>
<tr>
<td>Divorced</td>
<td>76 (7.5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>111 (10.9)</td>
</tr>
<tr>
<td><strong>Educational background</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>328 (32.2)</td>
</tr>
<tr>
<td>Middle school</td>
<td>317 (31.1)</td>
</tr>
<tr>
<td>High school</td>
<td>106 (10.4)</td>
</tr>
<tr>
<td>College</td>
<td>122 (12.0)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>147 (14.4)</td>
</tr>
<tr>
<td><strong>Income (¥)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1000</td>
<td>180 (17.6)</td>
</tr>
<tr>
<td>1000-2000</td>
<td>216 (21.2)</td>
</tr>
<tr>
<td>2000-3000</td>
<td>210 (20.6)</td>
</tr>
<tr>
<td>3000-4000</td>
<td>216 (21.2)</td>
</tr>
<tr>
<td>4000-5000</td>
<td>81 (7.9)</td>
</tr>
<tr>
<td>5000-6000</td>
<td>64 (6.3)</td>
</tr>
<tr>
<td>&gt;6000</td>
<td>53 (5.2)</td>
</tr>
</tbody>
</table>

**Results**

**Model Overview**

We used a structural partial least squares structural equation modeling (PLS-SEM) method to analyze the data obtained. The model framework was analyzed using SmartPLS 3.28 (SmartPLS GmbH). The PLS method has relatively loose requirements for the normal distribution of the research sample data and has flexibility in dealing with missing data. Therefore, PLS is suitable for exploratory factor analysis. In addition, PLS-SEM is a comprehensive method that can simultaneously examine all the relationships between the constructs in the measurement and the structural models and can also handle complex models with direct and indirect relationships [63,64]. Therefore, when the model complexity is high, PLS-SEM has more advantages than other methods.

**Measurement Model**

The measurement model includes the following steps: First, SPSS 22 (IBM Corporation) was used for data analysis. The Cronbach α coefficient value was .880, greater than .80, indicating that the reliability of the questionnaire was good. The test results show a Kaiser-Meyer-Olkin value of 0.899 and a significance level of P<.001. These values indicate that the scale used in this paper has good structural validity, and that the questionnaire is suitable for factor analysis.

To avoid multicollinearity, we tested the data. The maximum variance expansion coefficient was 2.015, much lower than the prescriptive diagnosis of 5 [65]. Moreover, for the goodness of
fit, the standardized root mean square residual was measured. The standardized root mean square residual has already been used as the goodness of fit method in PLS-SEM measurement [66]. Standardized root mean square residual values of less than 0.10 or 0.08 (in the more conservative version) are considered suitable [66]. In this study, the standardized root mean square residual was 0.045, less than 0.08. Thus, the model was very well adapted.

Table 2 shows the statistical data of factor loading, composite reliability, Cronbach $\alpha$, and average variance extracted (AVE).

According to Hair, the value of the Cronbach $\alpha$ coefficient should be above .7; in this study, the Cronbach $\alpha$ coefficient was between .792 and .880, indicating that the reliability of the questionnaire was good [65]. The composite reliability value ranged from 0.873 to 0.909, which was higher than 0.7, indicating that the questionnaire had good convergent validity [65]. In addition, the average variance extracted was greater than 0.5, indicating that the observed items explain the variance more than the error term [65] and that the model aggregation validity is relatively high.
# Table 2. Construct reliability and convergent validity.

<table>
<thead>
<tr>
<th>Construct items</th>
<th>Loading</th>
<th>CR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Cronbach α</th>
<th>AVE&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDR&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>0.878</td>
<td>.792</td>
<td>0.706</td>
</tr>
<tr>
<td>WDR1</td>
<td>0.839</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WDR2</td>
<td>0.818</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WDR3</td>
<td>0.863</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WDR4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td>0.891</td>
<td>.838</td>
<td>0.673</td>
</tr>
<tr>
<td>WS1</td>
<td>0.798</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WS2</td>
<td>0.845</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WS3</td>
<td>0.811</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WS4</td>
<td>0.825</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ES&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>0.883</td>
<td>.823</td>
<td>0.653</td>
</tr>
<tr>
<td>ES1</td>
<td>0.835</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ES2</td>
<td>0.821</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ES3</td>
<td>0.793</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ES4</td>
<td>0.783</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>0.909</td>
<td>.880</td>
<td>0.625</td>
</tr>
<tr>
<td>SMW1</td>
<td>0.792</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW2</td>
<td>0.777</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW3</td>
<td>0.822</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW4</td>
<td>0.759</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW5</td>
<td>0.789</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SMW6</td>
<td>0.804</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IS&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td>0.875</td>
<td>.810</td>
<td>0.636</td>
</tr>
<tr>
<td>IST1</td>
<td>0.807</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IST2</td>
<td>0.8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IST3</td>
<td>0.8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IST4</td>
<td>0.784</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td>0.893</td>
<td>.840</td>
<td>0.676</td>
</tr>
<tr>
<td>SE1</td>
<td>0.814</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE2</td>
<td>0.812</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE3</td>
<td>0.832</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SE4</td>
<td>0.831</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WAI&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td>0.873</td>
<td>.806</td>
<td>0.632</td>
</tr>
<tr>
<td>WAI1</td>
<td>0.78</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WAI2</td>
<td>0.802</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WAI3</td>
<td>0.8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>WAI4</td>
<td>0.799</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>CR: composite reliability.

<sup>b</sup>AVE: average variance extracted.

<sup>c</sup>WDR: willingness to delay retirement.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>WS: work stress.
Table 3 shows that the square root of each factor’s AVE value is greater than the other factor correlation coefficients, indicating that the questionnaire had good discriminant validity [65]. In summary, the model has good reliability and validity.

Table 3. Measurement model results.ᵃ

<table>
<thead>
<tr>
<th>Constructs</th>
<th>WSᵇ</th>
<th>WAᵢᶜ</th>
<th>ISᵈ</th>
<th>ESᵉ</th>
<th>WDRᶠ</th>
<th>SMWᵍ</th>
<th>SEʰ</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>0.820</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WAI</td>
<td>0.741</td>
<td>0.795</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IS</td>
<td>0.495</td>
<td>0.510</td>
<td>0.798</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ES</td>
<td>0.469</td>
<td>0.477</td>
<td>0.460</td>
<td>0.808</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WDR</td>
<td>0.703</td>
<td>0.710</td>
<td>0.492</td>
<td>0.479</td>
<td>0.840</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SMW</td>
<td>0.488</td>
<td>0.467</td>
<td>0.456</td>
<td>0.445</td>
<td>0.433</td>
<td>0.791</td>
<td>—</td>
</tr>
<tr>
<td>SE</td>
<td>0.481</td>
<td>0.516</td>
<td>0.726</td>
<td>0.412</td>
<td>0.475</td>
<td>0.485</td>
<td>0.822</td>
</tr>
</tbody>
</table>

ᵃThe numbers on the diagonal are the square roots of the variance shared between the constructs and their measures. Off-diagonal elements are correlations among constructs. For discriminant validity, diagonal elements should be larger than off-diagonal elements.

ᵇWS: work stress.
ᶜWAI: work ability index.
ᵈIS: information support.
ᵉES: emotional support.
ᶠWDR: willingness to delay retirement.
ᵍSMW: social media at work.
ʰSE: self-efficacy.

Structural Model

We used SmartPLS 3.28 to calculate the significance of the model path coefficients using bootstrapping with 3000 samples and 2-tailed t tests. The results of direct effects are shown in Figure 2 and Table 4. We also test the total and indirect effects of social media at work on willingness to delay retirement, and the results are shown in Multimedia Appendix 2.

Figure 2. Model results. *P<.05, ***P<.001.
The hypotheses (H1, H2, and H3) that use of social media at work can improve social support for older people are supported. The effect levels of emotional support (standardized path coefficient=0.445, \( t_{14}=13.184, P<.001 \)) and of information support (standardized path coefficient=0.456, \( t_{14}=13.318, P<.001 \)), which are the two dimensions of social support, are quite similar. Compared with social support, social media has a slighter impact on self-efficacy (standardized path coefficient=0.181, \( t_{14}=6.364, P<.001 \)).

In the hypothesis (H5) of the relationship between social support and self-efficacy, the influence of information support on self-efficacy is confirmed (standardized path coefficient=0.622, \( t_{14}=23.304, P<.001 \)). However, the hypothesis (H4) on the effect of emotional support on self-efficacy proved to be untenable (standardized path coefficient=0.046, \( t_{14}=1.799, P=0.07 \)).

The hypotheses that social support has a positive effect on the work ability (H6, H7) and work stress (H8, H9) of older workers are confirmed. The influences of emotional support on the work stress of older adults (standardized path coefficient=0.285, \( t_{14}=9.545, P<.001 \)) and the ability to work (standardized path coefficient=0.282, \( t_{14}=8.876, P<.001 \)) are bigger overall than those of information support for older workers’ work ability (standardized path coefficient=0.190, \( t_{14}=4.394, P<.001 \)) and work stress (standardized path coefficient=0.211, \( t_{14}=5.002, P<.001 \)).

The hypotheses that self-efficacy has a positive effect on the working ability (H10; standardized path coefficient=0.261, \( t_{14}=5.658, P<.001 \)) and work stress (H11; standardized path coefficient=0.210, \( t_{14}=4.717, P<.001 \)) of older workers are confirmed.

Table 4. Structural parameter estimate.

<table>
<thead>
<tr>
<th>Hypothesized path</th>
<th>SPC</th>
<th>( t ) value</th>
<th>( P ) value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: The use of social media at work can improve emotional support for older people.</td>
<td>0.445</td>
<td>13.184</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H2: The use of social media at work can improve information support for older people.</td>
<td>0.456</td>
<td>13.318</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H3: The use of social media at work can improve older people’s self-efficacy.</td>
<td>0.181</td>
<td>6.364</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H4: The emotional support accessed from social media can improve older people’s self-efficacy.</td>
<td>0.046</td>
<td>1.799</td>
<td>.07</td>
<td>Not supported</td>
</tr>
<tr>
<td>H5: The information support accessed from social media can improve older people’s self-efficacy.</td>
<td>0.622</td>
<td>23.304</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H6: Emotional support can improve older workers’ work ability.</td>
<td>0.282</td>
<td>8.876</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H7: Information support can improve older workers’ work ability.</td>
<td>0.19</td>
<td>4.394</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H8: Emotional support can relieve older workers’ work stress.</td>
<td>0.285</td>
<td>9.545</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H9: Information support can relieve older workers’ work stress.</td>
<td>0.211</td>
<td>5.002</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H10: Self-efficacy can improve older workers’ work ability.</td>
<td>0.261</td>
<td>5.658</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H11: Self-efficacy can alleviate older workers’ work stress.</td>
<td>0.210</td>
<td>4.717</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H12: Work stress will have a negative impact on older workers’ willingness to delay retirement.</td>
<td>0.343</td>
<td>8.579</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H13: Work ability will have a positive impact on older workers’ willingness to delay retirement.</td>
<td>0.359</td>
<td>8.586</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H14: Information support will have a positive impact on older workers’ willingness to delay retirement.</td>
<td>0.131</td>
<td>4.314</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H15: Emotional support will have a positive impact on older workers’ willingness to delay retirement.</td>
<td>0.051</td>
<td>2.112</td>
<td>.04</td>
<td>Supported</td>
</tr>
</tbody>
</table>

\( ^{a}\text{SPC: standardized path coefficient.} \)

The hypotheses that work stress (H12), work ability (H13), and social support (H14, H15) have an impact on the willingness of older workers to delay retirement are confirmed. Work stress (standardized path coefficient=0.343, \( t_{14}=8.579, P<.001 \)) and work ability (standardized path coefficient=0.359, \( t_{14}=8.586, P<.001 \)) have a greater impact on the retirement intention of older workers than does social support. The influence of emotional support (standardized path coefficient=0.051, \( t_{14}=2.112, P=0.04 \)) on the intention to delay retirement, which is included in social support, is smaller than that of information support (standardized path coefficient=0.131, \( t_{14}=4.314, P<.001 \)).

Finally, we analyze the effect of social media use at work on older workers’ willingness to retire after adding control variables. The \( t \) test results show that sex, age, marital status, educational level, and income have no significant effect on older workers’ willingness to retire. This means that demographic characteristics have no significant effect on the analysis results.

**Discussion**

**Findings**

This paper examines the impact of social media use at work on elderly workers’ willingness to retire. The empirical results show that 14 of the 15 hypotheses in the research model are confirmed, and 1 hypothesis is not supported. Social media positively impacts elderly workers’ willingness to delay retirement. Information support affects their self-efficacy more than emotional support does, while emotional support has a greater effect on work ability and work stress. However, self-efficacy also impacts work ability and the ability to regulate work stress. The impact of work ability and work stress on...
Our study confirms that the use of social media at work has a positive impact on older workers. The findings suggest that the use of social media at work can help older workers improve their social support and self-efficacy (H1, H2, and H3), which is very important for older people; effective social support can enhance their physical and mental health and reduce the occurrence of psychological disorders such as depression and anxiety [11,17,33]. Similarly, self-efficacy also has positive implications for the mental health of older people [44,46].

In a work environment, information support is the main factor affecting the self-efficacy of older workers, as compared with emotional support. This is a new finding. In previous studies, there was a significant correlation between social support and self-efficacy [23-25]. However, in this study, only information support impacts self-efficacy (H5), and emotional support has no influence on self-efficacy (H4). This result can be explained by the fact that for older workers, past work experience helps them build enough confidence to complete the work they are given. Therefore, emotional encouragement and support have no significant effect on their work self-efficacy. In addition, information support can help older people understand relevant information and learn new skills needed in their work. This is a major finding that reveals new ways to improve the self-efficacy of older workers.

The results also show that the impact of emotional support on work ability and work stress is generally higher than that of information support (H6-H9). This result can be explained by the fact that older workers have established practices for handling their work based on past experience, and the acquisition of new knowledge and new skills is only complementary to their own work ability. They are also experienced enough to cope with work stress. For older workers, who are moving toward the last years of their lives, effective emotional support such as a sense of achievement and satisfaction, as well as respect, can help them to work better and handle work stress. Therefore, the impact of information support on older workers is less than that of emotional support, in this context.

The results show that self-efficacy impacts work ability and ability to regulate work stress (H10 and H11). This result confirms the results of previous research [41]. We believe that this result is due to the specific life stage of older adults. The intellectual and physical decline caused by aging requires effective internal motivation to help older adults stay active at work and alleviate work stress. In addition, considering the results of H6 through H9, social support can alleviate work stress. We found that compared with self-efficacy, social support can more effectively alleviate work stress for older workers. Considering the sources of work stress, we believe that for older workers, when they are doing complex work, they are less able to regulate emotions internally, and external support is needed to help them moderate their emotions. This also confirms the research of Isaacowitz et al [67].

The impact of work ability and work stress on willingness to delay retirement is greater than that of social support. This result indicates that among the influencing factors for older workers’ willingness to delay retirement, the individual perceptions of work ability and work stress are the main factors. In addition, work ability and work stress have an equally important impact on one’s willingness to delay retirement, while social support has a relatively small impact on this willingness. This result suggests that older people’s willingness to delay retirement is mainly affected by work-related factors, and stronger work ability and lower work stress can extend their work duration and delay their retirement.

**Implications for Research**

This study has several theoretical contributions.

First, our study links the use of social media at work to the willingness of older workers to delay retirement. This is a topic that has not been considered in the past. Past research on the use of social media at work was not specifically targeted at older workers, and there was limited research on their willingness to delay retirement. This study fills this gap. It also demonstrates the influencing mechanism of social media on the special group of older workers. This finding reveals the positive role played by the use of social media at work and its applicability across different groups.

In the course of the study, we explored the impact of social support, work ability, and work stress on older people’s willingness to delay retirement, which has never been explored before. The results show that an individual’s work ability (internal factor) and work stress (external factor) are mainly affected by external support, while internal subjective motivation (self-efficacy) plays a smaller role than external support. This finding can provide a theoretical basis for guiding the establishment of an effective incentive model for delayed retirement in the future.

Second, our study shows the special nature of older workers. The link between social support and self-efficacy has long been confirmed via past studies [23]. It is generally argued that all dimensions of social support have a positive impact on self-efficacy. However, in this study, the emotional support dimension of social support does not influence self-efficacy. This result suggests that in the working environment, the social support that older workers gain from using social media at work is more intentional; that is, the support is in getting help, gaining new knowledge, or reducing stress at work. This result confirms the results of previous studies [9].

At the same time, we also found that emotional support at work is more important than information support for older people in terms of work ability and work stress. This result shows the special nature of older workers. That is, as older workers are at a late stage of life, they need emotional support more than other dimensions of social support. This result also confirms that different dimensions of social support play different roles at different stages. This is an interesting finding that develops and extends social support–related theories.

Research has shown that self-efficacy is often an important factor to help individuals cope with work stress and improve work ability. This result also confirms the results of previous studies [42]. Combined with the impact of social support on
self-efficacy (H4 and H5), the result shows that the self-efficacy of older workers often comes from their acquisition of technology experience and ability, while successful practices from their pasts weaken the role of external emotional incentives. Considering the differences between this study and previous studies (age differences, work and nonwork differences), the results of this study help to further understanding of the special nature of older workers.

Implications for Practice
This study contributes to practice in the following ways:

Our study can provide a basis for relevant government departments in their development of a health bonus plan. Especially in China, the rapid aging and fertility decline of the overall population create an urgent need to develop a health bonus plan in line with national conditions. Moreover, our study can reduce resistance from older people when developing a deferred-retirement policy. The results of the study show that older people’s willingness to delay retirement is influenced by their work ability and work stress. Therefore, the differences between occupations and the actual situation of different types of groups of older adults can be taken into account during the formulation of a deferred-retirement plan, so as to make the plan more reasonable and effectively use the resources of the older adult population and promote the realization of the health bonus.

For companies, our study helps improve the management of, and optimize management plans for, older employees. Based on our conclusions, emotional support can better improve work ability and can reduce work stress more effectively for older workers. Therefore, companies can provide older employees with more emotional encouragement and care and can pay attention to their emotional state. From a social media perspective, companies should encourage and support older people in their use of social media at work, which is of positive significance. For example, company executives can show concern for older workers regarding their work status and mood by using social media. Additionally, colleagues can exchange work-related information, such as new knowledge and new job skills, or encourage each other with exercising by using social media.

The older workers’ acceptance and use of social media devices is important to realize positive aging; this is also an important prerequisite for realizing the health bonus. Our study confirms that using social media at work can improve both social support and self-efficacy, which can not only help older adults at work but also improve their mental health to prevent the physical and mental health problems caused by aging. This result can also help social media developers improve and develop social media features that are more suitable for older people.

Limitations and Future Directions
Due to limited time and other constraints, our study has the following limitations:

First, we studied the impact of social media on older people’s willingness to retire. While this impact is confirmed, social support accessed from social media is only studied in terms of information support and emotional support. Social support has multiple dimensions, and our study does not explore the impact of these other dimensions of social support on older people; examples include objective social support and perceived social support dimensions, and the impact of the availability of support on future deferred-retirement intentions. Therefore, future studies will subdivide social support into these other dimensions and explore in detail the relationship between different social support dimensions, in order to understand the intrinsic relevance of social support to older people’s willingness to delay retirement.

Second, this study does not subdivide occupations or take into account the different characteristics of different occupations. Our study is incomplete, and in the future different occupations will be compared to explore the differences in the willingness to delay retirement among older people in different occupations.

Finally, the main object of study in this paper is a segment of the older population in Anhui Province, China. It is unclear whether the same results would be obtained in other provinces or countries due to cultural differences. Future research based on the results of this study will compare the willingness to delay retirement in different cultures.

Conclusions
The need for deferred retirement has gained a general consensus in China and other developed countries. As China’s population is experiencing an accelerating aging process, how to promote the transformation of the demographic bonus to a health bonus and effectively formulate a deferred-retirement policy has become an urgent problem in China. This paper examines factors influencing older people’s willingness to delay retirement from the perspective of social media. The results of the study provide relevant references for solving this problem.

Our study shows that for older workers, the willingness to delay retirement is mainly affected by work ability and external work stress. Social support gained from social media can effectively help older people enhance their work ability and ease work stress. The results of the model hypothesis test provide the characteristics of older workers’ need of social support.

Based on the findings of this paper, we suggest that the government create deferred-retirement plans based on different occupations and demographic characteristics. We have put forward proposals to extend people’s working lives and help governments implement health bonus policies. Older adults themselves can also actively use social media to improve their social support and physical and psychological health.
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Abstract

Background: The recent Australian National Agenda for Eating Disorders highlights the role technology can play in improving accessibility and service development through web-based prevention, early access pathways, self-help, and recovery assistance. However, engagement with the eating disorders community to co-design, build, and evaluate these much-needed technology solutions through participatory design processes has been lacking and, until recently, underresourced.

Objective: This study aims to customize and configure a technology solution for a nontraditional (web-based, phone, email) mental health service that provides support for eating disorders and body image issues through the use of participatory design processes.

Methods: Participants were recruited chiefly through the Butterfly National Helpline 1800 ED HOPE (Butterfly’s National Helpline), an Australian-wide helpline supporting anyone concerned by an eating disorder or body image issue. Participants included individuals with lived experience of eating disorders and body image issues, their supportive others (such as family, health professionals, support workers), and staff of the Butterfly Foundation. Participants took part in participatory design workshops, running up to four hours, which were held nationally in urban and regional locations. The workshop agenda followed an established process of discovery, evaluation, and prototyping. Workshop activities included open and prompted discussion, reviewing working prototypes, creating descriptive artifacts, and developing user journeys. Workshop artifacts were used in a knowledge translation process, which identified key learnings to inform user journeys, user personas, and the customization and configuration of the InnoWell Platform for Butterfly’s National Helpline. Further, key themes were identified using thematic techniques and coded in NVivo 12 software.

Results: Six participatory design workshops were held, of which 45 participants took part. Participants highlighted that there is a critical need to address some of the barriers to care, particularly in regional and rural areas. The workshops highlighted seven overarching qualitative themes: identified barriers to care within the current system; need for people to be able to access the right care anywhere, anytime; recommendations for the technological solution (ie, InnoWell Platform features and functionality); need for communication, coordination, and integration of a technological solution embedded in Butterfly’s National Helpline; need to consider engagement and tone within the technological solution; identified challenges and areas to consider when implementing a technological solution in the Helpline; and potential outcomes of the technological solution embedded in the Helpline relating to system and service reform. Ultimately, this technology solution should ensure that the right care is provided to individuals the first time.

Conclusions: Our findings highlight the value of actively engaging stakeholders in participatory design processes for the customization and configuration of new technologies. End users can highlight the critical areas of need, which can be used as a catalyst for reform through the implementation of these technologies in nontraditional services.
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Introduction
Over 1 million Australians currently have a clinically diagnosed eating disorder; however, only 25% of Australians with an eating disorder are known to the health system [1]. There has been a recent increase in government funding for the prevention, detection, assessment, and treatment of eating disorders, with a specific focus on using technology solutions to prevent the onset of eating disorders [2]. Across Australia in the last 12 months alone, there has been an Aus $200 million (US $155 million) investment in eating disorders. This includes Aus $70 million (US $54 million) for the establishment of seven residential eating disorder centers around Australia, Aus $4 million (US $3 million) for research translation, Aus $110 million (US $85 million) to fund dedicated Medicare services for eating disorders, and Aus $3 million (US $2 million) to Butterfly National Helpline 1800 ED HOPE (Butterfly’s National Helpline).

The Butterfly Foundation released a National Agenda for Eating Disorders with the aim of establishing a baseline for accessible evidence-based treatments for everyone affected by eating disorders in Australia [1]. Within this agenda, technology is identified as a facilitator of improving accessibility and national service development. The agenda identified the importance of developing existing digital services, such as Butterfly’s National Helpline to include web-based prevention, early access pathways, self-help, and recovery assistance. Further, technology solutions can address gaps in the continuum of care by extending existing eating disorder-specific web-based and telephone services to include self-help programmes for people with mild or subclinical bulimia nervosa and binge eating disorder and to provide recovery support services for individuals, carers, families, and friends.

In July 2018, The University of Sydney’s Brain and Mind Centre and the Butterfly Foundation partnered to engage the client base (individuals, supportive others [SO; eg, Carers, families, and friends] and other professionals affected by an eating disorder, disordered eating, or body image issue) and staff (counselors and service managers) of Butterfly’s National Helpline in participatory design workshops to explore how a web-based platform (ie, the InnoWell Platform) could be tailored to realize a technology solution for a nontraditional mental health service, such as Butterfly’s National Helpline. In brief, the Helpline is a free and confidential service that provides information, counseling, and treatment referral for eating disorders, disordered eating, body image, and related issues via telephone, web-based chat, or email. Butterfly’s National Helpline counselors are professionally trained and experienced in supporting those affected by an eating disorder—the individual who is struggling with their journey and their SO. The Helpline provides information, support, and guidance on treatment options as well as referral pathways on an as-needs basis, and is delivered as a brief intervention with no ongoing therapeutic engagement with those who contact the service. Commonly, the Helpline is the first contact point for an individual with concerns about their eating and body image and those that have not experienced any type of treatment to date [3].

Prior to engagement with the Butterfly Foundation, a partnership project called Project Synergy (Phase 1: 2014-2016) was undertaken by the Young and Well Cooperative Research Centre and The University of Sydney’s Brain and Mind Centre. Project Synergy (Phase 1: 2014-2016) was originally commissioned by the Australian Government Department of Health in 2014 (Aus $5.5 million [US $ 4.18 million]), with the broad aim of transforming the provision of mental health care across Australia by harnessing the potential of new and emerging technologies to reach all people, regardless of location, and provide them with access to timely and evidence-based treatment to improve their mental health and wellbeing [4]. Phase 1 of Project Synergy established a research and development (R&D) cycle that used participatory design methodologies to co-design, build, and evaluate a prototypic web-based platform. Project Synergy (Phase 2: 2017-2020) is another Australian Government Department of Health-funded initiative (Aus $30 million [US $22.81]), which is delivered by InnoWell Pty Ltd (a joint venture between the University of Sydney and PwC [Australia]) and aims to iterate the prototypic web-based prototype to the InnoWell Platform.

The InnoWell Platform links the integrated and interoperable resources (eg, apps, etools, web-based and in-clinic health services, most with data sharing functionality) to enhance service quality, track real-time health and social outcomes, and bring integrated, high-quality, and personalized service experiences to the individual seeking care. It can operate through existing health providers, such as Butterfly’s National Helpline, to promote access to high-quality and cost-effective mental health services.

Importantly, the goal of the InnoWell Platform is to offer immediate web-based assessment (all individuals complete a tailored self-report questionnaire) resulting in a personalized dashboard of results. The results provide individuals with an overall profile of their health and wellbeing (including mental health), which can be shared with their health professional (HP), other health care providers, and family members, among others (dependent on permission being granted by the individual). The platform utilizes staged care based on a transdiagnostic clinical staging model [5,6] to identify the extent of disease progression at a point in time. This enables the platform to match recommendations, including apps and etools as well as clinical interventions to an individual’s level of need.

At its core, the InnoWell Platform promotes person-centered health care and its principles highlight that individual clients of a service are equal partners in their health care. To that end, to promote transparency, individuals have access to all information that directly concerns them. Furthermore, all information is
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presented in plain language, and individuals are presented with sufficient information to understand all components of the Platform (for example, self-report questionnaire, dashboard of results, etc), with options for obtaining further information if desired. Critically, decisions about an individual’s care are made collaboratively with a HP or service, taking into account both clinical needs and personal preferences. The platform helps minimize variability in care provision between individual HPs and services by utilizing evidence and data rather than relying solely on clinical opinion, which can be variable and fallible. Finally, the platform is designed to maximize the use of resources and minimize duplication of services and wastage of time for all individuals.

A key feature of the platform is that it can be customized and configured to meet the needs of all end-users, including individuals and SOs, HPs, service managers, and administrators. By engaging potential end-users through the iterative use of participatory design, the platform can be continuously developed to best meet the needs of a health care service.

Research has shown that using participatory design processes to co-design technology solutions allows for the active participation of all stakeholders and helps ensure that the end product meets the needs of its intended user base, improves usability, and increases engagement of all individuals [4,7]. Through the engagement of stakeholders in co-design, technology solutions to practical problems related to health care are generated as a means to effect reform [8]. Importantly, end-users (in this instance, all members of Butterfly’s National Helpline community) have the opportunity to actively co-design the technology solution in conjunction with researchers and product designers with the aim of developing a web-based clinical tool that is more likely to be engaging and effective for all users [7,9].

The aim of the current research was to actively engage individuals from Butterfly’s National Helpline community, via co-design, to collaboratively customize and configure the InnoWell Platform to enhance access to and service quality of Butterfly’s National Helpline.

Methods

This research was approved by the University of Sydney Human Research Ethics Committee (Project number: 2018/041).

Participants

Participants of the participatory design workshops (detailed below in the Participatory Design Workshops section) were part of Butterfly’s National Helpline community. This included individuals with a lived experience (LE) of eating disorders, disordered eating, body image and related issues, SOs, HPs (including Butterfly’s National Helpline counselors), service managers, and administrators.

To be eligible to participate in the face-to-face workshops, members of the community (described above) had to be aged 15 years and older and proficient in English.

Recruitment Strategy

The recruitment strategy included the distribution of digital and nondigital postcards and A3/A4 posters with information about the participatory design workshops in the lead up to each scheduled workshop in each of the six locations. Specifically, participants were recruited via Butterfly National Helpline management, Butterfly Recovery Support Service group facilitators, targeted emails to stakeholders, and advertisements in relevant services (for example, headspace Darwin). To avoid any perceived coercion, recruitment was passive such that a potential participant needed to contact the Research Project Manager who, only upon a potential participant’s request, then forwarded the study information sheet and participant consent form.

In line with Project Synergy’s recruitment process (Reported in the study by LaMonica et al [10]), all participants were provided with detailed information about the research prior to attending a participatory design workshop. Potential participants completed a brief Screener Survey to determine eligibility for the research. Once eligibility was confirmed, potential participants were given the opportunity to provide consent. At the beginning of each workshop, the facilitators provided a second opportunity for participants to ask questions and clarify details of the research prior to providing their written informed consent. Participants were reminded that participation was entirely voluntary, and that if they agreed to participate, they could withdraw their consent at any time without being required to provide any reasons and with no impact on their relationship with The Butterfly Foundation, Butterfly’s National Helpline, The University of Sydney’s Brain and Mind Centre or InnoWell Pty Ltd.

Participatory Design Workshops

Participatory design workshops were run face-to-face across Australia in diverse urban and regional centers. Final locations were determined through a collaborative discussion between the Butterfly Foundation and the researchers. Locations were selected in areas where the Butterfly Foundation had a physical presence and local partnerships, and there was representation from at least one major capital city, two regional centers, and one location that was regional or otherwise isolated from eating disorder services. Six participatory design workshop locations were selected, which included two held in Sydney (major capital city), the Sunshine Coast (major city; inner regional center), Albury Wodonga (inner regional center), Darwin (outer regional), and Hobart (inner regional center). Each workshop lasted for up to four hours. As per the Project Synergy R&D Cycle [4], the series of workshops were conducted rapidly (between February and May 2019) to maintain the momentum of idea creation, continuing until theme saturation had been reached. In addition, key follow up themes based on the ideas generated in previous workshops were explored as a main focus in later workshops. This was carried out to ensure that ideas concerning these key topics had been fully saturated (Figure 1 for main focus areas). All workshops were coordinated by at least two facilitators, one of whom was a mental HP whose role was to respond to any participant concerns or distress as a result of the subject matter. A scribe was present to take detailed
hand-written notes and quotes throughout the workshop. An important component of the face-to-face participatory design workshops was that no technology was used, as research has shown that this approach results in the generation of more ideas and design solutions [11].

Figure 1. Workshop location, sample size, and focus. PD: participatory design.

Each participatory design workshop was designed to actively engage participants in interactive discussions about how to co-design potential technology solutions for Butterfly’s National Helpline community and how the InnoWell Platform could be customized and configured to enhance service provision. The workshop agendas were collaboratively refined by the joint research management team, comprising researchers, HPs, and members of the Helpline community, to determine how best to discover how the technology solution might enhance or reform the service. As shown in Table 1, the workshops used a three-phased approach of discovery, evaluation, and prototyping [4]. Several specific focus areas were explored in depth in the discovery phase, which were conducted using a semistructured topic guide. Focus areas included understanding: the role of the Helpline compared to other types of services and supports (face-to-face, telemedicine, apps, and eTools); how technology is used for health and wellbeing; how technology can assist individuals and SO using the Helpline; and understanding issues arising in both urban and regional areas. In the evaluation stage, a variety of methods were employed, including a review of working prototypes (wireframes) and gaining feedback on ideas generated in previous workshops through prompted discussion. In the prototyping stage methods included creation of descriptive artifacts and mock-ups, and group-based and individual development of user personas (hypothetical typical end users of the InnoWell Platform including their profile, user group, background and history, current situation, goals and motivations, frustrations, and challenges) and user journeys (series of steps illustrating how end users might interact with the Platform). As highlighted in other research [10], user journeys assist in understanding user behavior, identifying other potential areas of platform functionality for future development, defining both the taxonomy and interface, and feedback into a number of technology building activities including information architecture and sitemaps, the development of wireframes, and functional specifications.
At the conclusion of the workshops, individuals with LE and SO received a web-based Aus $50 (US $38.01) voucher of their choice (Woolworths, Big W, Caltex, Target, Kmart, JB Hi FI, or Prepaid Mobile Recharge) as reimbursement for their time. HP and service provider participants received reimbursement only if research was conducted outside of standard working hours.

### Data Analysis

As described in other research [10], at the conclusion of each workshop, the notes and quotes taken by the scribe, combined with any facilitator notes, were transcribed into a report documenting the participant background (ie, participant type such as HP or individual with lived experience) as well as the content of the discussion relative to the agenda. These reports, in combination with the visual artifacts collected during the participatory design workshops (nonidentified and presented as aggregate data to ensure confidentiality) were analyzed by the knowledge translation team, which is a group of people who represent various stakeholder backgrounds and can implement research findings into practice. The team for this research included LE representatives, mental HPs, researchers, and a co-design program manager who had experience in product management. The knowledge translation processes identified themes and key learnings to inform the customization and configuration of the InnoWell Platform for Butterfly’s National Helpline. In brief, knowledge translation is an interactive process of synthesizing, exchanging, and applying knowledge [12]. With the ultimate goal being that the research findings are translated into clinical practice, organizational management, technology development, and policy reform [12].

In addition, all workshops notes, artifacts, and reports were anonymized and reviewed by three researchers (AM, AH, AR) to develop a coding framework outlining all key concepts. Data were coded in NVivo 12 software using this framework. Interpretation of the data followed established thematic techniques [13], which involved an iterative process of reading, coding, exploring the pattern and content of coded data, reflection, and discussion. Similarities and differences in opinion were examined, and differences dealt with through discussion to reach consensus. This qualitative analysis strategy has been utilized in the past literature [14-16].

When presented in the Results section, the analyzed data sources are categorized into three key areas: (1) Notes, which are the field notes taken by the scribe during the workshops; (2) Prototype, which comprises the visual artifacts developed by participants; and (3) Report, which is the participatory design report collated immediately after the workshop by the facilitators and the scribe that summarized the workshop findings. Further, the participant source presented in the results section in the parentheses after a quote included: (1) participants with LE of eating disorders, disordered eating, body image, and related issues; (2) participants who were HPs and identified as having a LE; (3) HPs who were clinicians but may also perform an administrative or service manager role (HP); (4) SO, or participant background not specified (PBNS). The analyzed data are presented as results in inverted commas. Data derived from the notes and artifacts are direct quotes from participants, whereas the data presented in the report may be a summary of the findings paraphrasing the participants.

### Results

#### Demographics

Six participatory design workshops were held in diverse urban and regional centers across Australia, including Sydney (Workshop 1: n=9), the Sunshine Coast (Workshop 2: n=7), Albury Wodonga (Workshop 3: n=11), Darwin (Workshop 4:...
n=5), Hobart (Workshop 5: n=5), and Sydney (Workshop 6: n=8). In total, 45 participants attended the workshops. Participants included people from Butterfly’s National Helpline community, 13 of whom (29%) were identified as having a LE of eating disorders, disordered eating, body image, and related issues; 4 (9%) were HPs with lived experience; 21 (47%) were HPs; and 7 (16%) were SOs. Figure 1 shows the location, main focus, and participation rate across each workshop. No participants expressed concern or experienced any distress in any of the workshops.

The results presented in Figure 2 highlight the seven overarching themes identified by participants during participatory design workshops. Within the oval, the co-designed overview of the InnoWell Platform is represented, whereas outside the oval, general themes from the top to the bottom of the figure reflect before, during, and after using the co-designed InnoWell Platform. Specifically, the themes presented above the oval highlight participants’ ideas concerning accessing care, which included the identified barriers to care within the current system (Theme 1: barriers to care) and the need for people to be able to access the right care, anywhere, anytime (Theme 2: Right care, anywhere, anytime). The theme within the oval comprises recommendations for the actual technological solution that was co-designed by participants, ultimately representing the InnoWell Platform features and functionality (Theme 3: features and functionality). The outside central themes relate to general recommendations if an individual uses the InnoWell Platform. These themes relay the need for communication, coordination, and integration of a technological solution when embedded in Butterfly’s National Helpline (Theme 4: Communication, coordination, and integration) and the need to consider engagement and tone within the technological solution (Theme 5: Engagement). Finally, the lowermost themes relate to the identified challenges and areas to consider when implementing a technological solution in the Helpline (Theme 6: Considerations and challenges) and the potential outcomes of the technological solution embedded in the Helpline relating to system and service reform (Theme 7: System and service reform). Each theme is discussed in detail in the following results.

Figure 2. Overarching participatory design themes.

### Barriers to Care

Difficulties accessing vital psychological or medical care were reported in all participatory design workshops across all participant groups (76 references). However, there were some notable differences for regional populations, which described factors associated with regionality as the most frequently reported barrier to care. Access for those living in regional areas that border other regional towns can also be complicated by political and health district boundaries, “...no trained clinicians in Albury, but cannot see the clinicians in Wodonga...” (Notes, SO). A lack of quality services was described “One person claims to have expertise, other than that there’s nobody up here to talk to.” (Notes, SO). Unique to living in a regional area, the issue of anonymity was raised, “Anonymity is very important in a country town due to the stigma of help-seeking” (Report, SO). The consequences of the illness such as the beliefs of being “not sick enough” and “not deserving help” were also highlighted as barriers to care (Workshop 1, Sydney, Notes, HP).
Right Care, Anywhere, Anytime

The theme right care, anywhere, anytime was referenced in all six workshops (83 references). This theme highlighted that technology could “reduce wait times” (Prototyping, HP) by “speed[ing] up getting access to the right support” (Notes, Participant with LE) where there is “no delay in response or engagement of support...[as individuals have] often waited too long to make contact” (Prototype, PBNS). Ultimately, the InnoWell Platform could provide “…broader ways of access—virtual, Skype, irobot for excess calls so the phone is answered [by the Helpline]” (Prototype, PBNS). One HP felt that the Platform could function as “a stepping stone into the service—[where the] Platform is the first point of contact” (Prototyping, HP), which might be accessed via The Butterfly Foundation’s website (Prototype, PBNS).

Ultimately, the technology could be used to “meet people where they are at” (Notes, HP) and, as illustrated in Figure 3, be able to do this at a time and place that suits their needs. For example, it was emphasized that “Being able to connect (with someone) outside of regular session times (would be important)” (Notes, SO). Additionally, the technology was viewed as needing to be free, easy to use, respond in real time and facilitate “Finding the expertise—wherever they are in Australia” (Notes, SO), which may be particularly beneficial for regional and rural individuals.

Figure 3. Artifact showing an individual’s data connected all in one place (Workshop 2, Sunshine Coast, Prototype, Lived Experience).

Features and Functionality

The flow of features and functionalities that could support an end user through an imagined web-based platform, while complementing Butterfly’s National Helpline were discussed the most frequently (306 references) and are presented in detail within the oval displayed in Figure 2.

As a first step, end-users entering the InnoWell Platform would have the option of having their needs assessed. Assessment results would enable the Platform to triage the end user. If the end user presented with significant risks—such as extreme eating disorder concerns or suicidal thoughts and behaviors—additional support and fast tracking into appropriate services would be provided via the technology. If the end user did not require this, the platform would use the individual’s clinical stage to give personalized referral suggestions, signpost to support, and provide the end user with relevant information. Ultimately, this was envisaged as “an automated, staging, triage platform” (Notes, HP) which “Provides support and resources based on different stages/levels of severity and distress” (Report, PBNS).

Support features included providing brief interventions (ie, care options) such as “motivational interviewing sessions” or “guided CBT (cognitive behavioral therapy)” (Notes, HP), self-management tools, peer support, goal setting, and wellbeing space. For example, one SO in Darwin suggested that the InnoWell Platform could create a space where the individual could “list the positives or their goals (eg, passions for life and hobbies). The things that will motivate them to recover” (Notes). These care options would be supported through the use of apps and etools, video counseling as “People respond so much better on the video, phone is not enough” (Notes, HP), real time chat “with someone who knows your case and can respond in real time” (Notes, SO), and appointment booking as “Sometimes it’s hard for clients to make an appointment” (Notes, HP). The information features and functionality would include a personal profile of the end user, psychoeducation, information on service pathways, an easy-to-read privacy statement, and data and
assessment insights presented on the platform’s dashboard of results, which provides the opportunity to complete ongoing multidimensional assessment.

The InnoWell Platform was also seen as a resource and clinical tool for HPs and SOs. Via the Platform, HPs would have access to education and training for eating disorders and body image concerns alongside resources that could be tailored by region. SOs would also have access to tailored information (such as understanding the service pathways and available resources) and support (such as peer-support and strategies for self-care). HPs and SOs could access the platform in two ways. The first is via Butterfly’s National Helpline to access the above-mentioned resources. The second access pathway was via invitation from people with LE who were using the Platform themselves. This would allow HPs and SOs to provide support and be “on the same page” (Report, PBNS) as the individual they were supporting. One HP highlighted that “Bringing in a support person is key to being able to help the person” (Notes, HP). Figure 4 provides an example of how one participant with LE prototyped what this support via data sharing might look like. Importantly, it was emphasized that end users on the Platform were in control of linking and sharing their data with HPs and SOs.

Figure 4. Artifact showing data sharing with a supportive other (Workshop 2, Sunshine Coast, Prototype, Lived Experience).

Another feature included end users being able to integrate the InnoWell Platform with other apps, devices, or medical records, and the services they were in contact with. This meant that all data and all nominated people and services involved in support of the end user were on the same page. This connection with multiple services was illustrated in an envisaged user journey, where:

...a young female teenager who is in the midst of a transition period (changing schools). She had a background of abuse. She contacts Butterfly’s National Helpline, which connects her with the InnoWell Platform, where she has access to online resources. Through the Platform, she is connected with services. She completed a further assessment. With her health professional, she establishes goals and agrees on care options. [Report]

Additional illustrative user journeys detailing how the imagined Platform might be used by end users were developed further by the knowledge translation team. These user journeys were based on combined participatory design workshop artifacts developed by participants in the prototyping stage of the workshops. Figure 5 presents an imagined journey of an individual with LE of eating disorders (a support person’s journey is presented in Multimedia Appendix 1).
Communication, Co-Ordination and Integration

Theme communication, coordination, and integration were frequently referenced in all six workshops (109 references). This theme highlighted the importance of the InnoWell Platform being able to assist with a collaborative care approach, where decisions were made by the individual with support from their “team” (Prototype, PBNS). This would involve care coordination via a multidisciplinary team approach that included allied health, “psychologists, dieticians, GPs” (Notes, PBNS), other services involved in care, and the SO where possible (as detailed above in Platform Features and Functionality).

A concern with the current helpline support structure was that it was delivered as a one-off session of counseling. One SO highlighted that “You need the same person, you need trust, and you need ongoing connection and ongoing care. You just need to use the existing technology. A single session is not helpful.” (Notes). Ultimately, maintaining continuity of care for an individual was viewed as paramount. Technology was seen as potentially helping this process, as it provided a place for case conceptualization and a communication pathway. For example, a process was suggested were technology could facilitate “a case review and follow up of the caller” (Notes, PBNS) after contact with the Helpline. Another HP highlighted that “tech allows services to talk to each other” (Notes, HP), whilst an individual with LE after being shown the InnoWell Platform’s dashboard of results for evaluative purposes in a later workshop stated it “Puts all [the information] in one spot which is good” and an individual using the Platform “Can show all different parties” (Notes, PBNS).

Engagement

The user experience of technology-based psychological tools and resources is largely shaped by engagement (150 references). Technology offers many solutions to mental health and wellbeing; however, the need for human touch was discussed as a priority at all workshops. The “importance of maintaining language so still a human touch, not moving too much towards bot” (Notes, HP) was raised, as were the qualities that are unique to humans: “I don’t know how it replaces a hug and compassion. I do not know how tech can do that” (Notes, SO).

The impact of language was widely recognized as crucial to the engagement with, and tone of, the InnoWell Platform. In one workshop, it was noted “Keep language simple, broad and recovery focused. For example, include statistics of people who seek help and recovery success rates, create hope” (Report, PBNS). Recovery-focused language entails motivational and hope messages. Engagement would be increased by personalized care. Personalization includes providing choice to the users of the Helpline, “Empower consumers with choice. So much variety of what is available enables them to discern the information and choose what they want, when they want” (Report, PBNS). Difficulties in navigating credible and trustworthy information were described at all of the workshops. The “Importance of trustworthy information and resources, as well as information not being too overwhelming” (Report, PBNS) was described, otherwise “Information can be confusing
if too much or not linked to trusted resources” (Notes, PBNS). Further to information provision, trust was described as crucial to care “You need the same person, you need trust, you need ongoing connection and ongoing care” (Notes, SO).

Considerations and Challenges

Considerations and challenges in using a technology solution (ie, The InnoWell Platform) for the Helpline were discussed in all six workshops (109 references), particularly in the Hobart and Darwin workshops.

The most frequently referenced consideration is related to the set-up of the InnoWell Platform and infrastructure. Chiefly in Hobart, Darwin, and the second Sydney workshop, there were considerations and challenges raised about assessment, tracking, and data insights. In terms of assessment, a SO highlighted that a full assessment was “too much work” (Notes, SO) and “a screener rather than a full assessment would be helpful, as it would screen the person for any major issues yet not be as time consuming” (Report, SO). Other key suggestions for the assessment were that a Butterfly counselor could “offer to start the assessment together” (Report, PBNS) with the individuals and provide breaks or chunk the assessment.

It was highlighted that in the eating disorder space, tracking though ongoing assessment could be problematic as “Scores could engage perfectionism” and “progress [is] hard to measure” (Notes, HP). One individual with LE highlighted that an “app actually fueled [my] eating disorder more, because [of] keeping track of things, and people with eating disorders have a desire to control their surroundings” (Notes, LE). Potential solutions to the tracking issue was that the InnoWell Platform could “Provide an option to ‘opt-in’ for tracking during informed consent”, as well as “Communicate tracking progress/graph using the recovery model so the individual does not lose hope” and “Frame the Platform as a ‘pal’ (more friendly), [as it] lets you know how you are doing, and asks check-in questions” (Report, PBNS).

The third consideration relates to the need to present data insights (on a dashboard of results) in a nonconfronting and nonstigmatizing manner. For example, one SO stated that “The dashboard with a ‘wall of red’ would be problematic for someone who already thinks they are a piece of shit. It just confirms you have got so many problems.” (Notes, SO). A HP in the same workshop suggested that data insights should present small amounts of information at one time “…to prevent visual overload” and that “…resilience and strengths need to be included to help the person feel like they have some positive aspects” In line with the engagement theme discussed above, an individual with LE in a later workshop highlighted that “Language used like ‘Psychological Distress’ [is] too confronting/strong for youth and may reinforce stigma” (Notes, LE). How feedback has been used to make changes to the InnoWell Platform to use more strength-based language and color schemes is presented in Figure 6.

Figure 6. Illustrative example of how user feedback during participatory design workshops have informed changes to the InnoWell Platform.

When an individual using the InnoWell Platform was presented with possible care options, there were multiple resource and information considerations highlighted by workshop participants. These related to ensuring the Platform offered existing, credible, fact-based information, which was tailored to the individuals by need and geography, and this information was actually helpful. For example, one individual with LE highlighted that “The worst thing to see is ‘contact GP’. This is usually the first option but not helpful” (Notes, LE). There was a need to gather “…feedback on what works/what didn’t work” in terms of the resources provided to the individual. Further, it was important for people to feel that they were not just redirected to resources, but rather supported in the options provided. A SO highlighted “it is impersonal to direct someone to another place” (Notes, SO).

Three main service mechanisms are highlighted for consideration. This included ensuring that there were
mechanisms to manage risk well by “...above all, do[ing] no harm” (Notes, HP), mechanisms to deal with feedback, and the need for the InnoWell Platform to operate within defined boundaries of the service. One HP in a manger position emphasized that the technology should “...focus on continually maintaining [the service] KPIs first” (Prototype, HP).

Anonymity, privacy, consent, and transparency were also important considerations. The option for people to maintain their anonymity was viewed as one of the benefits of using Butterfly’s National Helpline. This benefit was also seen to carry over to the InnoWell Platform. For example, one HP highlighted that “...being online takes away the shame and is anonymous” (Notes, HP). As highlighted in the barriers to care, this was viewed as particularly important in urban and some regional settings, with one SO illustrating this through their statement “What applies in urban Darwin does not apply in rural communities. There is no privacy. So if you go walk into a service, everyone will know your entire mental health history.” (Notes, SO).

Another key consideration related to the need for the InnoWell Platform to have the capacity to maintain confidentiality. One HP stated: “It’s about one person holding the body of information. A database that holds confidentiality and can be stored securely.” (Notes, HP). Furthermore, the consent process must be transparent. People with LE emphasized that “Individuals should be aware of what data is shared or escalated to the service. Ensure consent for this is provided” (Report, LE).

Considerations relating to an individual’s needs were highlighted in four of the six workshops. This theme emphasized the need for the InnoWell Platform to be able to support individuals with complex presenting issues, those who might be resistant to support via technology as well as those of particular socio-demographics such as age and culture.

Further, it was emphasized in two workshops that the InnoWell Platform had to consider the individual’s needs if a hypothetical situation arose where multiple viewpoints were included on the Platform, such as an individual with LE and their carer, but these views did not match. For example, a HP highlighted that the “...dissonance in the assessment results (eg, between carer and individual)” (Notes, HP) could be used as an opportunity for discussion. However, the individual’s preferences needed to be put first, so as to address the issue raised by another HP in the same workshop, who stated that often “...carers want all [the] info, but not all individuals with LE may be wanting [a] carer perspective.”

System and Service Reform

Potential future outcomes concerning the use of technology solutions, such as the InnoWell Platform, within eating disorder services generally related to the theme system and service reform, which was raised by participants in all workshops, irrespective of their background (132 references). This is related to the potential of technology to facilitate improvements in a service’s capacity and the clinical care that could be provided.

In terms of service capacity, many potential outcomes are related to improvements in access to services. In one workshop, it was noted that it was “...possible that needs can be met without connecting face to face, with a clinician” (Report, PBNS). This was extended further in another workshop that imagined a scenario where technology could make wait-times more purposeful by “...re-direct[ing] them to resources whilst waiting” (Notes, HP with LE). In Darwin, a SO envisioned that technology could ensure that there was “...no delay in response or engagement support” (Notes, SO). It was envisioned that technology could make services “accessible to all” (Prototype, PBNS), particularly specific groups such as people living in regional and rural/remote areas and people who identify as “English as a second language users, males and lesbian, gay, bisexual, transgender, queer, intersex or asexual community groups” (Prototype, LE, and HP). Technology also had the capacity to improve access by “Reduce[ing] stigma and create[ing] pathways to care and support” (Report, PBNS), particularly as “Being online provides anonymity and removes stigma” (Report, PBNS).

The clinical care subtheme relating to system and service reform was referred to by participants in all workshops. This theme focused on five key areas where participants felt that technology could improve current care. The most frequently referenced area related to technology facilitates better care coordination (which is discussed in depth in the communication, coordination, and integration section). Technology could also meet care-related service gaps at follow-up as “Active efforts to follow up and transfer information is lacking” (Report, PBNS).

The next most referenced area related to improving the matching of interventions to the individual’s stage of illness, which we termed clinical staging —this was brought up as a potential system and service reform outcome in five of the six workshops. In the first workshop, it was noted that technology “Can support a staged approach to care, at early stages people might just want information and to learn about skills and resources via apps and websites” (Report, PBNS). A participant with LE highlighted that it would be ideal if the technology could be used “...at any stage of the journey” (Notes, LE).

Continuity of care as a potential system and service reform outcome was referenced in all six workshops. For example, one HP highlighted that technology could address some key issues around the current “...lack of flexibility to find the right care and have continuity of care” (Notes, HP), with an individual with LE in the same workshop extending this line of thinking by highlighting that often people accessing services “...have to keep telling the story over and over again” (Notes, LE). Data sharing through technology allows individuals to access and show others’ useful information, such as their history, current situation, support networks, and plans from one location. One HP exemplified this through their comment: “It’s about one person holding the body of information” (Notes, HP). Through technology, it was envisioned that people would have a greater capacity to engage in self-management. It could “...help people help themselves” (Prototype, HP).
**Discussion**

**Principal Findings**

The use of participatory design processes has enabled a collaborative approach to the customization and configuration of the InnoWell Platform for Butterfly’s National Helpline. This included a relatively large sample (n=45), compared to other participatory design research [16] with participants with a range of backgrounds, including individuals with lived experience, SOs, HPs, service managers and administrators, and those with mixed backgrounds. The ultimate aim of this process was to build a technology solution through prototyping that would enhance both access to and quality of care delivered through a nontraditional mental health service.

Participants felt that technology could enhance services’ accessibility (ie, provide the right care, anywhere, anytime) and reduce the barriers to care, which is a finding in line with other qualitative and participatory design research in the mental health field [17,18]. Of particular importance in the current research, engagement in this participatory design process spanned both urban and regional areas. It is clear from the findings, particularly within the barriers to care theme, that current service provision for eating disorders is critically lacking in regional (as well as rural and remote) areas. Research has shown that in Australia, people living in regional, rural, and remote areas are likely to experience persistent disadvantages [19,20], and disadvantaged communities experience considerable social and health inequalities [20-22]. In mental health, disadvantages based on regionality are often attributed to poor access to primary and acute care services, insufficient numbers of mental health services and HPs, cost of receiving care, distance required to travel to access care, concerns about stigma, cultural barriers relating to service access, and a general reluctance to seek help in these communities [23,24]. These concerns are also highly relevant to the eating disorder community residing in regional and rural areas, as they were emphasized within our participatory design workshops as fundamental barriers to care.

Although technology alone cannot solve all these identified issues for regional and rural communities, participants highlighted that Butterfly’s National Helpline augmenting and reforming its service using a technology solution could meet this burgeoning need to some extent. This is highlighted in the system and service reform theme. Further, the example user journey of a young woman with a LE of an eating disorder living in regional Australia highlights just how this might be done, using multiple forms of technology including the Helpline’s webchat, the InnoWell Platform, and quality-assured apps (which may be eating disorder focused or support other areas of an individual’s health and wellbeing) in conjunction with support from SOs and traditional services when they are available.

The remaining qualitative themes generated by participants in the discovery, evaluation, and prototyping stages of the workshop included communication, coordination and integration, engagement, features and functionality, and considerations and challenges. The ideas highlighted within these themes are also commonly cited in mental health focused on qualitative and participatory design research. This includes the importance of ensuring web-based tools and information are designed in such a way that they allow ease of navigation and comprehension in plain language [10,25,26]; maintain privacy and confidentiality [17,25,27,28]; ensure the information is reliable and accurate [25]; do not result in adverse impacts on the individual through use of the technology [26]; empower the individual and give them control and choice in their mental health care [10,17,25,28]; improving continuity of care within and between services [10]; support the information exchange between the clinician and the individual [10,25,26] through features and functionality such as access to assessment, progress monitoring and data tracking, data visualization, brief interventions, treatments, and reminders [10,26-28].

The InnoWell Platform is a clinical tool for clinicians (in this case, Butterfly’s National Helpline counselors) for use in providing care. In the participatory design workshops, participants co-designed this clinical tool to support not only individuals accessing care via Butterfly’s National Helpline, but also SO and HPs that support them (or are also supported by the Helpline). How this technology solution, which participants co-created in the prototyping stage, sits within the context of the Helpline is shown in Figure 2 and described in detail under features and functionality. The solution aims to promote person-centered care, which is collaborative, personalized, coordinated, and maintains continuity; to provide early intervention and support based on an individual’s clinical stage; to promote self-management through the provision of information and support-related care options; and to provide key insights based on ongoing use of the Platform’s assessment. These features highlighted by participants in this study critically align with our other research on youth mental health [4,29,30], veteran populations [10], alongside other e-health solutions [31], which ultimately demonstrates the generalizability of some of these core components across both traditional and nontraditional services across the mental health sector, including eating disorder services. Ultimately, the co-designed solution adds value by demonstrating how technology can enhance a helpline service for multiple end-users with differing backgrounds. This is done by working collaboratively with end users to fully understand their needs, goals, and current practices, the context of the current support system, the challenges that may be faced when using the InnoWell Platform and how these might be addressed.

**Future Directions**

In terms of potential service reform outcomes, the technology solution proposed by all end users had the potential to help services meet some of the key performance indicators for public mental healthcare. As outlined by Lauriks and colleagues [32], these include ensuring clinical safety, accessibility and equity, effectiveness and outcomes, acceptability and satisfaction, efficiency, expenditure and cost, appropriateness, continuity and coordination, and workforce competence and capability [4]. These indicators will form part of our current evaluation of the implementation of the co-designed InnoWell Platform (approved by the University of Sydney Human Research Ethics Committee, protocol number: 2018/962 [33]), which aims to...
determine how this technology solution is used to enhance Butterfly’s National Helpline.

Limitations
A limitation of the research was that the workshops were not audio recorded. This was intentional, as dynamic individual and small group work took place making recording difficult, and to purposefully increase participant comfort and privacy. A trained scribe was presented to take detailed hand-written notes and quotes throughout the workshop, and facilitators also took notes that were triangulated for the workshop report; however, it is possible that some quotes are short-hand rather than verbatim. To value participant input, participants who did not participate during their working hours with the Butterfly’s National Helpline were also offered an Aus $50 (US $ 38.01) voucher for participating. Although this amount is higher than often provided in research, the Butterfly Foundation and the research team chose this amount as it was viewed as commensurate to the 3-hour time frame of the workshops and associated travel costs (particularly in regional areas).

As a final limitation, the findings presented in this research are only a prototype. Further research is needed to understand the acceptability and usability of the platform in the context of the Helpline. An impact evaluation is currently being undertaken to assess the real-world validity of the co-designed solution.

Conclusions
The meaningful engagement of all end users from Butterfly’s National Helpline community via participatory design processes demonstrated that the principles of the InnoWell Platform align with the recommendations of the National Agenda, which call for the provision of web-based prevention, early access pathways, self-help, and recovery assistance [1]. This technology solution stemming from these participatory design workshops is not an end point. The knowledge translated information gathered through stakeholder engagement across urban and regional Australia will guide the ongoing development of the platform. Ultimately, impact evaluation will provide ongoing feedback to ensure that this is a high-quality, cost-effective, evidenced-based, person-centered service for everyone affected by eating disorders or body image issues across Australia.
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Abstract

Background: The Eleventh Revision of International Classification of Diseases (ICD-11) newly listed gaming disorder, including internet gaming disorder (IGD), as a disease. The level of awareness and potential positive and negative impacts of this medicalization among adolescents were unknown.

Objective: This study investigated the levels, associated factors, and potential positive and negative impacts of awareness of the medicalization of IGD among adolescents in China.

Methods: In a cross-sectional survey, 1343 middle school students in Guangzhou, China, self-administered an anonymous questionnaire in classrooms (October to December 2019). Three risk subgroups were identified: those who scored ≥5 items in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition checklist (IGD-S), those who self-perceived having IGD currently (IGD-PC), and those who self-perceived having IGD within 12 months (IGD-P12M).

Results: Of the internet gamers, 48.3% (460/952) were aware of the medicalization of IGD; they were more likely to belong to the IGD-P12M/IGD-S risk subgroups. Within the IGD-PC/IGD-P12M (but not IGD-S) risk subgroups, IGD medicalization awareness was positively associated with favorable outcomes (reduced internet gaming time in the past 12 months, seeking help from professionals if having IGD, and fewer maladaptive cognitions). After being briefed about the ICD-11 inclusion of IGD, 54.2% (516/952) and 32.8% (312/952) expressed that it would lead to the reduction of gaming time and help-seeking behaviors, respectively, however, 17.9% (170/952), 21.5% (205/952), 15.9% (151/952), and 14.5% (138/952) perceived self-doubt for being diseased, stronger pressure from family members, negative emotional responses, and labeling effect, respectively. With a few exceptions, such perceived positive or negative impacts were stronger among the IGD-S, IGD-PC, and IGD-P12M risk subgroups.

Conclusions: The exploratory study shows that the medicalization of IGD may have benefits that need maximization and potentially harmful effects that need minimization. Future studies should test the efficacies of health promotion that increases IGD medicalization awareness.

(J Med Internet Res 2021;23(2):e22393) doi:10.2196/22393
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Introduction

Excessive internet gaming may cause a range of psychological and behavioral problems among adolescents [1,2]. Following the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) definition announced in 2013, the World Health Organization (WHO) listed internet gaming disorder (IGD) as a subtype of gaming disorder in the International Classification of Diseases, Eleventh Revision (ICD-11) in 2018 [3] and formally endorsed the decision in May 2019 [4]. The classification of IGD as a disease reflects a medicalization process, which defines a health condition as a new disease that usually requires medical treatments [5]. Medicalization of diseases (eg, attention deficit hyperactivity disorder and social anxiety disorder) has been controversial [6-8]. The same is true for IGD. Supporters of the medicalization of IGD found similar neurological changes and addictive features among people with IGD and those with substance use disorders; they believed that medicalization would advance understandings of etiology, diagnosis, and treatment of IGD [9-18]. In contrast, the researchers who disagreed with this position were concerned about the absence of evidence-based treatment, overdiagnosis, and stigma toward heavily engaged internet gamers [19-21]. Medicalization’s potential benefits include new opportunities for treatments, awareness for prevention, and reduction of stigma by regarding affected people as patients instead people who are weak or have character flaws [5,9,10,17]. It is important to understand whether adolescents know about the medicalization of IGD and how they respond to it.

We contend that awareness of the official ICD-11 inclusion of IGD (represented by the term IGD medicalization awareness in this study) may increase positive coping behaviors that may lead to prevention (ie, reduction of gaming time in the past 12 months) and treatment (ie, intention to seek help from mental health professionals if having IGD) among adolescent internet gamers, especially those at higher risk of IGD. Such contentions have not been tested, but the belief that internet addiction is an illness was positively associated with willingness to change pathological internet habits [22]. Conceptually, IGD medicalization awareness may increase perceived severity of problematic internet gaming. Both the fear appeal theory [23] and the health belief model [24] postulate that perceived severity of a health-related problem is associated with the adoption of related preventive behaviors. In this study, at-risk adolescent internet gamers included those whose DSM-5 scores objectively exceeded the cutoff point (IGD-S) and those who subjectively perceived that they were having IGD currently (IGD-PC) or going to have IGD in the next 12 months (IGD-P12M). In the cases of internet addiction, which was significantly correlated with IGD [25], only 28.2% of those who self-perceived having internet addiction intended to correct their addiction problems [26]. Furthermore, those who were at high risk of internet addiction were even less likely than others to change their internet habits [22]. Improvements are needed to improve motivation to reduce unhealthy gaming behaviors among adolescents at risk of IGD; health promotion to increase their IGD medicalization awareness is potentially useful.

IGD medicalization awareness may alter maladaptive cognitions related to internet gaming, which are known determinants of IGD [27,28]. A study comprehensively reviewed such maladaptive cognitions and proposed a 4-factor structure that was used to construct the Internet Gaming Cognition Scale [27,29]. It was modified into a 3-factor scale (ie, the Chinese version of Revised Internet Gaming Cognition Scale), which was validated among Chinese adolescents [30] and used in this study. Those with IGD medicalization awareness might restructure their maladaptive cognitions. For instance, they might perceive internet gaming as less rewarding if they knew that it was a disease. We thus contended a negative association between IGD medicalization awareness and maladaptive cognitions related to internet gaming within the aforementioned risk subgroups of internet gamers.

Despite potential benefits, the medicalization of IGD may in parallel cause unintended negative consequences [19]. It may trigger unfavorable emotional responses among internet gamers, especially those at higher risk of IGD. According to the common sense model, illness representation that includes both cognitive and emotional representations may generate emotional responses to the disease of concern in both diseased people [31] and laypeople [32]. Hence, internet gamers with IGD medicalization awareness (especially those with self-perceived IGD) may generate negative emotions related to problematic internet gaming (eg, anxiety, guilt, blame, and shame). Second, the medicalization of IGD may induce stigma and self-stigma related to internet gaming [20,33]. Globally, people with mental illnesses encounter stigma [34]. Although the ICD-11 definition specifies that heavily engaged internet gamers who have not exhibited serious problems due to internet gaming in the past 12 months are not IGD cases [3], the general public may be unable to distinguish between heavily engaged (but healthy) gamers and IGD cases [20]. Third, parental control of adolescents’ internet gaming is common and often results in adolescent-parent conflicts [35]. When parents know about the medicalization of IGD, they may exert stronger pressure on adolescent internet gamers, enhancing their perceived stress [20]. Health workers hence need to alleviate potential negative consequences while pursuing the benefits of the medicalization of IGD. Perceptions of such positive and negative consequences of the medicalization of IGD have not been investigated.

Give such background, this study investigated (1) the prevalence of IGD medicalization awareness among adolescent internet gamers in mainland China; (2) adjusted associations between IGD medicalization awareness and reduction of internet gaming time (past 12 months), intention to seek help from mental health professionals if having IGD, and IGD-related maladaptive cognitions in 3 objectively and subjectively defined high-risk subgroups (IGD-S, IGD-PC, and IGD-P12M); (3) descriptions of perceived positive impacts (eg, reducing internet gaming time) and negative impacts (eg, labeling effect, emotional distress, and stronger pressure from family members) of the medicalization of IGD after participants were briefed about the inclusion of IGD into ICD-11 by the WHO; and (4) adjusted associations between the 3 types of IGD risk status and the aforementioned postbriefing perceived impacts.
Methods

Participants and Procedure
An anonymous cross-sectional survey was conducted among grade 8 (8 years of formal education) students of 4 secondary schools selected by nonrandom sampling from October to December 2019 in Guangzhou, China. Under the supervision of trained and experienced field workers, the students self-administered the questionnaire in the classroom setting without the presence of teachers. Participants were briefed that the return of the questionnaire implied informed consent. No incentives were given. The data collection procedure was described elsewhere [30]. Of the 1343 completed questionnaires (response rate of 99.1%), 1327 (98.8%) were valid. Data obtained from the 962 (72.5%) who had played internet games in the past 12 months were analyzed. The study was approved by the survey and behavioral research ethics committee of the Chinese University of Hong Kong (No. SBRE-18-430).

Measures

Background Variables
Information about sex (male or female), living arrangement with parents (whether living with both parents, either of the parents, or neither of the parents), single-parent family status, relative household income to their classmates (much higher, higher, moderate, lower, or much lower), and self-reported academic performance (below average, average, or above average) was collected.

IGD Medicalization Awareness
The item was: “Do you know that IGD has been defined as a disease by the WHO (yes/no responses)?”

Objectively and Subjectively Defined IGD Risk Status
IGD-S was objectively defined as the endorsement of 5 or more of the 9 items of the validated Chinese version of the DSM-5 checklist [36,37]; Cronbach alpha was .74 in this study.

IGD-PC was assessed subjectively: “Do you think that you currently have IGD (yes=1, no=0)?”

IGD-P12M was subjectively assessed: “Do you think that you are going to have IGD in the next 12 months (yes=1, no=0)?”

Similar questions on self-perceived IGD status have been used in previous internet addiction studies [26,38].

Maladaptive Cognitions Related to Internet Gaming
The validated 15-item Chinese version of the Revised Internet Gaming Cognition Scale has an overall scale and 3 subscales (0=never to 4=always) [30]. The overall scale was used in this report (Cronbach alpha .93).

Positive Coping Behavior/Intention
The two items, answered yes=1 or no=0, were “Have you reduced internet gaming time in the past 12 months?” and “Would you seek help from mental health professionals if you have IGD?”

Postbriefing Perceived Impacts of the Medicalization of IGD
After being briefed that “The WHO approved the ICD-11 on May 25, 2019, which defined IGD as a disease. The member states of the WHO should develop their new treatment and prevention policies prior to January 1, 2022,” participants rated a 6-item checklist (yes/no responses) on whether the new ICD-11 definition of IGD (medicalization) would impact them positively (ie, leading to participants’ reduction of gaming time and seeking help from others) or negatively (ie, the news would lead to self-doubt being diseased, increase in parental pressure against playing internet games, labeling effect, and emotional distress due to playing internet games). These questions were asked at the last part of the questionnaire and thus could not affect the responses to the other questions.

Statistical Analysis
Logistic regression analyses were performed to investigate the associations involving binary outcomes, adjusted for background variables. Adjusted odds ratios and 95% confidence intervals were reported. Analysis of covariance was performed to compare between-group differences in the continuous dependent variables, adjusted for background variables. Cohen d represented the effect sizes of the between-group differences. SPSS Statistics 21.0 (IBM Corporation) was used for data analysis; 2-tailed P<.05 and .05<P<.10 denoted statistical significance and marginal statistical significance, respectively.

Results

Descriptive Statistics
The results are presented in Table 1. About two-thirds (601/952, 63.1%) of the internet gamers were males; 14.0% (133/952) did not live with both parents; 11% (105/952) came from single-parent families; 9.6% (91/952) perceived lower/much lower household income relative to classmates; 27.3% (260/952) self-reported below-average academic performance. Of the internet gamers, 10.8% (103/952), 58.9% (561/952), and 60.5% (576/952) belonged to the IGD-S, IGD-PC, and IGD-P12M risk subgroups, respectively (see Table 1). Within such 3 subgroups, 50.5% (52/103), 62.6% (351/561), and 65.5% (377/576) self-reported that they had reduced internet gaming time in the past 12 months (69.1% [658/952] among all gamers), and 31.1% (32/103), 39.4% (221/561), and 43.6% (251/576) reported that they would seek help from mental health professionals if having IGD (44.9% [427/952] among all gamers), respectively.
Table 1. Descriptive statistics of the participants (n=952).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background variables</strong></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>351 (36.9)</td>
</tr>
<tr>
<td>Male</td>
<td>601 (63.1)</td>
</tr>
<tr>
<td>Living arrangement with both parents</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>818 (85.9)</td>
</tr>
<tr>
<td>No</td>
<td>133 (14.0)</td>
</tr>
<tr>
<td>Missing data</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Single-parent family status</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>844 (88.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>105 (11.0)</td>
</tr>
<tr>
<td>Missing data</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>Household income relative to classmates</td>
<td></td>
</tr>
<tr>
<td>Higher/much higher</td>
<td>282 (29.6)</td>
</tr>
<tr>
<td>Moderate</td>
<td>570 (59.9)</td>
</tr>
<tr>
<td>Lower/much lower</td>
<td>91 (9.6)</td>
</tr>
<tr>
<td>Missing data</td>
<td>9 (0.9)</td>
</tr>
<tr>
<td>Self-reported academic performance</td>
<td></td>
</tr>
<tr>
<td>Above average</td>
<td>198 (20.8)</td>
</tr>
<tr>
<td>Average</td>
<td>492 (51.7)</td>
</tr>
<tr>
<td>Below average</td>
<td>260 (27.3)</td>
</tr>
<tr>
<td>Missing data</td>
<td>2 (0.2)</td>
</tr>
<tr>
<td><strong>IGD(^a) status (scored or perceived)</strong></td>
<td></td>
</tr>
<tr>
<td>DSM-5(^b) scored IGD</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>845 (88.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>103 (10.8)</td>
</tr>
<tr>
<td>Missing data</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>Self-perceived having IGD currently</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>385 (40.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>561 (58.9)</td>
</tr>
<tr>
<td>Missing data</td>
<td>6 (0.6)</td>
</tr>
<tr>
<td>Going to have IGD in the next 12 months</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>364 (38.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>576 (60.5)</td>
</tr>
<tr>
<td>Missing data</td>
<td>12 (1.3)</td>
</tr>
<tr>
<td>Any of the above (scored or perceived IGD)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>259 (27.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>687 (72.2)</td>
</tr>
<tr>
<td>Missing data</td>
<td>6 (0.6)</td>
</tr>
<tr>
<td><strong>IGD medicalization awareness</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>471 (49.5)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Yes</td>
<td>460 (48.3)</td>
</tr>
<tr>
<td>Missing data</td>
<td>21 (2.2)</td>
</tr>
</tbody>
</table>

*IGD: internet gaming disorder.

**Prevalence and Factors of IGD Medicalization Awareness**

Of the internet gamers, 48.3% (460/952) reported IGD medicalization awareness (see Table 1). No background variables were significantly associated with IGD medicalization awareness (see Table 2). Adjusted for all the studied background variables, the negative association between IGD-P12M status and IGD medicalization awareness (adjusted odds ratio [AOR] 0.76, 95% CI 0.58-0.99) was statistically significant; the negative association between IGD-S status and IGD medicalization awareness was of marginal statistical significance (AOR 0.65, 95% CI 0.42-1.01; *P*=.056); that between IGD-PC status and IGD medicalization awareness was statistically nonsignificant (see Table 2).
Table 2. Factors of internet gaming disorder medicalization awareness\(^a\) (n=952).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>IGD(^b) medicalization awareness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td></td>
<td>ORu(^c) (95% CI)</td>
</tr>
<tr>
<td></td>
<td>AOR(^d) (95% CI)</td>
</tr>
<tr>
<td><strong>Background variables</strong></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>176 (50.6)</td>
</tr>
<tr>
<td>Male</td>
<td>284 (48.7)</td>
</tr>
<tr>
<td></td>
<td>0.93 (0.71-1.21)</td>
</tr>
<tr>
<td><strong>Living arrangement with both parents</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>404 (50.3)</td>
</tr>
<tr>
<td>No</td>
<td>55 (43.3)</td>
</tr>
<tr>
<td></td>
<td>0.75 (0.52-1.10)</td>
</tr>
<tr>
<td><strong>Single-parent family status</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>413 (50.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>45 (44.1)</td>
</tr>
<tr>
<td></td>
<td>0.79 (0.52-1.19)</td>
</tr>
<tr>
<td><strong>Household income relative to classmates</strong></td>
<td></td>
</tr>
<tr>
<td>Higher/much higher</td>
<td>145 (52.7)</td>
</tr>
<tr>
<td>Moderate</td>
<td>268 (47.9)</td>
</tr>
<tr>
<td>Lower/much lower</td>
<td>42 (47.2)</td>
</tr>
<tr>
<td></td>
<td>0.83 (0.62-1.10)</td>
</tr>
<tr>
<td></td>
<td>0.80 (0.50-1.29)</td>
</tr>
<tr>
<td><strong>Self-reported academic performance</strong></td>
<td></td>
</tr>
<tr>
<td>Above average</td>
<td>101 (52.1)</td>
</tr>
<tr>
<td>average</td>
<td>237 (49.1)</td>
</tr>
<tr>
<td>Below average</td>
<td>121 (48.0)</td>
</tr>
<tr>
<td></td>
<td>0.89 (0.64-1.24)</td>
</tr>
<tr>
<td></td>
<td>0.85 (0.59-1.24)</td>
</tr>
<tr>
<td><strong>IGD status</strong></td>
<td></td>
</tr>
<tr>
<td>DSM-5(^e) scored IGD</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>417 (50.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>40 (40.0)</td>
</tr>
<tr>
<td></td>
<td>0.66 (0.43-1.00)</td>
</tr>
<tr>
<td></td>
<td>0.65 (0.42-1.01)</td>
</tr>
<tr>
<td><strong>Self-perceived having IGD currently</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>203 (53.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>255 (46.6)</td>
</tr>
<tr>
<td></td>
<td>0.77 (0.59-1.00)</td>
</tr>
<tr>
<td></td>
<td>0.80 (0.61-1.05)</td>
</tr>
<tr>
<td><strong>Going to have IGD in the next 12 months</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>196 (54.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>262 (46.5)</td>
</tr>
<tr>
<td></td>
<td>0.73 (0.56-0.95)</td>
</tr>
<tr>
<td></td>
<td>0.76 (0.58-0.99)</td>
</tr>
<tr>
<td><strong>Any of the above (scored or perceived IGD)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>144 (56.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>314 (46.7)</td>
</tr>
<tr>
<td></td>
<td>0.68 (0.51-0.91)</td>
</tr>
<tr>
<td></td>
<td>0.71 (0.53-0.96)</td>
</tr>
</tbody>
</table>

\(^a\)Missing data were excluded from the analyses.
\(^b\)IGD: internet gaming disorder.
\(^c\)ORu: univariate odds ratio.
\(^d\)AOR: adjusted odds ratio.
\(^e\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.

**Associations Between IGD Medicalization Awareness and IGD and Potential Outcomes Within the Three High-Risk Subgroups**

In the IGD-PC and IGD-P12M subgroups, IGD medicalization awareness was significantly associated with the reduction in gaming time in the past 12 months (AOR 1.46 and AOR 1.45, respectively) and the intention to seek professional help if having IGD (AOR 1.80 and AOR 1.91, respectively). Such associations were, however, not statistically significant in the IGD-S subgroup. Among all internet gamers, IGD medicalization awareness was significantly associated with the intention to...
seek help from mental health professionals if having IGD (AOR 1.90, 95% CI 1.45-2.47); the association between IGD medicalization awareness and reduction in internet gaming time in the past 12 months was of marginal statistical significance (AOR 1.32, 95% CI 0.99-1.76; P=.06; see Figures 1 and 2). The adjusted analysis of covariance in Table 3 showed a similar pattern. The association between IGD medicalization awareness and maladaptive cognitions was not significant in the IGD-S subgroup but was statistically significant in the IGD-P12M subgroup (Cohen $d=0.24$, $P=.01$), marginally significant in the IGD-PC subgroup (Cohen $d=0.18$; $P=.07$), and significant among all internet gamers (Cohen $d=0.18$, $P=.02$).

Figure 1. Comparing percentages of participants self-reporting reduction in gaming time between those with and without internet gaming disorder medicalization awareness. IGD: internet gaming disorder; DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; AOR: adjusted odds ratio. (†: $0.05<P<0.10$; *: $P<0.05$).

![IGD medicalization awareness](image-url)
Comparing percentages of participants self-reporting intention to seek help from professionals between those with and without internet gaming disorder medicalization awareness. IGD: internet gaming disorder; DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; AOR: adjusted odds ratio. (**: \( P < .01 \); ***: \( P < .001 \)).

**Figure 2.**

Table 3. Associations between internet gaming disorder medicalization awareness and preventive behavior/intention in the three high-risk subgroups.

<table>
<thead>
<tr>
<th>Overall maladaptive cognitions</th>
<th>IGD(^b) medicalization awareness</th>
<th>( P ) value</th>
<th>Cohen ( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, mean (SD)</td>
<td>No, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>DSM-5(^c) scored IGD (n=100)</td>
<td>32.5 (14.1)</td>
<td>33.2 (12.0)</td>
<td>.82</td>
</tr>
<tr>
<td>Self-perceived having IGD currently (n=582)</td>
<td>23.6 (11.2)</td>
<td>25.5 (11.4)</td>
<td>.07</td>
</tr>
<tr>
<td>Going to have IGD in the next 12 months (n=576)</td>
<td>22.3 (11.0)</td>
<td>25.0 (11.5)</td>
<td>.01</td>
</tr>
<tr>
<td>All internet gamers (n=952)</td>
<td>20.2 (11.1)</td>
<td>22.2 (11.8)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)Missing data were excluded from the analyses.
\(^b\)IGD: internet gaming disorder.
\(^c\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.

**Perceived Impacts of the Medicalization of IGD and Associations With Risk Status of IGD**

After being briefed about the new inclusion of IGD into the ICD-11 by the WHO (see Measurements), 54.2% (516/952) of all the internet gamers indicated that this knowledge would make them spend less time on internet gaming, while 32.8% (312/952) indicated that it would drive them to seek help from others to deal with problems related to internet gaming (see Table 4). Besides, 17.9% (170/952), 21.5% (205/952), 15.9% (151/952), and 14.5% (138/952) of the internet gamers, after being briefed about the medicalization, perceived that it would subject them to self-doubt for being diseased, stronger pressure from family members, development of negative emotions (eg, anxiety), and label as being sick, respectively (see Table 4). IGD-PC and IGD-P12M status but not IGD-S status were positively associated with the two perceived positive impacts (reduction in internet gaming time and intention to seek help from others to deal with problems related to internet gaming) at significant or marginally significant levels. Moreover, IGD-S, IGD-PC, and IGD-P12M status were all positively and significantly associated with the 4 types of perceived negative impacts (AOR ranged from 1.69 to 3.23) except for one association (that between IGD-P12M status and labeling effect) of marginal significance (AOR 1.50, 95% CI 1.00-2.26; \( P = .05 \); see Table 4).
Table 4. Perceived impacts of the International Classification of Diseases, Eleventh Revision inclusion of internet gaming disorder among internet gamers\(^a\) (n=952).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>IV(^b)=yes, n (%)</th>
<th>IV=no, n (%)</th>
<th>AOR(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DSM-5(^d) scored IGD(^e)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intend to reduce gaming time</td>
<td>49 (47.6)</td>
<td>465 (55.0)</td>
<td>0.78 (0.51-1.20)</td>
</tr>
<tr>
<td>Intend to seek help from others</td>
<td>34 (33.0)</td>
<td>277 (32.8)</td>
<td>0.99 (0.63-1.57)</td>
</tr>
<tr>
<td>Self-doubt for being diseased</td>
<td>33 (32.0)</td>
<td>136 (16.1)</td>
<td>2.63 (1.62-4.26)</td>
</tr>
<tr>
<td>Stronger pressure from family members</td>
<td>46 (44.7)</td>
<td>159 (18.8)</td>
<td>3.23 (2.07-5.04)</td>
</tr>
<tr>
<td>Being labeled as being sick</td>
<td>27 (26.2)</td>
<td>111 (13.1)</td>
<td>2.23 (1.35-3.70)</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>33 (32.0)</td>
<td>117 (13.8)</td>
<td>2.96 (1.83-4.79)</td>
</tr>
<tr>
<td><strong>Self-perceived having IGD currently</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intend to reduce gaming time</td>
<td>321 (57.2)</td>
<td>193 (50.1)</td>
<td>1.34 (1.02-1.76)</td>
</tr>
<tr>
<td>Intend to seek help from others</td>
<td>196 (34.9)</td>
<td>115 (29.9)</td>
<td>1.31 (0.98-1.76)</td>
</tr>
<tr>
<td>Self-doubt for being diseased</td>
<td>125 (22.3)</td>
<td>45 (11.7)</td>
<td>1.92 (1.31-2.83)</td>
</tr>
<tr>
<td>Stronger pressure from family members</td>
<td>149 (26.6)</td>
<td>54 (14.0)</td>
<td>2.01 (1.41-2.87)</td>
</tr>
<tr>
<td>Being labeled as being sick</td>
<td>101 (18.0)</td>
<td>36 (9.4)</td>
<td>1.94 (1.27-2.96)</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>106 (18.9)</td>
<td>45 (11.7)</td>
<td>1.69 (1.14-2.50)</td>
</tr>
<tr>
<td><strong>Going to have IGD in the next 12 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intend to reduce gaming time</td>
<td>327 (56.8)</td>
<td>184 (50.5)</td>
<td>1.28 (0.98-1.68)</td>
</tr>
<tr>
<td>Intend to seek help from others</td>
<td>201 (34.9)</td>
<td>108 (29.7)</td>
<td>1.31 (0.98-1.75)</td>
</tr>
<tr>
<td>Self-doubt for being diseased</td>
<td>128 (22.2)</td>
<td>41 (11.3)</td>
<td>2.10 (1.42-3.12)</td>
</tr>
<tr>
<td>Stronger pressure from family members</td>
<td>157 (27.3)</td>
<td>45 (12.4)</td>
<td>2.61 (1.80-3.79)</td>
</tr>
<tr>
<td>Being labeled as being sick</td>
<td>95 (16.5)</td>
<td>40 (11.0)</td>
<td>1.50 (1.00-2.26)</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>118 (20.5)</td>
<td>31 (8.5)</td>
<td>2.81 (1.82-4.33)</td>
</tr>
</tbody>
</table>

\(^a\)Missing data were excluded from the analyses.
\(^b\)IV: independent variable.
\(^c\)AOR: adjusted odds ratio.
\(^d\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.
\(^e\)IGD: internet gaming disorder.

Adjusted logistic regression models used those whose IGD risk status endorsing no as the reference groups (versus yes) and adjusted for background factors, including sex, living arrangement with both parents, single-parent family status, relative household income to their classmates, and self-reported academic performance.

**Discussion**

**Principal Findings**

In general, ICD-11 is highly influential [39]. The ICD-11 inclusion of IGD requires all nations to establish related prevention and treatment policies [9-11,13,14,16-18]. It is hence an expected driving force to reduce IGD worldwide. Health workers need to increase its benefits and reduce unintended negative consequences. It is essential to disseminate information about the new ICD-11 inclusion of IGD to adolescents and stakeholders (eg, parents, teachers, health workers, and social workers) as our data showed that the IGD medicalization awareness may reduce adolescent risky gaming behaviors and maladaptive cognitions related to internet gaming. It is equally important to understand adolescents’ cognitive, behavioral, and emotional responses to the medicalization of IGD. This study filled out such knowledge gaps. There was no apparent social disparity in the IGD medicalization awareness as it was not associated with the studied background variables. Nonetheless, IGD medicalization awareness was lower in 2 high-risk subgroups (IGD-S \[^{0.05 < P < 0.10}\] and IGD-P12M \[^{P < 0.05}\]); the promotion of the disease awareness should thus target at-risk adolescents.

It is encouraging that adolescents possessing IGD medicalization awareness were more likely than their counterparts to have (1) reduced gaming time in the last 12 months, (2) intention to seek help from professionals if having IGD, and (3) fewer IGD-related maladaptive cognitions. It is plausible that the knowledge about the medicalization of IGD may have enhanced adolescents’ perceived severity of playing internet games excessively and motivations to take up preventive measures (eg, reducing gaming time and seeking help) according to the fear appeal theory [23] and the health belief model [24].

https://www.jmir.org/2021/2/e22393
observed associations were triangulated by the encouraging finding that, similarly, many internet gamers indicated that they would reduce gaming time and seek help from others after being briefed about the medicalization of IGD. In the future, randomized controlled trials (RCTs) should be conducted to compare the efficacies of interventions providing adolescents IGD-related health promotion materials with and without additional information on the medicalization of IGD in fostering positive outcomes in terms of perceptions, mental distress, and behaviors related to IGD.

The associations between IGD medicalization awareness and the potential positive coping behavior/intention were more likely to be statistically significant within the 2 subjectively defined risk groups (IGD-PC and IGD-P12M) than within the objectively defined IGD group (IGD-S). The conceptual difference between diseases and illnesses is noteworthy. Diseases refer to objective clinical diagnoses, while illnesses refer to subjective experiences related to mental or physical symptoms [40,41]. The IGD-S subgroup was identified by the DSM-5 using a biomedical disease model, while the IGD-PC and IGD-P12M subgroups were subjectively evaluated and closer to the illness model. Understandably, those with illness perceptions (subjective beliefs of oneself being ill or going to be ill) were more prone to adopt positive corrective coping behaviors than those being objectively defined as IGD cases who might not feel ill. Besides, according to the health belief model [24], subjective perceptions of illness may be seen as a cue to action, which is a determinant of health-related behaviors (positive coping behaviors in our case).

Importantly, about one-fifth of the adolescent internet gamers showed concerns about side effects of the medicalization of IGD (eg, self-doubt about being diseased and worry about labeling effect). According to the common sense model [31], such problems may lead to mental health problems (eg, depression). Understandably, our data showed that the 3 at-risk subgroups were more likely than others to perceive the aforementioned negative consequences of the medicalization of IGD. To reduce such stigma, health education needs to clarify the distinction between heavily engaged internet gamers and disordered gamers.

**Limitations**

Although this study is possibly the first one to investigate awareness of the ICD-11 inclusion of IGD, it has some limitations. First, the findings of this study are exploratory in nature and need to be confirmed by longitudinal studies and RCTs. Second, the cross-sectional study design did not allow for the establishment of causality. Third, generalization of the results should be done with caution, as a limited number of schools were selected nonrandomly in one city in mainland China. Fourth, IGD medicalization awareness and potential responses to the medicalization (eg, reduction in gaming time) were assessed by self-reported single items that have not been validated. Fifth, social desirability bias might have inflated the levels of IGD medicalization awareness and positive coping behavior/intention. Sixth, the immediate postbriefing responses may not be reliable and may differ from actual behaviors.

**Conclusions**

Less than half the adolescent participants knew about the medicalization of IGD indicating there is room for improvement. The associations between IGD medicalization awareness and favorable coping behavior/intention/cognitions are encouraging. Dissemination of information about the inclusion of IGD into ICD-11 may induce adolescents to take up preventive and/or help-seeking behaviors. Such may be especially true within high-risk subgroups. Future RCTs are thus warranted to support the development of a simple, sustainable, and well-documented intervention that can be used to increase disease awareness of IGD among adolescents, possibly incorporating health promotion of healthy internet gaming. Through implementation research, such an evidence-based intervention can further be scaled up and used across countries. Furthermore, health workers need to minimize potential negative impacts of the medicalization (eg, avoidance of overpathologizing internet gamers). Research should also look at IGD medicalization awareness among other stakeholders (eg, parents, teachers, and social workers). This exploratory study is a starting point to understand the importance of potential effects of the medicalization of IGD.
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Abstract

Background: Social media is a rich source where we can learn about people’s reactions to social issues. As COVID-19 has impacted people’s lives, it is essential to capture how people react to public health interventions and understand their concerns.

Objective: We aim to investigate people’s reactions and concerns about COVID-19 in North America, especially in Canada.

Methods: We analyzed COVID-19–related tweets using topic modeling and aspect-based sentiment analysis (ABSA), and interpreted the results with public health experts. To generate insights on the effectiveness of specific public health interventions for COVID-19, we compared timelines of topics discussed with the timing of implementation of interventions, synergistically including information on people’s sentiment about COVID-19–related aspects in our analysis. In addition, to further investigate anti-Asian racism, we compared timelines of sentiments for Asians and Canadians.

Results: Topic modeling identified 20 topics, and public health experts provided interpretations of the topics based on top-ranked words and representative tweets for each topic. The interpretation and timeline analysis showed that the discovered topics and their trend are highly related to public health promotions and interventions such as physical distancing, border restrictions, handwashing, staying home, and face coverings. After training the data using ABSA with human-in-the-loop, we obtained 545 aspect terms (eg, “vaccines,” “economy,” and “masks”) and 60 opinion terms such as “infectious” (negative) and “professional” (positive), which were used for inference of sentiments of 20 key aspects selected by public health experts. The results showed negative sentiments related to the overall outbreak, misinformation and Asians, and positive sentiments related to physical distancing.

Conclusions: Analyses using natural language processing techniques with domain expert involvement can produce useful information for public health. This study is the first to analyze COVID-19–related tweets in Canada in comparison with tweets in the United States by using topic modeling and human-in-the-loop domain-specific ABSA. This kind of information could help public health agencies to understand public concerns as well as what public health messages are resonating in our populations who use Twitter, which can be helpful for public health agencies when designing a policy for new interventions.

(J Med Internet Res 2021;23(2):e25431) doi:10.2196/25431
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**Introduction**

Worldwide, more than 31 million people have been diagnosed with COVID-19, and more than 1 million people have died as of October 12, 2020 [1]. Waiting for the development and rollout of a vaccine, governments across the world have implemented wide-ranging nonpharmaceutical interventions such as hand hygiene, face masks, contact tracing, isolation and quarantine, and physical (social) distancing through banning mass gatherings and lockdowns to reduce the transmission of SARS-CoV-2. The impact of COVID-19 and measures to prevent transmission has generated a lot of discussion among the general population, medical and public health professionals, and government officials [2,3]. Some of this discourse is happening on social media such as Twitter.

During this pandemic, people have been using social media such as Twitter to share news, information, opinions, and emotions about COVID-19 [4,5], similar to previous infectious disease outbreaks such as Ebola. In the Ebola outbreak, public health organizations helped contain Ebola by monitoring conversations on social media and spreading accurate information about the disease [6-9]. As we can see from these past successes, social media is an important source to learn about people’s reactions and concerns. This information can assist public health authorities in the monitoring and surveillance of health information, concerns, and behaviors, and designing interventions to reduce the impact of the pandemic. Understanding people’s information needs, misinformation, hate speech and discrimination, compliance with preventative measures, and other reactions to COVID-19, and where their concerns lie helps to tailor public health strategy and ultimately create better informed interventions.

Topic modeling and sentiment analysis have been widely used to identify issues and people’s opinions in public health and is being used to understand COVID-19–related issues as well (Table 1). Analyses were conducted to identify patterns of health communications in diverse kinds of data sources, communities, and locations. Although some works investigated news articles [10] or research papers [11], most research focused on social media such as Reddit posts [12] and tweets [13-19]. Conversations in particular communities were examined, such as tweets posted by US governors and presidential cabinet members [13], and African American twitter communities [16]. Specific languages and locations were discussed as well (eg, Chinese news articles [10], Persian and Farsi tweets in Iran [14], and English tweets in California and New York in the United States [17]). Although all these works investigated people’s reactions toward COVID-19, there have been few studies about general public responses in Canada. Furthermore, although sentiment analysis has been broadly applied [15-18], the techniques used in prior work determine the sentiment of an overall text rather than capturing opinions toward COVID-19–specific aspects chosen by domain experts and exploit lexicon built in general domains, overlooking that a word’s sentiment depends on the domain or context where it is used [20].

**Table 1.** Related work on topic modeling and sentiment analysis on COVID-19–related data.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Source</th>
<th>Posters</th>
<th>Time</th>
<th>Location</th>
<th>Language</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al [10]</td>
<td>News articles</td>
<td>News reporters</td>
<td>January 1 to February 20, 2020</td>
<td>Not specified</td>
<td>Chinese</td>
<td>No</td>
</tr>
<tr>
<td>Sha et al [13]</td>
<td>Tweets</td>
<td>State governors, presidential cabinet members, and the president</td>
<td>January 1 to April 7, 2020</td>
<td>US</td>
<td>English</td>
<td>No</td>
</tr>
<tr>
<td>Hosseini et al [14]</td>
<td>Tweets</td>
<td>Public</td>
<td>March 13 to April 19, 2020</td>
<td>Iran</td>
<td>Persian and Farsi</td>
<td>No</td>
</tr>
<tr>
<td>Wang et al [17]</td>
<td>Tweets</td>
<td>Public</td>
<td>March 5 to April 2, 2020</td>
<td>California and New York, US</td>
<td>English</td>
<td>Yes</td>
</tr>
<tr>
<td>Abd-Alrazzaq et al [18]</td>
<td>Tweets</td>
<td>Public</td>
<td>February 2 to March 15, 2020</td>
<td>Not specified</td>
<td>English</td>
<td>Yes</td>
</tr>
<tr>
<td>Ordun et al [19]</td>
<td>Tweets</td>
<td>Public</td>
<td>March 24 to April 9, 2020</td>
<td>Not specified</td>
<td>English, Spanish, Italian, French, and Portuguese</td>
<td>No</td>
</tr>
<tr>
<td>This study</td>
<td>Tweets</td>
<td>Public</td>
<td>January 21 to May 31, 2020</td>
<td>Canada and US</td>
<td>English</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Our study aims to investigate Twitter users’ reactions to COVID-19 in North America, especially in Canada. We analyzed COVID-19–related tweets with topic modeling and aspect-based sentiment analysis (ABSA) using human-in-the-loop and interpret the results with public health experts. We examined the sentiment of tweets about COVID-19–related aspects such as social distancing and masks by using ABSA based on domain-specific aspect and opinion terms. The key advantage of our study is that public health experts are actively involved in the computational process with the specific goal of informing public health interventions. Our results were interpreted by these public health experts, and we used a human-in-the-loop ABSA approach to obtain domain specific aspect and opinion terms. To the best of our knowledge, we are the first to directly identify sentiment of COVID-19–specific aspects.

Methods

Data and Data Processing

We used a public Twitter data set about the COVID-19 pandemic, collected by Chen et al [21] using numerous COVID-19–related keywords such as “coronavirus,” “COVID-19,” and “pandemic.” The data collection started on January 28, 2020 (tweets from January 21, 2020), and is still ongoing, which has published over 123 million tweets as of May 11, 2020. This data set includes retweets, quoted tweets, and replies to tweets.

For our study, we collected tweets until the end of May 2020, the end of the first wave in Canada, since we aim to investigate people’s reactions and concerns in the early days of COVID-19. We selected tweets whose location is Canada or the United States.

Among the 372,711 tweets in total (Canada: n=30,235, US: n=342,476), we only included tweets written in English using tweet metadata and the spacy-langdetect toolkit [22]. This process resulted in 319,524 tweets in total, 25,595 for Canada, and 293,929 for the United States. To remove tweet-specific keywords and URLs, we used the tweet-preprocessor toolkit [23]. We did not remove hashtags and mentions because they can be informative for our study. We lowercased and tokenized using the Spacy toolkit [24]. Since the methods we used in this paper are all unsupervised, we did not split the data for training and test. Our scripts are available on GitHub [25].

Topic Modeling

We first discovered topics in COVID-19–related tweets using a widely used topic modeling approach, latent Dirichlet allocation (LDA) [26]. We chose to use LDA because it is simple and popular. We also tried another popular topic modeling method, nonnegative matrix factorization, but LDA results were more distinct in categories according to public health experts’ assessment. As we have seen the potential of topic modeling in this study, we will also consider more sophisticated topic modeling algorithms such as pachinko allocation or hierarchical LDA, which allow modeling relations between topics. To assess changes in topics of discussion over time, we compared timelines of topic distributions and timing of public health intervention implementations for COVID-19.

To discover topics and track the topic change over time, we constructed topic models on our Twitter data using LDA implementation in the scikit-learn package [27]. We chose a model with 20 topics among 5, 10, 20, and 50 because 20 topics showed diverse and less redundant topics when manually examined.

The topics generated by LDA were interpreted and labeled by two public health experts. Both experts have extensive experiences in public health with doctoral training in the field. In the initial phase of the study before choosing a final model, they discussed the results to build consensus. After the final output was obtained, the junior expert interpreted and labeled it first, and the senior expert reviewed.

To analyze the dynamics of public health relevant topics, we investigated the change in the prevalence of the topics over time. More specifically, we performed a basic analysis based on an examination of the estimates of θ, a document-to-topic distribution, produced by the model. We first divided tweets into weekly buckets using Coordinated Universal Time–12 time stamps (eg, January 21-26, January 27 to February 2, and February 3-9, 2020). We then computed a mean θ vector for tweets in each bucket as done by Griffiths and Steyvers [28].

ABSA

To capture sentiment revealed in tweets toward important aspects of COVID-19, we used ABSA. In our study, aspects can include public health interventions or issues associated with COVID-19, such as “social-distancing,” “reopening,” and “masks.” We investigated people’s opinion (positive and negative) toward these aspects.

We used ABSApp, a weakly-supervised ABSA system [29]. We chose ABSApp because it does not require labeled data for training and allows manually editing domain-specific aspect and opinion lexicons produced by the method. This feature is particularly beneficial for us because, in collaboration with domain experts, we could select and add aspects public health agencies are interested in.

The two public health experts who labeled topics from topic modeling also edited the terms so that aspect terms are related to important public health interventions or issues they are interested in and that opinion terms are words that describe sentiment of those public health terms. Similarly to the topic interpretation process, the junior expert edited the terms first, and the senior expert reviewed.

Results

Context

Figures 1 and 2 provide context for our results, presenting mobility and case counts for Canada and the United States. These data show that, as the daily COVID-19 cases increased, activities such as recreational or work-related mobility drastically decreased in the middle of March 2020. Around the middle of March, public health measures were put in place as well. The dates of public health orders differed by provinces or
states as well as the specifics of the orders, but in Canada, on March 11, 2020, health officials in British Columbia underlined the importance of social distancing and urged people to stay home as much as possible. On March 16, 2020, an order prohibiting gatherings of 50 people or more was placed. In Ontario, a state of emergency was declared on March 17, 2020, and social distancing measures commenced. On the same day, the federal government announced closure of the Canada-US border to all nonessential traffic. In the United States, mandatory stay-at-home orders were issued, beginning in California on March 19 followed by many other states afterwards.

**Figure 1.** Mobility and case count for Canada from February 15 to May 31, 2020. Google mobility data is only available since February 15.
Figure 2. Mobility and case counts for the United States from February 15 to May 31, 2020. Google mobility data is only available since February 15.

pharm.: pharmacy.

**Topic Modeling**

The discovered topics were highly related to public health promotions and interventions such as physical distancing, border restrictions, handwashing, staying home, and face coverings, as shown in Textbox 1. Other topics included US President Donald Trump, initial outbreaks in Wuhan, economic concerns, and negative reactions. The entire set of topics is listed in Multimedia Appendix 1.

Textbox 1. Top 5 prevalent topics in Canada and the United States.

<table>
<thead>
<tr>
<th>Canada</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age and COVID-19 transmission, as well as time</td>
<td>1. Age and COVID-19 transmission, as well as time</td>
</tr>
<tr>
<td>2. Initial outbreak in Wuhan</td>
<td>2. US President Trump’s statement</td>
</tr>
<tr>
<td>3. US President Trump’s statement</td>
<td>3. Early debate on whether COVID-19 is like the flu.</td>
</tr>
<tr>
<td>4. Thank you notes related to the pandemic mixed with discussion of cruise ship outbreaks</td>
<td>4. Initial outbreak in Wuhan</td>
</tr>
<tr>
<td>5. Air travel and regional border restrictions and outbreaks</td>
<td>5. The need to stay home and the impact of COVID-19 on essential workers and family</td>
</tr>
</tbody>
</table>

The most prevalent topics in Canada and the United States showed some differences, as can be seen in Textbox 1. In both countries, age and COVID-19 transmission was the most prevalent topic. The discussion around the initial outbreak in Wuhan and US President Trump’s statement was also active in both countries. However, the topic about air travel and regional border restrictions was highly ranked only in Canada, whereas the topic was not even listed in the top 10 in the United States.
Similarly, the topics about COVID-19 being like the flu and staying home were highly ranked in the US tweets, but ranked lower than other topics in the Canadian tweets.

Based on the mean $\theta$ vector for each bucket, we drew graphs of public health–relevant topics over time as shown in Figure 3. First, we observed that the patterns in the US tweets and Canadian tweets were similar. Although there were slight differences, the overall increase and decrease patterns were almost identical. For example, the topic about air travel and regional border restrictions (T2) shows a peak in February and drastically decreases.

Second, we could see that the topic trend is highly related to public health interventions. For example, the topic about social distancing (T1) started to increase in early March 2020 after social distancing measures were enacted. Handwashing (T3) also started to be emphasized then. The topic about the need to stay home (T4) started to increase around the end of March. In Canada, the Federal Quarantine Order was issued on March 24, and in the United States, many states issued stay-at-home orders around that time as well. Discussion about the number of tests and cases (T5) gradually increased. Interestingly, the topic about masks and face coverings (T6) slightly decreased from March; this is possibly because public health institutes in both countries announced their position about masks around that time.

**Aspect-Based Sentiment Analysis**

After training the tweet data using ABSApp, we obtained 806 aspect terms and 211 opinion terms. Manually editing the lexicons resulted in 545 aspect terms (eg, “vaccines,” “economy,” and “masks”) and 60 domain-specific opinion terms such as “infectious” (negative) and “professional” (positive). These manually edited terms were then used for the inference of sentiments for 20 key aspects selected by public health experts. The results are shown in Figures 4 and 5. Overall, the sentiments between Canada and the United States showed similar patterns. We observed that the sentiments about COVID-19 itself was dominantly negative. With this, the Twitter users’ reactions to misinformation appeared to be more negative than positive, suggesting the frustration about the situation and misinformation. The mixed sentiments about masks might reflect the conflicting messaging around using masks. The negative sentiments toward Asians may imply that anti-Asian sentiments escalated due to COVID-19.

**Figure 3.** Changes of six public health–relevant topics over time. T1: social and physical distancing; T2: air travel and regional border restrictions and outbreaks; T3: handwashing and preventive measures; T4: the need to stay home and impact of COVID-19 on essential workers and family; T5: number of tests and cases; T6: masks and face coverings.

**Figure 4.** Aspect-based sentiment analysis results. x-axis: selected aspects; y-axis: number of positive occurrences and number of negative occurrences in log scale.
To further investigate the possible stigma for Asians, we observed words that frequently co-occurred with the aspect words Chinese and Asians. The top-ranked words in negative tweets included “virus,” “racist,” “racism,” “fucking,” “attacks,” “ass,” “assaults,” “blame,” and “hate,” and the top-ranked words in positive tweets included “fucking,” “racism,” “respectful,” “kind,” “street,” “disgusting,” and “crying.” We list sample tweets that show positive and negative sentiments in Textbox 2.

Textbox 2. Sample tweets showing positive or negative sentiments toward Asians.

Positive

- “You should not be afraid of Asians but you should be absolutely terrified of the PEOPLE THAT DONT COVER THEIR MOUTHS/NOSES DURING A COUGH AND/OR SNEEZE.”
- “French Asians hit back at racism with I’m not a virus”
- “Y’al realize that the coronavirus ain’t exclusive to Chinese people right?? mfs look for any excuse to be racist bruh”

Negative

- “Oriental Asians always starting some fuckin outbreak...”
- “Yea I’m holding my breath round all Asians till this coronavirus shit clear up call it wat u think it is.”
- “No Asians allowed in my shop after the outbreak.”

Figure 6 displays sentiment changes over time toward Asians and Canadians. Although sentiments about Canadians were overall more positive except in February 2020 and after the middle of May, sentiments about Asians were mostly negative. Especially in the beginning of March when COVID-19 started to be serious in North America, we can see a spike in the number of negative tweets about Asians, and then it drastically reduces after that, which might suggest that there were some campaigns or awareness about anti-Asian racism.

Figure 6. Sentiment changes over time for Asians and Canadians. Y-axis shows the number of positive occurrences, number of negative occurrences, and number of total occurrences. neg: negative; pos: positive.
Discussion

Principal Findings

In this study, using topic modeling and ABSA on Twitter data from North America, we identified various topics related to physical distancing, travel and border restrictions, handwashing and preventive measures, face masks, stay-at-home orders, and the number of cases and testing. Travel and border restrictions were major discussion points in February 2020, which were taken over by other topics such as physical distancing later in time. ABSA analysis identified various negative themes related to the overall outbreak, anti-Asian racism and misinformation, and positive occurrences related to physical distancing. These data demonstrate 'Twitter users’ focus on discussing and reacting to public health interventions during the first phase of the pandemic.

This kind of information could help public health agencies to understand public concerns as well as what public health messages are resonating in our populations who use Twitter. For example, public health agencies in North America have focused their messaging around encouraging hand hygiene, limiting physical contact when sick, and staying home to prevent infection. We can see this messaging echoing in the topics around handwashing, staying home, mask wearing, and social or physical distancing.

For public health decision makers, it would be beneficial to have the pipeline where a computational model keeps running on social media data as a stream, and the results are reviewed by public health experts. This will then be reflected in public health education communication or messages to address misinformation related to the topics.

Risk communication and knowledge translation in practice is a combination of proactive and reactive messaging [30, 31]. Topic modeling can inform social media priorities and form a key rapid response function for public health communicators. Two key functions can be imagined: identifying new topics for public health communicators and assessing uptake of public health messages. The first function of developing new topics would follow the traditional knowledge translation cycle (in other words, identifying a knowledge gap, assessing barriers to use, developing products, disseminating, and iterating). When topic modeling identifies discourse either on aspects public health is not messaging on or misunderstandings of current health messages, this can start the knowledge translation cycle. In particular, this will help identify new and emerging areas for misinformation messaging. The second function is assessment of public health message uptake. We can explore whether key public health messages are showing up in social media discourse. If not, we can explore what is showing up instead.

Our findings that tweets reflect public health interventions are aligned with other studies. Abd-Alrazaq et al [18] performed topic modeling on tweets before mid-March 2020, and their results focused more on the virus itself (eg, its origin, impact on people, and the economy) but did not show conversations about public health interventions. However, in the studies using tweets from March and April, topics related to social distancing policies such as school closure, stay-at-home orders, and work from home commonly emerged in tweets posted by US governors and presidential cabinet executives [13]; Reddit posts [12]; tweets in English, Spanish, Italian, French, and Portuguese [19]; tweets in California and New York [17]; and tweets in Iran [14].

Depending on tweets used for analysis, other studies report some interesting topics different from topics drawn from tweets in Canada. For example, topics related to government and political issues were observed in the studies on tweets by US governors [13] and on tweets in Iran [14], whereas our analysis only showed Trump’s statement as a topic rather than overall political issues regarding COVID-19.

Our ABSA provides sentiments toward specific aspects by considering sentence structures, while most prior works performing sentiment analysis use algorithms to decide a sentiment of an entire text. For this reason, these studies are generally not suitable for identifying a sentiment of a given aspect. For instance, Wang et al [17] computed the average sentiment scores of tweets by each day and each hour rather than obtaining sentiments for aspects. Yin et al [32] related sentiment for each tweet to the topic the tweet belonged to and then investigated the overall sentiment of each topic. Therefore, it is not straightforward to compare our ABSA results with other sentiment analysis results.

However, our ABSA results, especially related to racism and discrimination against Asians, were also observed in other research using different study methods. Zhu [33] qualitatively analyzed 1366 tweets to examine swears around “Chinese virus” in multiple languages. Topic modeling on English tweets in March and April 2020 [34] showed a topic related to racism with top-ranked words such as “Chinese” and “pig.” A survey in the United States also showed prejudicial attitudes among Americans toward Chinese Americans [35]. These findings show that ABSA has the potential to track stigma and other negative consequences related to COVID-19. Our communities of Asian ethnicity have experienced unprecedented stigma and discrimination due to COVID-19. Chinese Canadians and other East Asians are experiencing hatred expressed as assaults, verbal threats, and feeling unsafe in the society. As our analysis suggests, if we monitor the change in discrimination over time using social media as a stream in real time, we could develop counteracting messages and measures in specific geographic areas whenever there is a spike in such incidents.

Our study had the following limitations. We used only a small set of Twitter data because tweets with the location information were limited compared to the whole data set. This has affected other studies using social media data in a similar fashion. Moreover, it should be noted that the geo-tagged tweets data set comprises statements from a nonuniform subsample of the population. According to Gore et al [36], only 15% of online adults regularly use Twitter, and those aged 18-29 years and minorities tend to be more highly represented on Twitter than in the general population.

In our data set, we looked at location at the country level (ie, Canada or the United States). However, Gore et al [36] showed that there could be significant geographic bias at the city level.
in the sentiment expressed in tweets over the same time period. Therefore, there may be a risk that specific geographic areas at the city level might be overrepresented for a given country in our study.

Another possible bias comes from not knowing who tweeted from the locations. Padilla et al [37] showed that the sentiment of tweets could be biased based on if people are local or visiting an area at the time of their tweets. Our data set could be biased in this regard. However, given travel restrictions and use of country instead of city, this bias may not be an issue for this analysis.

In general, whenever our proposed pipeline would be deployed in practice, all these biases should be carefully considered and addressed.

In addition, although ABSA allows capturing more nuanced sentiments toward specific aspects, it also has the limitation that current state-of-the-art sentiment analysis techniques have: it cannot properly handle figurative languages such as sarcasm. However, since our proposed approach can process substantial amounts of twitter data, it should be able to deal with the noise generated by these complex pragmatic phenomena.

**Conclusion**

In this paper, we present the exploratory results of topic modeling and ABSA on COVID-19–related tweets in North America, especially in Canada. We compared topic modeling and ABSA results of Canada and the United States, and showed public health intervention–related topic changes over time. Our analyses demonstrated that Twitter conversations about COVID-19 are highly aligned with public health interventions. In our study, public health experts were actively involved in the computational process as well as interpretation of the results. The human-in-the-loop ABSA allowed manually editing aspect and opinion lexicons, and as a result, our analysis showed sentiments toward the aspects public health experts were interested in by leveraging the domain-specific lexicons. Our results suggest that monitoring Twitter user’s reactions about COVID-19–related aspects can be beneficial for public health policy makers.
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Abstract

Background: Violence against doctors in China is a serious problem that has attracted attention from both domestic and international media.

Objective: This study investigates readers’ responses to media reports on violence against doctors to identify attitudes toward perpetrators and physicians and examine if such trends are influenced by national policies.

Methods: We searched 17 Chinese violence against doctors reports in international media sources from 2011 to 2020. We then tracked back the original reports and web crawled the 19,220 comments in China. To ascertain the possible turning point of public opinion, we searched violence against doctors–related policies from Tsinghua University ipolicy database from 2011 to 2020, and found 19 policies enacted by the Chinese central government aimed at alleviating the intense patient–physician relationship. We then conducted a series of interrupted time series analyses to examine the influence of these policies on public sentiment toward violence against doctors over time.

Results: The interrupted time series analysis (ITSA) showed that the change in public sentiment toward violence against doctors reports was temporally associated with government interventions. The declarations of 10 of the public policies were followed by increases in the proportion of online public opinion in support of doctors (average slope changes of 0.010, \( P < .05 \)). A decline in the proportion of online public opinion that blamed doctors (average level change of –0.784, \( P < .05 \)) followed the declaration of 3 policies.

Conclusions: The government’s administrative interventions effectively shaped public opinion but only temporarily. Continued public policy interventions are needed to sustain the reduction of hostility toward medical doctors.

(J Med Internet Res 2021;23(2):e19651) doi:10.2196/19651
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Introduction

With the improvement of Chinese people's living standard [1] and the attendant increase in personal wealth, individual Chinese citizens are paying more attention to their quality of life and health [2]. Health concerns have gradually become the focus of public discourse and are among the most popular topics on the internet in China. Concurrent with this trend, the plight of the strained doctor–patient relationship has become more evident, with violence against doctors, nurses, and other health care
providers in China on the rise [3]. Incidents of violence against doctors increased from 20.6 incidents per hospital in 2008 to 27.3 in 2012 [4]. An editorial in The Lancet in 2012 called this situation a “crisis” for the Chinese medical field [5].

In this period of mass media, online commentary and discussion have increasingly been proven as a useful instrument for surveying the moods and attitudes of the general public. The prevalence of the media and the internet for use in health communication has already become standard in regions such as China/Taiwan, where the media plays a significant role in settling medical disputes and dealing with medical institutions for patients [2]. For instance, the online community may share viewpoints on an individual physician or medical facility, which considerably shapes the image and evaluation of the physician or medical facility for the general reading public [6]. Moreover, those with media access that can further express their thoughts through media outlets can affect how news is portrayed and its content [7].

Public interest in the doctor–patient relationship and the widespread use of the internet have made it relatively easy for violence against doctors events to trigger a dispute of public opinion online. It has been suggested that the rise of online public discourse on violence against doctors may negatively affect the doctor–patient relationship and exacerbate the perception of social chaos and loss of control [8]. While many may agree that public opinions online are symbolic of challenges in real life, as reflected by online expressions of attitudes, views, and emotions, their impact reaches beyond the virtual world. Many studies have shown that online public opinion is relatively consistent in its intensity and continuity, influencing uncivilized network behaviors and social uncertainty [9,10].

To maintain social stability both online and offline, the Chinese government has made great efforts to regulate online content. For example, it is illegal to create or spread rumors on the internet in China as it may disrupt public order and social security [11]. In addition, the government has implemented a series of policies to increase the punishment for the crime of violence against doctors, and a government bureau, the National Radio and Television Administration, has published a series of articles to guide public opinion. Moreover, in July 2014, the National Health and Family Planning Commission, Ministry of Justice, Ministry of Finance, China Insurance Regulatory Commission, and National Administration of Traditional Chinese Medicine issued a vital policy—Opinions of the National Health and Family Planning Commission, the Ministry of Justice, the Ministry of Finance and Other Departments on Strengthening the Work of Medical Liability Insurance [12]—to establish a medical risk-sharing mechanism with medical liability insurance as the primary form and make this mechanism essential in medical dispute resolution and medical risk management. The Chinese Medical Association has issued a statement calling for system-wide reforms. In October 2013, the Ministry of Public Security of the People’s Republic of China advised hospitals with over 2000 beds to hire “at least 100 security guards” [13]. However, increased security guards, metal detectors, and legal threats have been criticized for failing to deal with the underlying causes of the violence [14].

These policies have been attributed to some reduction in the acceleration of violence against doctors and calming of public opinion on doctor–patient conflicts [15]. Patients feel a lack of control due to the uncertainty of illness [16,17]. Many people require personal control over their lives and the surrounding environment, perhaps to avoid feeling the chaos and uncertainty in the world [18,19]. When people feel lower levels of personal control, they are more likely to show more support for government control [20].

However, whether such policies and interventions have made a practical positive impact on online public opinion has not been examined. One way to investigate this question is to compare the timeline of a turning point in public comments and the timing of the introduction of violence against doctors–related policies. Comments of the article instead of its content could provide more intuitive reflection of the patients side [21]. Accordingly, to gauge the overall public attitude toward doctors and the health care system in China, we endeavored to measure online reactions to mass media reports of violence against doctors.

Comments on violence against doctors incidents expose the attitude of the affected party groups to a certain extent. In recent years, an increasing number of violence against doctors events have affected people’s perceptions of the country in a period of social transition, where intense emotions and perceptions of people and affected groups are also influenced by perceived sense of control [22], and government policy interventions can provide a compensatory sense of said control [20]. Therefore, to understand the emotional valence (sentimental valence) of public comment on violence against doctors episodes, it is meaningful to check whether national policy has affected the stereotypes associated with the doctor–patient bond from a time perspective.

To assess the effectiveness of government interventions in influencing online public opinion in China, we retrieved significant media reports of violence against doctors events and time-relative related government policies (eg, Criminal law or rules and regulations of the National Health Commission) in a policy database from 2011 to 2020 [12,15,23,24]. We documented public attitudes by coding comments on online media. Overall, we expected that these data would provide a better understanding of the general public who utilize social media and the internet, as well as insight into their attitudes toward health, perceived quality of health care services, and health care information needs. Thus, our research questions were (1) what trends in attitudes do the readers show with respect to the actions of both patients and physicians? (2) Are these trends influenced by the introduction and direction of national policies?

**Methods**

**Sampling and Data Collection**

To identify which events are internationally influential, we visited well-known media sites, including the Wall Street Journal, New York Times, BBC, Economist, Washington Post, Telegraph, Times, New Yorker, South China Morning Post, International Business Times, National Public Radio, and The...
Atlantic and found a total of 17 medical violence incidents reported in China between October 19, 2011, and April 4, 2020. In total, there were 29 English reports. We then traced these incidents to Chinese website media and crawled (using a web robot to collect scripts at high speed) them for encoding and analysis to estimate online public attitudes toward doctors and patients (Multimedia Appendix 1).

We selected popular Chinese news media (N=6) from the New Media Influence Index Report [25], and considered their lasting influence from 2011, as shown in Table 1. We selected these 6 news media for 2 reasons. First, when we traced back the Chinese violence against doctors reports in international media sources, these media had a higher report rate than other media [26]; second, we referred to the media influence from 2011 to 2019 and, according to the Kantar China Media Impact Report 2016 and 2019, these 6 news media were more influential during these years [27].

We obtained 17 cases and their comments from the selected news media (see Multimedia Appendix 2 for details). As 2 of the 17 cases occurred in private hospitals, pseudonyms were applied to both private and public hospitals. There were 3 second-class A hospitals, 1 second-class B hospital, 2 top-class B hospitals, and 9 top-class A hospitals. Thus, the study covers different levels of hospitals, consistent with the distribution of hospital ownership status and hospital level in the total sample of doctor–patient disputes [28]. As the median number of comments was 400 on each incident, based on the total media coverage, if the count exceeded 400, we took a random sample of 400. The comments of each case are arranged in chronological order and divided into X/2n areas, and 2 comments were randomly extracted from each area. If the count was under 400, all coverage was included in the analyses. We then eliminated the repeated and unrelated comments. If the number of meaningless comments in the selected final comment sample exceeded 20%, these comments were removed. The number of comments required was then supplemented by the above sampling method. We then collated and analyzed all the comments we collected. The final comment numbers for each case are listed in Table 2.

Table 1. All news media used to obtain sample comments.

<table>
<thead>
<tr>
<th>News media</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tencent News</td>
<td>[29]</td>
</tr>
<tr>
<td>Sohu News</td>
<td>[30]</td>
</tr>
<tr>
<td>iFeng News</td>
<td>[31]</td>
</tr>
<tr>
<td>Sina News</td>
<td>[32]</td>
</tr>
<tr>
<td>Tianya Forum</td>
<td>[33]</td>
</tr>
<tr>
<td>NetEase News</td>
<td>[34]</td>
</tr>
</tbody>
</table>
Table 2. Number of network reviews for all cases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>254</td>
<td>428</td>
<td>1</td>
<td>3</td>
<td>_<em>a</em></td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C2</td>
<td>—</td>
<td>384</td>
<td>—</td>
<td>5</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C3</td>
<td>1</td>
<td>433</td>
<td>38</td>
<td>2</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C4</td>
<td>—</td>
<td>—</td>
<td>139</td>
<td>474</td>
<td>247</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C5</td>
<td>—</td>
<td>—</td>
<td>400</td>
<td>2</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C6</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>189</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>200</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C8</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>158</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C9</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>282</td>
<td>2</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C10</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C11</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>400</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>400</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C13</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>201</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C14</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>396</td>
<td>3</td>
<td>121</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C15</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>528</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C16</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>539</td>
<td>__</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>C17</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>179</td>
<td>400</td>
<td>__</td>
<td>__</td>
</tr>
</tbody>
</table>

*a_—_" represents no count of the comments in the given year.

Ethical Approval and Consent to Participate

Ethical approval was obtained from the School of Public Health, Zhejiang University. As open data obtained through web crawlers do not include any personal data, informed consent was not required (waived by the ethics committee), and the study involved minimal risk.

Table 3. Coding categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Meaning/Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blame Big System</td>
<td>The comments express dissatisfaction, anger, or blame for the whole society or social atmosphere.</td>
</tr>
<tr>
<td>Blame Medical System</td>
<td>The comments express dissatisfaction, anger, or blame for health policy or the hospital system.</td>
</tr>
<tr>
<td>Blame Doctor</td>
<td>The comments express dissatisfaction, anger, or blame for the doctor or his/her behavior, other doctors, or their behavior in the case.</td>
</tr>
<tr>
<td>Blame Patient</td>
<td>The comments express dissatisfaction, anger, or blame for the patient or his/her behavior, other patients, or their behavior in the case.</td>
</tr>
<tr>
<td>Blame Other</td>
<td>The comments express dissatisfaction, anger, or blame for other things, such as the news media, the legal system.</td>
</tr>
<tr>
<td>Support Doctor</td>
<td>The comments express understanding, sympathy, or support for the doctor or his/her behavior, other patients, or their behavior in the case.</td>
</tr>
<tr>
<td>Support Patient</td>
<td>The comments express understanding, sympathy, or support for the patient or his/her behavior, other patients, or their behavior in the case.</td>
</tr>
<tr>
<td>Support Other</td>
<td>The comments express understanding, sympathy, or support for other things.</td>
</tr>
<tr>
<td>N/A</td>
<td>Comments are unrelated to cases or do not belong to any of the above categories.</td>
</tr>
</tbody>
</table>

At the beginning of the evaluation, we trained the 4 raters in the method of “independent coding–proofreading–third party opinion discussion” and then ensured that the interrater reliability reached 0.9 or above before they began to evaluate
the formal materials. All the formal comments assessments were completed according to the following steps.

**Step 1**
The coding team carried out training to define and unify the coding rules.

**Step 2**
Fifty sample comments were extracted, and each rater was asked to code these comments independently. We compared the coding results between raters to obtain the “intrarater reliability” (intrarater reliability = the number of entries with the same coding result/Total number of entries, ie, the consistency between all raters’ coding results). The final results were unified according to the coding rules.

**Step 3**
If intrarater reliability was less than 0.9, we repeated the operations in step 2 until it reached 0.9. The coding team then began to code formal samples.

**Step 4**
The raters read and coded all the comments independently, without interfering or discussing with each other. Each comment could belong in 1 category or more.

**Step 5**
We compared the coding results of each rater to find comments that were inconsistent in the coding results.

**Step 6**
We established a discussion group to reread all the comments and to determine the coding results of comments that were inconsistent in step 4. Finally, the coding team completed the coding results of all the comments.

**Step 7**
For the comments between 2017 and 2020, we used a sentimental dictionary developed from the code between 2011 and 2016. The sentiment was Normalization as [0,1].

**Constructing a Sentiment Dictionary**
We collected all the comments, marked each sentiment of each comment, and then segmented these comments into words, and removed some stop words to obtain the probability \( P_{ij} \) of each word appearing in each sentiment:

\[
P_{ij} = \frac{C(w_i,e_j)}{C(e_j)}
\]

where \( P_{ij} \) represents the probability that \( w_i \) represents sentiment \( e_j \), and \( C(w_i,e_j) \) represents the number of times that \( w_i \) appears in sentiment \( e_j \).

**Comment Sentiment Judgment**
Thereafter, when judging new comments, we first segmented each comment and removed some stop words. According to the naïve Bayes principle, a certain sentiment of each comment is the accumulation of the sentiments of all participles of the comment. To eliminate the polarization problem, the calculation is multiplied by the value related to the length of each comment:

Finally, a threshold value is selected according to \( q_{ij} \) to judge the sentiment determination.

**Policy Content Quantitative Analysis**
Policy content quantitative analysis is a semantic analysis method that combines quantitative and qualitative analysis of the content of policy literature. A proper policy database could display the essential information of the content of violence against doctors–related policy literature objectively [37].

This study used Tsinghua University’s policy analysis system, “ipolicy,” to retrieve policies. “ipolicy” is a unique characteristic analysis system, which can perform the specified analysis function according to users’ needs at different levels. At present, there are approximately 1,200,000 policy texts from 1949 to 2019 (including all the organs of the State Council, other central bodies, the National People’s Congress, and more than 34 provinces), which are still being updated [38].

In the retrieval module, the system provides various retrieval modes, and the content of the retrieval can be selected as full text or title retrieval. Advanced retrieval and retrieval in the results are also available to facilitate the user to find the text more accurately.

We used interrupted time series analysis (ITSA), a kind of longitudinal quasi-experimental design [39,40]. ITSA provides a segmented linear regression model, which could assess the effect of each central policy on changes in the “support doctor” and “blame doctor” online public opinion before the policy promulgation date and at 30 time points after the promulgation date. We combined some of the rates of sentimental categories to understand netizens’ (Internet Citizens [41]) attitudes toward violence against doctors events. Because the meanings of “blame doctor” and “support patient” are similar, we combined the 2 categories of results into the new category of “blame doctor.” Likewise, we combined the results of “blame patient” and “support doctor” into the new category of “support doctor.” Originally, we crawled 19,220 comments. For the sake of ITSA, we averaged the sentiments of comments of the same date. For those with only 1 comment on each day, we framed adjacent comments of 3-4 days and selected the second date to represent the time point. Finally, we obtained 151 time points representing the online public opinion change (Figure 1). As the policy promulgation date overlapped with the 151 points, we finally obtained 15 policy intervention dates for ITSA. The models quantify both a level and slope change following the intervention, while accounting for the autocorrelation of rates. Autoregressive integrated moving average models were used to adjust for residual autocorrelation. We prepared the data with MS Excel, version 2019, and completed all statistical analyses with R statistical software package, version 4.0.2 (R Foundation for Statistical Computing), using a Type 1 error rate of .05 as the threshold for statistical significance.
Figure 1. The rate of support doctors at the 151 time points from 2011–2020.

The regression model used to fit these data is straightforward:

\[
\text{outcome}_j = \beta_0 + \beta_1 \times \text{time}_t + \beta_2 \times \text{level}_j + \beta_3 \times \text{trend}_j + \epsilon_j
\]

In this specific example (using the variable names from Table 7), the model is:

\[
\text{sentiment rate}_j = \beta_0 + \beta_1 \times \text{time}_t + \beta_2 \times \text{policy}_j + \beta_3 \times \text{time after policy}_j + \epsilon_j
\]

### Results

#### Number and Percentage of Coding Categories

Table 4 lists the preliminary results of coding, including the number of comments belonging to each category in the years 2011-2020, and the percentage of total comments in this period.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Blame Big System, n (%)</td>
<td>30 (11.8)</td>
<td>132 (10.6)</td>
<td>25 (10.8)</td>
<td>174 (11.8)</td>
<td>58 (6.5)</td>
<td>74 (7.3)</td>
<td>1.11</td>
<td>1.32</td>
<td>3.25</td>
</tr>
<tr>
<td>Blame Medical System, n (%)</td>
<td>8 (3.1)</td>
<td>79 (6.3)</td>
<td>24 (10.3)</td>
<td>36 (2.4)</td>
<td>41 (4.6)</td>
<td>70 (6.9)</td>
<td>0.34</td>
<td>1.20</td>
<td>2.19</td>
</tr>
<tr>
<td>Blame Doctor, n (%)</td>
<td>85 (33.3)</td>
<td>312 (25.1)</td>
<td>91 (39.2)</td>
<td>191 (12.9)</td>
<td>183 (20.6)</td>
<td>133 (13.2)</td>
<td>2.54</td>
<td>1.85</td>
<td>4.86</td>
</tr>
<tr>
<td>Blame Patient, n (%)</td>
<td>68 (26.7)</td>
<td>167 (13.4)</td>
<td>24 (10.3)</td>
<td>362 (24.6)</td>
<td>161 (18.1)</td>
<td>207 (20.6)</td>
<td>4.08</td>
<td>2.34</td>
<td>12.71</td>
</tr>
<tr>
<td>Blame Other, n (%)</td>
<td>4 (1.6)</td>
<td>13 (1.0)</td>
<td>3 (1.3)</td>
<td>47 (3.2)</td>
<td>24 (2.7)</td>
<td>24 (2.3)</td>
<td>0.00</td>
<td>0.56</td>
<td>1.92</td>
</tr>
<tr>
<td>Support Doctor, n (%)</td>
<td>65 (25.5)</td>
<td>210 (16.9)</td>
<td>46 (19.8)</td>
<td>264 (17.9)</td>
<td>113 (12.7)</td>
<td>340 (33.9)</td>
<td>2.00</td>
<td>1.95</td>
<td>3.83</td>
</tr>
<tr>
<td>Support Patient, n (%)</td>
<td>60 (23.5)</td>
<td>71 (5.7)</td>
<td>15 (6.5)</td>
<td>19 (1.3)</td>
<td>44 (4.9)</td>
<td>8 (0.8)</td>
<td>0.53</td>
<td>0.92</td>
<td>2.52</td>
</tr>
<tr>
<td>Support Other, n (%)</td>
<td>0 (0.0)</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
<td>1 (0.1)</td>
<td>2 (0.2)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0.55</td>
<td>1.92</td>
</tr>
<tr>
<td>N/A, n (%)</td>
<td>25 (9.8)</td>
<td>443 (35.6)</td>
<td>47 (20.3)</td>
<td>562 (38.2)</td>
<td>391 (43.9)</td>
<td>461 (45.9)</td>
<td>0.82</td>
<td>1.77</td>
<td>3.72</td>
</tr>
</tbody>
</table>

*Because the rate of 2017-2020 was from data mining, n is not available.

As shown in Table 4, the proportion of “blame big system” is more stable than other categories; “blame doctor” peaked at 39.2% (91/232) in 2013, but decreased to 12.97% (191/1473) in 2014 and 4.86% in 2020; “support doctor” decreased from 2011 to 2012, but rose significantly from 2015 to 2020; “blame patients” reached the minimum of 10.3% (24/232) in 2013 and the maximum of 24.58% (362/1473) in 2014; “support patient” showed a downward trend, from the overall in 2020, when it was only 2.52% (Figures 2 and 3).
Figure 2. “Support doctor” proportion of public online opinion over time. Trend lines show slope change after lagged intervention date. Vertical dash line shows lagged intervention date of policy 2, Dec 20, 2013.

Figure 3. “Blame doctor” proportion of public online opinion over time. Trend lines show slope change after lagged intervention date. Vertical dash line shows lagged intervention date of policy 2, Dec 20, 2013.
Retrieval Results From the “ipolicy” System

The keywords we used to retrieve related policies were “doctor-patient,” “medical,” “violence,” “medical violence,” and “violence against doctors.” We then obtained related policies and regulations from 2011 to 2016 in China (Tables 5 and 6).

Table 5. Retrieval results from the “ipolicy” system.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical violence (医暴暴力)</td>
<td>Not related to the topic</td>
</tr>
<tr>
<td>Doctor-patient (医患)</td>
<td>Not related to the topic</td>
</tr>
<tr>
<td>Medical + violence (医疗或暴力)</td>
<td>Not related to the topic</td>
</tr>
<tr>
<td>Hurt doctors (伤医)</td>
<td>Two related entries in total</td>
</tr>
<tr>
<td>Violence against doctors (医暴)</td>
<td>Ninety-seven related entries in total</td>
</tr>
</tbody>
</table>

Table 6. Policy entries and netizens’ attitude trend.

<table>
<thead>
<tr>
<th>Year</th>
<th>Policy entries, n</th>
<th>Year</th>
<th>Policy entries, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Central policies</td>
<td>Local policies</td>
</tr>
<tr>
<td>2011</td>
<td>12</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>2012</td>
<td>24</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>2013</td>
<td>27</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>2014</td>
<td>27</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>2015</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2016</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2017</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2018</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2019</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 6 continues...

We browsed these 112 policies, and 19 policies were promulgated by the central government (Multimedia Appendix 3), of which the most relevant central policy documents are as follows:

1. Severe punishment of any illegal activities that would harm the safety of doctors or patients. We will severely punish illegal activities that disrupt regular medical order and improve the ability to solve medical disputes [15].
2. Keep improving awareness of and fight against illegal medical activities and crimes [23].
3. Resolutely combat crimes involving hospitals to maintain order and to punish mob behavior, etc. [24].
4. Establish a medical risk-sharing mechanism with medical liability insurance as the main form, and have this mechanism play an important role in medical dispute resolution and medical risk management [12].

As shown in Tables 7 and 8, for the first central policy (promulgated on October 26, 2012), at baseline (before the policy was promulgated), there was neither a significant level nor trend change in the rate of “support doctor.” However, there was a drop of 2% per time point in the “blame doctor” trend (Figures 2 and 3).

There was an increase in the “support doctor” trend after each policy promulgation (average trend changes of 0.011 of the policies 2-12, \( P < .05 \)), but most of the slope change was not significant. At almost every time point in the policy promulgation, there was a decline in the proportion of “blame doctor” (average level drop of –0.784 of the policies 2-4, \( P < .05 \)); however, there was also a trend change lag (average slope change of 0.018 of the policies 2-12, \( P < .05 \)).
Table 7. Support doctor regression parameters at 15 policy time points.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Policy date</th>
<th>$\beta_1$</th>
<th>$P$</th>
<th>$\beta_2$</th>
<th>$P$</th>
<th>$\beta_3$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>October 26, 2012</td>
<td>−0.009</td>
<td>.235</td>
<td>−0.35</td>
<td>.825</td>
<td>.013</td>
<td>.97</td>
</tr>
<tr>
<td>2</td>
<td>December 20, 2013</td>
<td>−0.005</td>
<td>.124</td>
<td>−0.106</td>
<td>.391</td>
<td>.009</td>
<td>.10</td>
</tr>
<tr>
<td>3</td>
<td>January 29, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>−0.165</td>
<td>.034</td>
<td>.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4</td>
<td>March 26, 2014</td>
<td>0.001</td>
<td>.789</td>
<td>−0.125</td>
<td>.169</td>
<td>.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5</td>
<td>April 22, 2014</td>
<td>0.001</td>
<td>.943</td>
<td>−0.064</td>
<td>.519</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6</td>
<td>May 8, 2014</td>
<td>0.001</td>
<td>.881</td>
<td>−0.041</td>
<td>.679</td>
<td>.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7</td>
<td>July 9, 2014</td>
<td>0.001</td>
<td>.717</td>
<td>0.005</td>
<td>.958</td>
<td>.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8</td>
<td>September 4, 2014</td>
<td>0.001</td>
<td>.943</td>
<td>−0.064</td>
<td>.519</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9</td>
<td>October 27, 2014</td>
<td>0.001</td>
<td>.660</td>
<td>−0.104</td>
<td>.318</td>
<td>.012</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10</td>
<td>June 24, 2015</td>
<td>0.001</td>
<td>.688</td>
<td>0.007</td>
<td>.929</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>11</td>
<td>March 24, 2016</td>
<td>0.001</td>
<td>.646</td>
<td>−0.041</td>
<td>.708</td>
<td>.013</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12</td>
<td>May 13, 2016</td>
<td>0.001</td>
<td>.863</td>
<td>0.067</td>
<td>.553</td>
<td>.011</td>
<td>.007</td>
</tr>
<tr>
<td>13</td>
<td>June 26, 2017</td>
<td>0.001</td>
<td>&lt;.001</td>
<td>0.123</td>
<td>.272</td>
<td>.013</td>
<td>.066</td>
</tr>
<tr>
<td>14</td>
<td>July 31, 2018</td>
<td>0.001</td>
<td>.081</td>
<td>0.441</td>
<td>.025</td>
<td>.005</td>
<td>.781</td>
</tr>
<tr>
<td>15</td>
<td>March 5, 2019</td>
<td>0.002</td>
<td>.109</td>
<td>0.120</td>
<td>.587</td>
<td>.006</td>
<td>.766</td>
</tr>
</tbody>
</table>

Table 8. Blame doctor regression parameters at 15 policy time points.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Policy date</th>
<th>$\beta_1$</th>
<th>$P$</th>
<th>$\beta_2$</th>
<th>$P$</th>
<th>$\beta_3$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>October 26, 2012</td>
<td>−0.012</td>
<td>.057</td>
<td>−0.038</td>
<td>.8316</td>
<td>.020</td>
<td>.031</td>
</tr>
<tr>
<td>2</td>
<td>December 20, 2013</td>
<td>−0.004</td>
<td>.2478</td>
<td>−0.335</td>
<td>.007</td>
<td>.011</td>
<td>.002</td>
</tr>
<tr>
<td>3</td>
<td>January 29, 2014</td>
<td>−0.005</td>
<td>.1259</td>
<td>−0.277</td>
<td>.046</td>
<td>.012</td>
<td>.002</td>
</tr>
<tr>
<td>4</td>
<td>March 26, 2014</td>
<td>−0.004</td>
<td>&lt;.001</td>
<td>−0.172</td>
<td>&lt;.001</td>
<td>.015</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5</td>
<td>April 22, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>0.025</td>
<td>.4097</td>
<td>.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6</td>
<td>May 8, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>0.103</td>
<td>.001</td>
<td>.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7</td>
<td>July 9, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>0.128</td>
<td>&lt;.001</td>
<td>.015</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8</td>
<td>September 4, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>0.15</td>
<td>&lt;.001</td>
<td>.015</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9</td>
<td>October 27, 2014</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td>0.256</td>
<td>&lt;.001</td>
<td>.013</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10</td>
<td>June 24, 2015</td>
<td>−0.004</td>
<td>&lt;.001</td>
<td>0.332</td>
<td>&lt;.001</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>11</td>
<td>March 24, 2016</td>
<td>−0.004</td>
<td>&lt;.001</td>
<td>0.435</td>
<td>&lt;.001</td>
<td>.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12</td>
<td>May 13, 2016</td>
<td>−0.004</td>
<td>&lt;.001</td>
<td>0.398</td>
<td>&lt;.001</td>
<td>.010</td>
<td>.018</td>
</tr>
<tr>
<td>13</td>
<td>June 26, 2017</td>
<td>−0.002</td>
<td>.062</td>
<td>0.358</td>
<td>.038</td>
<td>.004</td>
<td>.646</td>
</tr>
<tr>
<td>14</td>
<td>July 31, 2018</td>
<td>0.000</td>
<td>.898</td>
<td>0.120</td>
<td>.562</td>
<td>−0.002</td>
<td>.937</td>
</tr>
<tr>
<td>15</td>
<td>March 5, 2019</td>
<td>0.001</td>
<td>.716</td>
<td>−0.251</td>
<td>.228</td>
<td>.008</td>
<td>.7322</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In 2017, discussion in *The Lancet* suggested that recommendations to rebuild patient–physician trust in China should not only focus on the physician’s side but also on the patient’s side [42,43]. Recently, particularly during COVID-19, voices to stop attacks against health care personnel have been raised worldwide [44-46]. All the health professional associations, societies, and organizations from all specialties and disciplines should unite to protect staff, while the government should play a major role by enacting strong and appropriate policies [47].

The current research has found that the 14 violence against doctors–related policies promulgated by the Chinese central government are associated with the sentiment expressed in online public opinions. The rate of online comments supporting doctors tends to increase significantly (see Table 7 for significant values) after almost each policy promulgation, while the rate of blaming doctors declined at each policy promulgation time point. However, the trend of blaming doctors then rises later.
after every policy is enacted. The overall declining trend of blaming doctors (39.22% in 2013 versus 4.86% in 2020) and the increased ITS trend for each policy time point imply that policy effects are only temporary. Particularly, in recent years (2017-2020), there have been few polices, and the ITS trends are not significant. It is time to reflect on the effects of policies.

The recent discussions regarding the relationship between violence against doctors events and health care insurance are very lively. In 2018, China’s Congress promulgated the Social Insurance Law of the People’s Republic of China (2018 Amendment) [48]. Although China’s medical security system is continually improving, there are still some problems. Furthermore, the severe current aging of our society and young people’s increasing work pressure have led to an increase in the incidence of some major diseases. For some significant diseases, many drugs are not included in the medical insurance coverage, and patients must bear most or all of the medical expenses alone. Patients are likely to experience significant imbalances, and it is easy to dissolve this inconsistency. The balance is blamed on the medical institution and the most directly contacted population—medical staff [49-51]. Our study has provided this new patient viewpoint from the health and science education for the public. In this study, we focused on netizens’ comments on major violence against doctors events and their attitudes toward doctors, patients, and the government as direct evidence to understand public opinions and the state of the physician–patient relationship. We found a significant relationship (see Tables 7 and 8 for significant P-values) between the time of implementation of government health reform policies and the shift of public opinion from “blame doctor” to “support doctor.” In 2011 and 2012, the proportion of “blame doctor” and “support doctor” opinions were relatively balanced. However, in 2013, the proportions began to shift: the proportion of “blame doctor” rose while “support doctor” dropped. Because of this differentiation, the government had to adopt some policies. By the end of 2013, the public mood had eased up after the implementation of related health policies. In 2014, the number of related health policies peaked but then decreased in 2015. Thus, the proportion of “support doctor” opinions fell in 2015. Again, the situation improved after the enactment of central regulations in 2016 (Figures 2 and 3).

From the “ipolicy” system, we retrieved related policies and regulations from 2011 to 2016 in China and found the most relevant central policies to be those decreeing stricter enforcement and severe punishment for those endangering the safety of doctors and other medical staff [27]. Furthermore, in 2014 and 2016, further policies showed more awareness of fighting illegal medical activities [23] and concerns for resolving mob-related criminal behavior at medical hospitals [24]. Before these enactments, the enforcement of punishment for violence against doctors and the level of security for hospital staff were weak, allowing doctors and other medical staff to become victims [52].

Nonetheless, it is the role of the government to enforce proper regulations to prevent danger to medical staff. Our results show that the only interaction between attitude and turning point occurred from 2013 to 2014, which is connected with relevant policies between 2014 and 2016 contributing to a significant drop in citizens’ “blame” of doctors (see Table 8 for significant P values). These efforts show that the Chinese government has heightened vigilance toward the problems displayed by increased violence against doctors incidents and more order in controlling the harms caused by such incidents. However, their efforts remain slightly below the US approach, suggesting that the Chinese government should continue to adopt more control and management roles in medical emergencies. According to the Chinese government, “Following the Occupational Safety and Health Act of 1970, 26 US states and two US territories require employers to develop detailed violence prevention programs. The Occupational Safety and Health Administration (OSHA) have also increased the number of visits to medical facilities, from 11 in 2010 to 86 in 2014. The American Government Accountability Office (GAO) gave a specific recommendation in its 2016 Work Report. Employers should be punished if they allow employees to be exposed to potential workplace violence, especially if they have a history of violence, assault or physical assault; provide additional information to inspectors in specific court summon cases to help develop a system of summonses; follow up confirmation of the need for further measures” [42,43,53].

In analyzing the comments rather than the news articles themselves, we provided a more direct measure of the public’s perspective and attitude toward the health care sphere and their stance on the patient–physician bond. The data we collected on these comments can further be used as a potential indicator of health care quality, as few reliable measures exist. Wang et al [54] utilized medical malpractice incidents as a probable marker of health care quality, but a more robust and direct measure is needed to probe the difficulties experienced by the Chinese medical field. We analyzed the comments based on the variable of time, so we can see changes and patterns through time, compared to previous studies, which examined more qualitative methods to seek reliable measures of the patient–doctor relationship [55,56]. Comments made by the general public can reveal their emotions and opinions, as well as their perceptions and viewpoints on the shortcomings of the health care field and expose needed reforms for the improvement of trust in medical professionals.

Our study also contributes to the qualitative study of feelings of mistrust in the physician–patient relationship in China. A survey of 107 health care physicians in Guangdong province, China, reported that physicians are caught in a “vicious cycle of mistrust” due to various contributing factors of work overload, conflicts of interest, unreasonable requests of patients, and more [57]. Restoring public trust in their physicians requires a strong foundation supported by government regulations for effective delivery and more transparent methods of health care quality assessments.

The media play an essential role in contributing to overall public attitudes toward the physician–patient relationship and overall health care system when it documents violence against doctors events for citizens. Both print and electronic media have a responsibility not to sensationalize the news. Health care workers and officials have cited negative media coverage and sensationalism of violence against doctors events as a prime reason contributing to the deteriorating doctor–patient
relationship and mistrust in the medical field [58]. The practice of medicine is highly complex. Diagnosis of a patient is an essentially hypothetico-deductive process, and with new evidence presented through investigations and knowledge, this process continues to be refined. However, whatever the diagnosis may be, patient management generally considers such uncertainties and treatment continues. One of the purposes of this paper has been to analyze whether the government’s policies can affect public opinion on doctor–patient issues, mainly regarding the policies issued by the government on how to report violence against doctors events to influence public opinion. We expect that government policy could intervene in doctor–patient relationships through medical information and media, and our data demonstrate this. However, we do not expect that the decrease in netizens’ blame of doctors and the increase in support for doctors will immediately end the trend of violent acts against doctors. Another purpose of our study was to understand the current trends in the medical network for violence against doctors and hope to find a breakthrough to ease public opinion. Although the media is not the initiator of such medical violence incidents, they are a vital participant in the aftermath, playing the critical role of disseminator of information. Thus, information authenticity and other aspects need to be considered.

In China, the internet environment is managed and controlled by the government, which pays attention to the impact of the network on society. If news media views drive the mood of internet users, then internet users’ irrational speech will increase, also causing more extreme emotions and comments (broken window effect). Media reports tend to play an essential role in driving social norms, which influence people’s behavior and outlooks on topics [57]. To prevent the news of medical violence harming public opinion, network administrators may need to carry out monitoring measures. In our study, we observed numerous emotionally charged comments, which indicate that these news media network comments have not been filtered by management; otherwise, there would be fewer “blame-style” comments. However, measuring the extent of comment monitoring of online news platforms is beyond the scope of our study. When an outlet is provided for netizens to discuss current events, express their views, and vent their emotions, it should guarantee as much free speech as possible, but it is unclear whether the same should apply in terms of medical violence.

China’s intentional homicide has increased in our statistical data years—eg, from 10,285 in 2013 to 17,946 in 2015 [59]. The killing of a doctor is intentional homicide and with the increase in this crime, there has been an increase in the number of doctors killed. However, this does not mean that the relationship between doctors and patients has deteriorated further. The current research focuses on violence against doctors, not just homicides. According to statistics on other similar topics, the incidence of violent medical injuries in China has declined since 2015 [60].

Our study has several limitations. Our scope is limited to the violence against doctors events we selected for the study and to comments referring to those incidents, but we did not cover all types of medical incidents. Furthermore, the sample size, timeline, and number of comments are limited for objective reasons. Hence, we expect further research to be conducted to improve the study of people’s emotional valence in violence against doctors events. In future research, we hope to study the key factors influencing people’s emotions in violence against doctors events through randomized controlled trials. Future studies could also compare violence against doctors events across hospital types, for example, comparing violence against doctors events in private versus public hospitals. Examinations of violence against doctors events across departments within hospitals could also offer information on variations across specialties (eg, obstetrics, pediatrics, and other departments). Regional variations could be another area of inquiry. We seek to provide practical evidence and interventions to reduce the incidence of violence against doctors events and improve the doctor–patient relationship in China.

The causes of the rise and severity of violence against doctors in China are numerous and can be traced back to the systemic roots of inadequate investment in the health care system with subpar training and salaries for physicians, leading to higher chances of medical errors, administrative exploitation, and ineffective communication between patients and medical staff. Other factors may be cultural and societal, such as unfavorable and sensationalized news articles about doctors, the public’s limited knowledge of medicine, unrealistic expectations from doctors and treatments, and detrimental out-of-pocket expenses for patients. As such, the impact of violence against doctors is of great concern and should not be taken lightly for the future of Chinese medicine. Further studies highlighting the role of the government and media should be conducted to improve the physician–patient relationship.

Conclusions

By matching the policy documents for medical violence with the online commentary attitudes, we found that the state’s administrative intervention effectively guided public opinion. Notably, these findings provide scientific evidence and support for the government’s role in intervention and prevention of both cyber and physical violence.

During the COVID-19 pandemic, many countries have been advocating home isolation, leading to a major increase in people’s reliance on the internet for social support and health care information. During the pandemic, a harmonious patient–physician relationship has become an important guarantee for countries in responding to the epidemic. The results of this study show that the government’s reasonable and effective policy guidance for violence against doctors has a significant impact (see Tables 7 and 8 for significant values) on the public’s comments on online media reports, which in turn contribute to the normal medical order as well as epidemic prevention and control.
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Abstract

Background: Diabetes mellitus is a chronic burden, with a prevalence that is increasing worldwide. Telemetric interventions have attracted great interest and may provide effective new therapeutic approaches for improving type 2 diabetes mellitus (T2DM) care.

Objective: The objective of this study was to analyze the clinical effectiveness of telemetric interventions on glycated hemoglobin A1c (HbA1c) specifically and T2DM management generally in a systematic meta-review.

Methods: A systematic literature search was performed in PubMed, CINAHL, Cochrane Library, Web of Science Core Collection, and EMBASE databases from January 2008 to April 2020. Studies that addressed HbA1c, blood pressure, fasting blood glucose, BMI, diabetes-related and health-related quality of life, cost-effectiveness, time savings, and the clinical effectiveness of telemetric interventions were analyzed. In total, 73 randomized controlled trials (RCTs), 10 systematic reviews/meta-analyses, 9 qualitative studies, 2 cohort studies, 2 nonrandomized controlled studies, 2 observational studies, and 1 noncontrolled intervention study were analyzed.

Results: Overall, 1647 citations were identified. After careful screening, 99 studies (n=15,939 patients; n=82,436 patient cases) were selected by two independent reviewers for inclusion in the review. Telemetric interventions were categorized according to communication channels to health care providers: (1) “real-time video” interventions, (2) “real-time audio” interventions, (3) “asynchronous” interventions, and (4) “combined” interventions. To analyze changes in HbA1c, suitable RCTs were pooled and the average was determined. An HbA1c decrease of –1.15% (95% CI –1.84% to –0.45%), yielding an HbA1c value of 6.95% (SD 0.495), was shown in studies using 6-month “real-time video” interventions.

Conclusions: Telemetric interventions clearly improve HbA1c values in both the short term and the long term and contribute to the effective management of T2DM. More studies need to be done in greater detail.

(J Med Internet Res 2021;23(2):e23252) doi:10.2196/23252

KEYWORDS

telemedicine; telemetry; diabetes

Introduction

Diabetes mellitus is a chronic burden, with a prevalence that is increasing worldwide [1]. In 2019, approximately 463 million adults were diagnosed with diabetes [1]. By 2045, the International Diabetes Federation (IDF) projects an increase of 51% up to approximately 700 million people diagnosed with diabetes [1]. The IDF also estimates that one-half of individuals living with diabetes are undiagnosed [1]. According to the American Diabetes Association, type 2 diabetes mellitus...
(T2DM) is the most prevalent type of diabetes and represents approximately 90% to 95% of all diabetes cases [2]. Common risk factors that appear to lead to T2DM are increasing age, increasing BMI, and lack of physical activity [2]. From a pathophysiological perspective, T2DM emerges mainly because of the progressive loss of beta-cell insulin secretion due to insulin resistance. Typically, however, relative insulin deficiency, as well as central and peripheral insulin resistance, arises [2].

T2DM is closely associated with diabetic microvascular complications—such as nephropathy, retinopathy, and neuropathy [3]—and macrovascular complications—such as coronary heart disease, stroke, and peripheral artery disease [4], as well as other comorbidities and general complications. In addition, cardiovascular disease is the main cause of death in patients with T2DM [4].

Therefore, optimal glycemic management is crucial [3]. Recent studies have reported positive effects of telemetric interventions on diabetes management [5,6]. Telemetry, defined as “a mode of delivering healthcare services through the use of telecommunications technologies, including but not limited to asynchronous and synchronous technology, and remote patient monitoring technology, by a healthcare practitioner to a patient or a practitioner at a different physical location than the healthcare practitioner” [7], may be a promising approach to improve the clinical effectiveness of T2DM management. This digital field of application is constantly evolving and expanding [8]. Telematics, the science of telecommunication and informatics, developed in the 1970s, and telemedicine emerged as a part of telematics in the 1970s and 1980s [8]. For a long time, the physical distance between the user groups was the dominant characteristic of telemedicine. The emergence of the internet in the 1990s opened up new communication channels. As a result, the focus was no longer on distance but on the fundamental application of technologies to overcome distance [8]. Electronic health (eHealth), characterized as health management based on electronic systems and communication, emerged from this idea [8]. The new concept of digital health combines the digital and genomic-proteomic revolutions with health care and everyday life [8].

In this systematic meta-review [9], we focused on telemetric communication pathways between health care professionals and patients. We aimed to update the evidence for and clinical effectiveness of telemetric approaches in the context of T2DM management considering different study designs such as randomized controlled trials (RCTs), clinical trials (CTs), systematic reviews (SRs), and meta-analyses (MAs). Furthermore, we focused on main clinical outcomes, such as glycated hemoglobin A₁c (HbA₁c), blood pressure (BP), fasting blood glucose (FBG), BMI, diabetes-related quality of life (DRQoL), and health-related quality of life (HRQoL), as well as the cost-effectiveness, time savings, and clinical effectiveness of telemetric interventions in general. HbA₁c is one of the major clinical parameters in T2DM and therefore our main focus.

To our knowledge, this study is the first and only systematic meta-review of telemetric interventions in T2DM management with respect to the following special features: we developed and applied a unique classification system for analyzing telemetric interventions and provide detailed insights by including several study designs and a wide range of clinical outcomes.

Research Design and Methods

Search Strategy
A systematic search was conducted targeting the period between January 2008 and April 2020. No protocol has been published. Keywords (diabetes mellitus, telemetry, telemonitoring, and telemedicine) were selected from the MEDLINE Medical Subject Headings and EMBASE Subject Headings databases and searched in titles/abstracts (Multimedia Appendix 1). In general, the steps were as follows: (1) search in five relevant databases, (2) eliminate duplicates, (3) screen titles and abstracts, (4) assess peer-reviewed publications for eligibility, (5) perform additive research via reference lists, (6) select T2DM studies, (7) extract relevant data, and (8) classify the publications.

Study Selection

Publications addressing telemetric interventions targeting T2DM management were included.

Telemetry was defined as “a mode of delivering healthcare services through the use of telecommunications technologies, including but not limited to asynchronous and synchronous technology, and remote patient monitoring technology, by a healthcare practitioner to a patient or a practitioner at a different physical location than the healthcare practitioner” [7]. We included video consultations, telephone counselling, asynchronous communication by email, SMS text messaging, internet/web-based platforms, and mixed forms.

Studies were screened and selected by two independent reviewers. Disagreements were resolved by a consensus-based discussion. We selected studies that met the following inclusion criteria: (1) peer-reviewed articles and studies; (2) written in English or German; (3) study design was an SR, MA, CT, or RCT; and (4) included interventions that involved direct interaction between patients and health care professionals through feedback and data transmission. We also considered quantitative and qualitative studies.

Smartphone/mobile app–based interventions were excluded and analyzed separately in another publication. We also rejected publications that observed mixed populations (eg, pooled patients with T1DM and T2DM), provided pooled data with other digital applications, addressed prevention or diagnosis, or focused on the presentation of technologies. Multimedia Appendix 2 shows the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.

Data Extraction

Year of publication, location of the study, duration of the intervention, study design, sample sizes, intervention and control groups used, frequency of contact, feedback methods, outcomes, effects, statistical significance, and conclusions were extracted from each publication (step 7).
**Study Classification and Analysis**

For analysis, the interventions were classified a priori (step 8) based on the technologies used, study design, and outcomes (Figure 1).

**Figure 1.** Study classification procedure. BP: blood pressure; DRQoL: disease-related quality of life; FBG: fasting blood glucose; HbA1c: glycated hemoglobin A1c; HRQoL: health-related quality of life; MA: meta-analysis; RCT: randomized controlled trial; SR: systematic review.

- “Real-time video” interventions (12 intervention studies): synchronous, face-to-face communication by videoconferencing and video consulting.
- “Real-time audio” interventions (17 intervention studies): synchronous communication by telephone calls (telephone coaching and counselling).
- “Asynchronous” interventions (28 intervention studies): asynchronous communication by email, SMS text messaging, internet/web-based platforms, server, home gateway, and post.
- “Combined” interventions (33 intervention studies): interventions involving real-time (ie, synchronous) and asynchronous communication, with a subgroup of “video clips” (interventions providing educational videos).

We conducted a small subgroup MA to assess whether the impact of the four intervention types, as well as the short- and long-term effects on the management of HbA1c concentrations, differed. To determine the change in HbA1c, we pooled appropriate RCTs and calculated the differences in means and 95% CIs for the intervention and control groups at the study end points. RCTs in which the changes from baseline to the end of the study were reported as a percentage were included. Studies in which the control group received telemetric support were excluded. Mean deviations and SDs were extracted unchanged.

In addition, the publication bias was assessed visually as a funnel plot using HbA1c values based on the RCTs and the mean differences (MDs) from our subgroup MA.

We also pooled the number of patients, specifically the number of unique patients as well as the number of patient cases related to the outcomes. In the former scenario, each patient occurred only once, addressing the number of individual patients (without SRs and MAs), and in the latter scenario, with a focus on specific outcomes, patient cases were analyzed based on the respective outcomes and thus may have been included several times (including SRs and MAs).

**Results**

**Description of Studies**

Our search strategy identified 1647 citations. After removing duplicates, 1116 studies were screened and 875 ineligible papers excluded. After assessing 241 studies with full text, 72 inappropriate studies were rejected. As an interim result, 189 studies were identified, of which 23 focused on type 1 diabetes mellitus, 99 focused on T2DM, 11 focused on gestational diabetes, and 51 focused on mixed populations. In this systematic meta-review, we included 99 suitable T2DM publications, analyzing 15,939 patients and 82,439 patient cases. A list of the included studies is provided in Multimedia Appendix 3.

Baseline characteristics of the studies are summarized in Table 1. Of the 99 studies, 10 were SRs and MAs, 73 were RCTs, 9 were qualitative examinations, 2 were cohort studies, 2 were non-RCTs, 2 were observational studies, and 1 was a noncontrolled intervention study. When classifying the studies according to location and type of intervention, SRs and MAs were excluded due to their heterogeneity, and thus 89 studies were taken into account. Of these 89 studies, 35 were done in the United States, 21 in Asia, 20 in Europe, 6 in Australia, 3 in Canada, 2 in Brazil, and 2 in Turkey.

In total, 12 “real-time video,” 17 “real-time audio,” 28 “asynchronous,” 33 “combined,” and 3 “video clip”
interventions were classified. One study matched the classification criteria for two categories [10]. A detailed summary of all studies is shown in Multimedia Appendix 4.

A descriptive examination of the funnel plot created using HbA\textsubscript{1c} values indicated a mild form of asymmetry (Multimedia Appendix 8).

### Table 1. Baseline characteristics of reviewed studies.

<table>
<thead>
<tr>
<th>Studies</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All studies (N=99)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>SR\textsuperscript{a} and MA\textsuperscript{b}</td>
<td>10 (10)</td>
</tr>
<tr>
<td>Randomized controlled trials (total)</td>
<td>73 (74)</td>
</tr>
<tr>
<td>Pilot studies</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Cohort studies</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Qualitative studies</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Nonrandomized controlled trials</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Observational studies</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Noncontrolled intervention studies</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Years</strong></td>
<td></td>
</tr>
<tr>
<td>2008-2011</td>
<td>21 (21)</td>
</tr>
<tr>
<td>2012-2014</td>
<td>26 (26)</td>
</tr>
<tr>
<td>2015-2017</td>
<td>32 (32)</td>
</tr>
<tr>
<td>2018-2020</td>
<td>19 (19)</td>
</tr>
<tr>
<td><strong>All studies, excluding SRs and MAs (n=89)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>35 (39)</td>
</tr>
<tr>
<td>Canada</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Brazil</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Europe</td>
<td>20 (23)</td>
</tr>
<tr>
<td>Asia</td>
<td>21 (24)</td>
</tr>
<tr>
<td>Australia</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Turkey</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
</tr>
<tr>
<td>Real-time video</td>
<td>12 (14)</td>
</tr>
<tr>
<td>Real-time audio</td>
<td>17\textsuperscript{c} (19)</td>
</tr>
<tr>
<td>Asynchronous</td>
<td>28\textsuperscript{c} (32)</td>
</tr>
<tr>
<td>Combined forms (total)</td>
<td>33 (37)</td>
</tr>
<tr>
<td>“Video clips” subgroup</td>
<td>3 (3)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SRs: systematic reviews.  
\textsuperscript{b}MAs: meta-analyses.  
\textsuperscript{c}One study matched the criteria for two categories.

**Impact on Main Outcomes**

An overview of significant and not significant intervention effects on HbA\textsubscript{1c}, BP, FBG, BMI, DRQoL, HRQoL, cost-effectiveness, time savings, and clinical effectiveness is displayed in Multimedia Appendix 5. Multimedia Appendix 6 shows the significant effects on the main outcomes. Briefly, 85\% (84/99) of the intervention studies found explicit beneficial effects due to telemetric interventions, depending on the outcomes studied (see Multimedia Appendix 4).
SRs and MAs (n=10)

**HbA\textsubscript{1c} (n=8)**

All SRs and MAs reported clear decreases in HbA\textsubscript{1c} values (P<.05) by implementing telemetric interventions [5,11-17]. MAs (5/5, 100%) indicated that telemetry was significantly associated with an obvious improvement between –0.37% and –0.55% in HbA\textsubscript{1c} values compared with the usual care (P<.001 [15], P<.001 [13], P<.001 [12], P<.001 [5], and P<.05 [10]).

**BMI (n=1)**

According to Kim et al [5], telemonitoring was associated with a significantly reduced BMI (weighted MD=–0.25 kg/m\textsuperscript{2}, 95% CI –0.49 to –0.01, P=16.7%) compared with usual care.

**Cost-Effectiveness (n=1)**

Due to the heterogeneous data situation, Zhai et al [13] could not draw any conclusions regarding cost-effectiveness.

**“Real-Time Video” Interventions (n=12)**

**HbA\textsubscript{1c} (n=9)**

Overall, 89% (8/9) of the studies reported a clear reduction in HbA\textsubscript{1c} values. More specifically, five RCTs (5/9, 56%) indicated significant positive effects (P=.022 [18], P=.004 [19], P=.023 [20], P<.05 [21], and P=.013 [22]). For example, HbA\textsubscript{1c} values declined significantly in an intervention group with weekly video conferences compared with a control group (0.49% versus 0.17%; P=.013) [22].

**FBG (n=3)**

Overall, definite improvements regarding FBG were documented. Tavsanli et al [22] (weekly video conferences) and Rasmussen et al [20] (average 4.1 video consultations in 6 months) reported clearly lower FBG levels in the intervention group compared with control groups (P>.05 [22] and P<.015 [20]), whereas Hansen et al [18] provided monthly video conferences additional to usual care and reported no substantial changes in FBG levels in relation to the study (significance not reported).

**BP (n=3)**

In general, most RCTs observed no essential changes in systolic and diastolic BP measurements (intergroup P>.05 [20] and significance not reported [18]). However, a clear improvement in BP was seen in a 12-month videoconferencing intervention, as reported by Davis et al [19], although the effect was not significant compared with a control group (intervention systolic BP 130.8 mmHg, SD 3.6 mmHg, versus 127.6 mmHg, SD 4.0 mmHg, P=.76; diastolic BP 72.7 mmHg, SD 2.1 mmHg, versus 70.2 mmHg, SD 2.2 mmHg, P=.64).

**Body Weight (n=1)**

Rasmussen et al [20] showed a significantly higher weight loss with in-person clinic visits (–1.7 kg) compared with video consultations (–0.6 kg; P=.023).

**BMI (n=2)**

Hansen et al [18] found no obvious changes in terms of BMI, whereas Davis et al [19] indicated substantial improvements compared to usual care, although the finding was not significant (30.6 kg/m\textsuperscript{2}, SD 1.4 kg/m\textsuperscript{2} versus 35.8 kg/m\textsuperscript{2}, SD 1.4 kg/m\textsuperscript{2}; P=.73).

**HRQoL (n=1)**

Hansen et al [18] noted that significant changes in mental or physical health rankings were not detected.

**Time Savings (n=1)**

Gordon et al [23] revealed shorter travel times and less time in waiting rooms according to interviews with participants, although no statistical measurements were performed.

**Enablers and Barriers (n=2)**

Carlisle and Warren [24] suggested that consumer-friendly technologies and the integration of telemetry into everyday lives are important for the successful implementation of telemetry interventions.

**“Real-Time Audio” Interventions (n=17)**

**HbA\textsubscript{1c} (n=9)**

In summary, all studies showed precise improvements in HbA\textsubscript{1c} levels with audio interventions in real time. Odnoletkova et al [25] and Walker et al [26] reported significant improvements in their intervention groups compared with matched control groups (intervention group: –0.2%, 95% CI –0.3 to –0.1, P=.003 [25]; and intervention group versus control group: –0.23% versus 0.13%, P=.04 [26]). Sarayani et al [27], Trief et al [28], Maslakpak et al [29], Blackberry et al [30], Benson et al [31], and Vasconcelos et al [32] displayed clear, but not significant, improvements in HbA\textsubscript{1c} levels compared with control groups (P>.05). Notably, some control groups [27-29,31] received some forms of telemetric or even educational support. Interestingly, Walker et al [26] found that patients who completed at least six phone calls with a health educator over a 12-month period had significant reductions in their HbA\textsubscript{1c} concentrations (P<.05).

The RCT of McMahon et al [10] was classified in two categories (“real-time audio” and “asynchronous interventions”) because it involved the comparison of a telephone-based intervention with two “asynchronous” interventions. HbA\textsubscript{1c} decreased at a rate of 0.32% every 3 months for the online arm, 0.36% for the telephone arm, and 0.41% for the web training arm (all P<.001).

**FBG (n=2)**

The “real-time audio” intervention studies showed obvious improvements in FBG. In the study by Varney et al [33], FBG levels clearly improved in subjects in the intervention group (8.9 mmol/L, 95% CI 8.0 to 9.7, to 8.5 mmol/L, 95% CI 7.7 to 9.4) compared with those in the control group (P=.02), but not in a long-term way, while Maslakpak et al [29] outlined distinct, but not significant, differences between telephone and control groups (P=.766).

**BP (n=3)**

In general, all “real-time audio” intervention studies reported clear improvements in BP. Trief et al [28] showed a greater improvement in systolic BP in the “individual calls” group than...
in the “diabetes education” group at 8 months (P=0.021). Vasconcelos et al [32] reported improvements in systolic BP (130.25 mmHg to 125.87 mmHg; P=0.171) and diastolic BP (72.12 mmHg to 71.12 mmHg; P=0.640). In addition, Varney et al [33] indicated significant improvements in diastolic BP within the telephone group (80 mmHg, 95% CI 76 to 84, to 74 mmHg, 95% CI 71 to 77), but these were not sustained.

**Body Weight (n=1)**

According to Odnoletkova et al [25], the difference between the groups in favor of telecoaching was a change in body weight of -1.1 kg (P=0.004).

**BMI (n=3)**

In general, all trials noted slight improvements in BMI. Odnoletkova et al [25] and Trief et al [28] reported significant improvements between groups (P=0.003 [25] and P=0.021 [28]), whereas Vasconcelos et al [32] indicated a slight decrease (29.99 kg/m² to 29.96 kg/m²) that was not significant (P=0.764).

**Cost-Effectiveness (n=2)**

“Real-time audio” interventions appear to be moderate in terms of cost-effectiveness (no statistical significances reported). Schechter et al [34] concluded that the costs were moderate relative to the benefits, whereas Varney et al [35] revealed that the cost of a 10-year intervention was covered by the financial savings, with a tendency for health profits.

**“Asynchronous” Interventions (n=28)**

**HbA₁c (n=24)**

Overall, the majority of the studies (all RCTs; 23/34, 96%) reported apparent improvements. Eleven RCTs reported significant improvements in HbA₁c in the intervention groups compared with the control groups (P<0.05) [36-46], whereas 3 RCTs showed significant beneficial effects within their intervention groups (P<0.05) [47-49]. In addition, 5 RCTs found improvements in the intervention groups compared with matched controls, but the results were not statistically significant (P>0.05) [50-54]. Ramadas et al [55], Tildesley et al [38], and Cho et al [56] mentioned significant improvements within their intervention groups (P=0.004 [55]; real-time continuous glucose monitoring, P<0.001, versus internet blood glucose monitoring system, P<0.05 [38]; and P<0.01 [56]), but the differences between groups were not significant (P>0.05).

**FBG (n=2)**

The studies showed significant improvements in FBG levels in the intervention groups compared with control groups (8.9 mmol/L, SD 3.9 mmol/L, versus 7.9 mmol/L, SD 2.5 mmol/L, P=0.015 [55]; and P=0.005 [46]).

**BP (n=3)**

In summary, the publications reported apparent improvements in BP. Wild et al [39] found significant improvements in systolic BP (P=0.017) and diastolic BP (P=0.006) in the intervention group compared with the control group. Wakefield et al [40] also found a significant decrease in systolic BP in the high-intensity arm of the intervention (home telehealth device with algorithm; P=0.01). Fang and Deng [44] found improvements in systolic BP (P=0.069) and diastolic BP (P=0.693) in the treatment group, but they were not significant.

**Body Weight (n=3) and BMI (n=2)**

In general, the studies revealed clear beneficial effects of “asynchronous” interventions on both body weight and BMI. For example, Luley et al [41] showed large significant improvements in body weight (~11.8 kg, SD 8.0 kg; both inter- and intragroup comparisons with P<0.001) and BMI (~4.1 kg/m²; both intergroup and intragroup comparisons with P<0.001).

**HRQoL (n=1)**

No clinically important improvements in HRQoL were seen according to Durio et al [51].

**Cost-Effectiveness (n=1)**

A weight-loss telemonitoring intervention from Luley et al 2011 [41] showed an effective decline in medication costs of €83 (US $101) per patient in 6 months.

**Time Savings (n=1)**

Cho et al [57] showed a significant time savings for physicians of approximately 35% focusing on patients with HbA₁c levels greater than 6.5% (P<0.05).

**“Combined” Interventions (n=33)**

**HbA₁c (n=24)**

In general, most publications (21/24, 88%) reported clear significant improvements in HbA₁c (P<0.05). Three of these studies were RCTs that achieved significant improvements within their intervention groups (P<0.001 [58]; P=0.27 [59]; and P value not reported [60]) but not significant differences between the intervention and control groups (P>0.05).

**FBG (n=6)**

Overall, the studies showed mostly positive effects of “combined” interventions on FBG [58,61-64]. For example, Zhou et al [64] and Jeong et al [58] found significant reductions in FBG levels compared with the control groups (8.73 mmol/L to 7.06 mmol/L, P<0.001 [64]; and –12.28 mg/dL, SD 41.20 mg/dL, P=0.027 (telemedicine group [58]).

**BP (n=13)**

Approximately 85% (11/13) of the “combined” intervention studies reported beneficial effects on BP [59-61,63-70]. Kempf et al [70] and Crowley et al [65] found significant improvements compared with control groups (systolic BP, P<0.01 [70]; and systolic BP, P=0.035, and diastolic BP, P=0.013 [65]). However, some RCTs noted improvements in their intervention groups (ie, P<0.05) but no significant differences between the groups (P>0.05) [60,66-69,71]. Additionally, Kesavadev et al (cohort study with 1000 participants [63]) and Dienstl et al (observational study [61]) indicated similar significant improvements in systolic and diastolic BP (P<0.01 [63] and P<0.01 [61]).

**Body Weight (n=7)**

Most “combined” intervention studies (5/7, 71%) found clear improvements in body weight [60,61,69,70,72]. For example,
Kempf et al [70] reported a significant reduction of 6.2 (SD 4.6) kg in the intervention group compared with the control group (–1.0 kg, SD 3.4 kg; \( P < 0.01 \)).

**BMI (n=9)**

The majority of publications (7/9, 78%) showed an apparent reduction of BMI. Significant improvements were outlined by 6 studies (intragroup \( P = 0.047 \) [59], intragroup \( P < 0.01 \) [63], intragroup \( P < 0.01 \) [61], intergroup \( P = 0.036 \) [73], intergroup \( P < 0.01 \) [70], and intergroup \( P < 0.05 \) [74]). For example, Kesavadev et al [63] (n=1000 patients) showed a significant reduction of 0.3 kg/m² (\( P < 0.01 \)) and Kempf et al [70] reported \(-2.1\) (SD 1.5) kg/m² in the intervention group versus \(-0.3\) (SD 1.1) kg/m² in the control group (\( P < 0.01 \)).

**DRQoL (n=3) and HRQoL (n=1)**

All studies found clear improvements in DRQoL and HRQoL. Kempf et al [70] and Nicolucci et al [69] showed significant intergroup improvements in HRQoL (\( P < 0.01 \) and \( P < 0.03 \), respectively). Jha et al [62] and Dienstl et al [61] (observational studies) reported significant beneficial effects with regard to DRQoL (\( P = 0.015 \) and \( P < 0.001 \), respectively).

**Cost-Effectiveness (n=2)**

Warren et al [75] and Kesavadev et al [63] reported that “combined” interventions are cost-effective. The total costs for the internet-based treatment group were lower than those for the control group (mean US $3781 versus US $4662; \( P < 0.001 \) [75]). According to Kesavadev et al [63], the extra cost was US $9.66/month (significance not reported), but money and time saved in physical visits made up for the extra costs.

**Time Savings (n=1)**

Hsu et al [72] reported great time savings with a cloud-based diabetes management program compared with standard face-to-face care (22.5-minute versus 68.8-minute visit time; significance not reported).

**“Combined” Interventions—“Video Clips” Subgroup (n=3)**

**HbA\(_{1c}\) (n=3)**

All studies reported significant reductions in HbA\(_{1c}\) compared with control subjects (\( P < 0.001 \) [76], \( P = 0.005 \) [77], and \( P = 0.013 \) [78]).

**BP and Body Weight (n=1)**

Tang et al [76] detected improvements in BP (systolic BP, \( P = 0.306 \), and diastolic BP, \( P = 0.374 \)) but no effects on body weight (\( P = 0.232 \)).

**Short- and Long-Term Effects on HbA\(_{1c}\) Values (n=41)**

Short- and long-term effects based on the comparison of HbA\(_{1c}\) values between the intervention and control groups at the study end points were investigated. Patients’ changes in HbA\(_{1c}\) from baseline to the end of the study of 41 RCTs are presented in Multimedia Appendix 7.

**“Real-Time Video” Interventions**

A small MA showed that, compared with the control group, 6-month interventions (n=2) were associated with a greater effect size (\( MD = –1.15\% \), 95% CI –1.84 to –0.45) than 12-month interventions (n=2) (\( MD = –0.6\% \), 95% CI –0.99 to –0.21).

**“Real-Time Audio” Interventions**

The subgroup analysis revealed an effect size, compared to usual care, of \( MD = –0.37\% \), 95% CI –0.79 to 0.05 for 6-month interventions (n=3) compared with –0.5% in the 3-month intervention [29] and –0.06% in the 18-month intervention [30].

**“Asynchronous” Interventions**

The greatest effect was seen in 12-month interventions (n=2) (\( MD = –0.77\% \), 95% CI –2.25 to 0.72), followed by 6-month interventions (n=8) (\( MD = –0.57\% \), 95% CI –0.75 to –0.39), and 3-month interventions (n=3) (\( MD = –0.38\% \), 95% CI –0.54 to –0.22).

**“Combined” Interventions**

The 3-month interventions (n=5) had the greatest effect (\( MD = –0.65\% \), 95% CI –0.98 to –0.31), whereas 6-month interventions (n=7) had a slightly smaller effect (\( MD = –0.50\% \), 95% CI –0.71 to –0.30). In comparison, the effect of 12-month interventions (n=4) was even smaller (\( MD = –0.25\% \), 95% CI –0.73 to 0.24). The subgroup “video clip” interventions (n=2) showed a reduction of MD=–0.23 (95% CI –0.23 to –0.23).

**Discussion**

**Principal Results**

Telemetry is a viable alternative to usual care for patients with T2DM and can lead to improvements in a wide range of outcomes. The inclusion of evidence from different study designs, such as reviews and trials, in our review strengthens the conclusion that use of telemetric interventions can be feasible in a clinical setting. Other reviews have also recently presented an improvement of clinical outcomes through telemetry and especially a trend toward a reduction in HbA\(_{1c}\) levels [16,79].

Our results suggest that telemetry generated clinically meaningful reductions in HbA\(_{1c}\) levels. Telemetry has the advantage of helping people who are restricted due to geographic location or a lack of resources [14]. In the time of COVID-19 in particular, the advantages and potential of remote diabetes management becomes even more important.

**Impact of Telemetric Interventions on HbA1c**

In general, all types of telemetric interventions clearly improved HbA\(_{1c}\). All SRs and MAs also clearly showed that telemetric interventions improve HbA\(_{1c}\) specifically, as well as the management of T2DM generally. Furthermore, “real-time video” interventions with a duration of 6 months were the most effective in reducing HbA\(_{1c}\). These interventions showed clear improvements in HbA\(_{1c}\) levels in patients diagnosed with T2DM compared to usual care (MD=–1.15%, 95% CI –1.84 to –0.45).

Overall, the effects in the subgroup analysis in terms of the improvement of HbA\(_{1c}\) values had MDs between –1.15% and –0.25%. These obvious decreases in HbA\(_{1c}\) may indicate a novel
and additional approach to diabetes care since these therapeutic effects could be accomplished by telemetric intervention alone. However, to optimize glucose homeostasis, individual telemetric approaches may be considered in terms of individual diabetes care as an addition to established therapeutic approaches [4].

**Impact of Telemetric Interventions on Main Clinical Outcomes**

Through the use of “combined” interventions, FBG levels improved effectively, which was shown by a moderate number of studies. With “asynchronous” and “real-time audio” interventions, few studies showed an improvement in FBG values. However, the data were inconsistent as to whether “real-time video” interventions reduce FBG effectively.

BP measurements decreased by applying “combined” interventions in a moderate number of the reviewed studies. “Asynchronous” and “real-time audio” interventions also improved BP, but there were comparatively few examinations. Moreover, the study situation for “real-time video” interventions was found to be rather inconsistent.

Body weight decreased in a moderate number of studies by using “combined” interventions effectively. “Real-time audio” interventions also clearly reduced body weight in a few investigations. However, the study situation for “real-time video” interventions was not consistent.

BMI decreased effectively in several studies by using “combined” interventions. The few studies available indicated that “asynchronous” and “real-time audio” interventions decreased BMI. In contrast, the study situation for “real-time video” was inconsistent.

Only “combined” interventions showed effective improvements regarding DRQoL and HRQoL, but there were few studies that examined DRQoL and very few studies of HRQoL compared with the other clinical outcomes. “Real-time audio,” “asynchronous,” and “combined” interventions were potentially cost-effective, but there was only a small number of studies. In addition, “real-time video,” “asynchronous,” and “combined” interventions occasionally showed time savings, although again, few studies examined these outcomes.

**Impact and Comparison of Different Telemetric Interventions**

“Real-time video” interventions did improve HbA1c clearly and effectively in short-term and long-term ways in a large number of studies. Weekly videoconferencing seems to be very effective in terms of reducing HbA1c. Due to the heterogeneity of the studies, the results regarding FBG, BP, body weight, BMI, and QoL may be rather inconsistent. However, they all have in common that user-friendly technologies were considered in the development of the interventions and that telemetry was anchored in people’s everyday lives, both of which are necessary for optimal results.

“Real-time audio” interventions proved to be effective in reducing HbA1c, as demonstrated in numerous studies. Some studies indicated that there is also a clear beneficial impact of these interventions on FBG, BP, body weight, and BMI. Additionally, “real-time audio” interventions were shown to be cost-effective by the limited studies available.

Furthermore, a large number of studies pointed out that “asynchronous” interventions improved HbA1c effectively. These interventions also improved FBG, BP, and BMI, and showed very positive results in terms of cost-effectiveness and time savings, but few studies using “asynchronous” interventions were available for review.

Most studies assessed “combined” interventions (real-time and asynchronous communication). Numerous studies indicated that “combined” interventions improved HbA1c values effectively.

Furthermore, a moderate number of interventions had a favorable impact on FBG, BP, BMI, and body weight. In terms of DRQoL and HRQoL, there were few studies to examine these outcomes, but the available studies showed positive tendencies.

Additionally, cost-effectiveness and time savings of telemetric interventions showed a positive trend, but sufficient data were lacking.

From our point of view, telemetric T2DM management enhances patient compliance, enables intensive monitoring, and empowers patients to deal with and understand their disease. For a successful implementation of telemetric approaches, it is also essential that the technology is user-friendly, that telemetric T2DM management can be easily integrated into everyday life, and that it is tailored to the patient and his or her life circumstances [24].

Furthermore, we would like to point out that telemetric interventions differ not only in terms of their technologies but also in terms of their contextual focus (eg, nutrition, exercise, etc) and that this aspect should be taken into account when interpreting the results.

**Study Limitations**

Although the exclusion criteria were observed, the included studies displayed a wide variation in terms of study design, technical and interventional approaches, duration, and frequency of contact with health care providers (in both the intervention and the control groups), as well as sample size and statistical evaluations used. Due to this heterogeneity, as well as to the small size of our MA, there may be potential for bias. For the same reasons, methodological quality and statistical evaluations could not be carried out. Some studies achieved improvements that were significant within the intervention groups but not between the groups, and methodological weaknesses may have been responsible for that.

**Comparison With Prior Work**

Other research groups have displayed similar results. Numerous other SRs and MAs, which were included in this review, reported significant decreases in HbA1c values (P<.05) from the implementation of telemetric interventions [5,11-17]. Su et al [79] examined 55 RCTs and concluded that telemedicine effectively improved clinical outcomes as well as T2DM management compared with usual care. Lee et al [16], who included 4 SRs reporting on 29 studies, concluded that telemetry was a very effective therapeutic approach in terms of decreasing HbA1c. According to a review and network MA by Lee et al
over a 6-month follow-up, telemedicine reduced \( \text{Hba1c} \) by a mean of 0.43% (95% CI -0.64% to -0.21%). The authors concluded that all telemedical strategies, with the exceptions of telecase management and telementoring, were effective in reducing \( \text{Hba1c} \) in a clinically meaningful way. Furthermore, Mushcab et al [17] showed that telemonitoring effectively improved \( \text{Hba1c} \) levels and quality of life. They also observed a high acceptance of web-based systems.

Our research builds on these previous findings, incorporating a large number of studies \((n=99)\), patients \((n=15,939)\), and patient cases \((n=82,436)\) and considering a range of main clinical outcomes in terms of T2DM management. Interestingly, there may be differences in telemetric approaches in terms of T2DM versus type 1 diabetes mellitus management [79], but these still need to be analyzed in more detail.

**Conclusions**

To our knowledge, this is the first systematic meta-review analyzing telemetric approaches in T2DM management, including a wide range of important clinical outcomes and technologies.

Viewed together, telemetric interventions clearly improve \( \text{Hba1c} \) values in the short term and long term specifically and T2DM care generally. Moreover, “real-time video” interventions with a duration of 6 months showed the greatest effect in terms of improving \( \text{Hba1c} \) values in a sustained way. “Combined” interventions (real-time and asynchronous communication) appeared to be most effective in improving FBG, BP, body weight, BMI, and quality of life.

In conclusion, telemetric interventions clearly improve \( \text{Hba1c} \) and T2DM management effectively. More studies need to be done, especially with a focus on main clinical outcomes.
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Multimedia Appendix 8
Funnel plot using glycated hemoglobin (HbA1c) based on the randomized controlled trials from the subgroup meta-analysis.
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Clinical Improvements by Telemedicine Interventions Managing Type 1 and Type 2 Diabetes: Systematic Meta-review

Abstract

Background: Diabetes mellitus (DM) is one of the world’s greatest health threats with rising prevalence. Global digitalization leads to new digital approaches in diabetes management, such as telemedical interventions. Telemedicine, which is the use of information and communication technologies, may provide medical services over spatial distances to improve clinical patient outcomes by increasing access to diabetes care and medical information.

Objective: This study aims to examine whether telemedical interventions effectively improve diabetes control using studies that pooled patients with type 1 diabetes mellitus (T1DM) and type 2 diabetes mellitus (T2DM), and whether the benefits are greater in patients diagnosed with T2DM than in those diagnosed with T1DM. We analyzed the primary outcome glycated hemoglobin A$_1c$ (HbA$_1c$) and the secondary outcomes fasting blood glucose (FBG), blood pressure (BP), body weight, BMI, quality of life (QoL), cost, and time saving.

Methods: Publications were systematically identified by searching Cochrane Library, MEDLINE via PubMed, Web of Science Core Collection, Embase, and CINAHL databases for studies published between January 2008 and April 2020, considering systematic reviews (SRs), meta-analyses (MAs), randomized controlled trials (RCTs), and clinical trials (CTs). Study quality was assessed using the A Measurement Tool to Assess Systematic Reviews, Effective Public Health Practice Project, and National Institute for Health and Care Excellence qualitative checklist. We organized the trials by communication technologies in real-time video or audio interventions, asynchronous interventions, and combined interventions (synchronous and asynchronous communication).

Results: From 1116 unique citations, we identified 31 eligible studies (n=15 high, n=14 moderate, n=1 weak, and n=1 critically low quality). We selected 21 SRs and MAs, 8 RCTs, 1 non-RCT, and 1 qualitative study. Of the 10 trials, 3 were categorized as real-time video, 1 as real-time video and audio, 4 as asynchronous, and 2 as combined intervention. Significant decline in HbA$_1c$ levels based on pooled T1DM and T2DM patients data ranged from $-0.22\%$ weighted mean difference (WMD; 95% CI $-0.28$ to $-0.15$; $P<0.001$) to $-0.64\%$ mean difference (95% CI $-1.01$ to $-0.26$; $P<0.001$). The intervention effect on lowering HbA$_1c$ values might be significantly smaller for patients with T1DM than for patients with T2DM. Evidence on the impact on BP, body weight, FBG, cost effectiveness, and time saving was smaller compared with HbA$_1c$ but indicated potential in some publications.

Conclusions: Telemedical interventions might be clinically effective in improving diabetes control overall, and they might significantly improve HbA$_1c$ concentrations. Patients with T2DM could benefit more than patients with T1DM regarding lowering HbA$_1c$ levels. Further studies with longer duration and larger cohorts are necessary.

(J Med Internet Res 2021;23(2):e23244) doi:10.2196/23244
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Introduction

Background

Diabetes mellitus (DM) is one of the world’s greatest health threats [1]. The global prevalence of DM will increase from around 463 million (2019) to approximately 700 million in 2045, that is, by 51% [2]. DM is a chronic metabolic disorder associated with insulin resistance and hyperglycemia [1]. An increased blood sugar level can lead to long-term damage to the heart, eyes, nerves, kidneys, and blood vessels [3].

Type 1 diabetes mellitus (T1DM) is based on autoimmune beta cell destruction, leading to absolute insulin deficiency, whereas type 2 diabetes mellitus (T2DM) is based on a progressive loss of beta cell insulin secretion based on the background of insulin resistance [1]. A healthy diet, regular physical activity, medication, normal body weight, and blood glucose control are important therapy components to mitigate or delay consequences [3]. Access to affordable therapy is critical to the survival of diabetes patients [3]. Effective therapies are important for diabetes control. Patients with diabetes need to understand the disease and be actively involved in diabetes management for optimal therapeutic effects [4].

Global digitalization offers innovative digital opportunities for intensive diabetes management. Diabetes technology includes hardware, software, and technical devices that help to control the disease with regard to the therapy components mentioned [4]. Technological possibilities are constantly evolving and rapidly growing. Telemedical interventions in the context of diabetes management show the potential to effectively improve diabetes control [5]. Telemedicine, a term shaped in the 1970s, characterizes the “use of [information and communication technologies] to improve patient outcomes by increasing access to care and medical information” [6]. Telemedicine offers the following features: providing clinical support, overcoming geographical and physical limits, improving health-related outcomes, and applying information and communication technologies [6].

Telemedicine is a part of eHealth, defined as the use of information and communication technologies for health, which was developed in the 1990s [6]. Nowadays, the term digital health is recommended as it creates a link between digitalization, health, lifestyle, and community [7]. Telemedicine provides certain benefits, such as an improved access to health care services, an enhanced quality of health and care management, and potential cost and time efficiencies [8]. The model for assessment of telemedicine (MAST) provides a structured framework consisting of different domains for appraising the effectiveness of telemedicine interventions [9]. We have considered the following MAST domains as part of this research: (1) health problems and description of the application, (2) clinical effectiveness, (3) patient perspectives, (4) economic aspects, and (5) organizational aspects.

However, although lifestyle changes are part of both T1DM and T2DM management, the focus of T1DM is on insulin therapy and that of T2DM is on nutrition and regular exercise [10]. Telemedical diabetes management may be more effective in T2DM patients by addressing modifiable factors such as nutrition and exercise [10]. Furthermore, T1DM patients are younger, and the management of T1DM in childhood and adolescence is both a medical and psychosocial challenge, as adolescence is a very vulnerable period [11].

Objectives

We recently examined the clinical effectiveness of telemedical interventions for diabetes therapy in T1DM and T2DM patients separately. Tendency differences in the clinical effectiveness of telemedical interventions between these two types of diabetes require further research in greater detail. After these separate analyses, that is, on the one hand, the analysis of T1DM patients and on the other hand that of T2DM patients exclusively, we want to focus on publications that include both types of diabetes. Therefore, in this systematic meta-review, we examined 2 hypotheses using studies that pooled T1DM and T2DM participants. We hypothesize that (1) telemedical interventions effectively improve diabetes control overall and (2) the benefits may be significantly greater in patients diagnosed with T2DM than in patients diagnosed with T1DM. As part of the first hypothesis, we also aimed to identify which intervention types (technologies) are particularly successful and effective. The focus of this systematic meta-review is on the communication between patients and health care professionals. As part of the second hypothesis, we focused on studies that specifically investigated differences between T1DM and T2DM patients with regard to the clinical effectiveness of telemedical interventions. In general, we concentrated on the following clinically relevant outcomes: primary outcome glycated hemoglobin $A_1c$ (HbA$_{1c}$) and secondary outcomes fasting blood glucose (FBG), blood pressure (BP), body weight, BMI, quality of life (QoL), cost, and time saving. Furthermore, we included randomized controlled trials (RCTs), systematic reviews (SRs), meta-analyses (MAs), and clinical trials (CTs) for a comprehensive analysis. This systematic meta-review was based on PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [12].

Methods

Search Strategy

Publications were systematically identified by searching the Cochrane Library, MEDLINE via PubMed, Web of Science Core Collection, EMBASE, and CINAHL databases for studies published between January 2008 and April 2020. First, we carried out a comprehensive literature search targeting T1DM, T2DM, gestational diabetes mellitus (GDM), and mixed studies involving different types of diabetes.

Search was conducted using the following keywords: (“diabetes mellitus”) AND (“telemedicine” OR “telemonitoring” OR “telemedicine”). Medical Subject Headings and Embase Subject Headings terms as well as title/abstract terms were used. This was supplemented with a manual search of the reference lists. Ultimately, studies that included both T1DM and T2DM patients were selected for inclusion in this systematic meta-review. The search strategies are shown in Multimedia Appendix 1. Studies...
were screened and selected by 2 independent reviewers, and any disagreement was resolved through consensus.

Eligibility Criteria
Studies that met the following inclusion criteria were selected: peer-reviewed studies with full text; including T1DM and T2DM patients; addressing telemedical interventions for diabetes management; published in English or German; participants transfer data and receive appropriate feedback from health care professionals; and study designs: RCTs, SRs, MAs, and CTs. Qualitative and quantitative studies were considered. Telemedicine was defined as “remote acquisition, recording and transmission of patient data via a telecommunications system to a health care provider for analysis and decision making” [8]. Therefore, videoconferences, telephone calls, asynchronous communication by emails, SMS text messaging, internet/web-based platforms, and mixed forms (eg, videoconferences and emails) were included.

On the basis of this, the following studies were excluded: poster, comments, letters, study protocols, proceedings papers, studies that did not specify the types of diabetes of the population, studies providing pooled data with patients diagnosed with GDM, studies providing description of technologies only; studies conducted on smartphone/mobile apps (we analyzed these separately in another research paper because of the different nature of the technology), pooled data with other technologies, duplicates, and papers focusing on prevention or diagnosis.

Data Extraction
Study characteristics (year of publication, study region, and design), patient characteristics (type of diabetes), intervention details (outcome measures, duration, intervention and control group, sample size, and information and communication technologies used), and main results and author’s conclusions were extracted.

Outcomes of Interest
The primary outcome was HbA1c, and the secondary outcomes were FBG, BP, body weight, BMI, health-related quality of life (HRQoL), diabetes-related quality of life (DRQoL), cost effectiveness, and time saving.

Data Synthesis and Analysis
A previously developed scheme to structure the constituent studies according to intervention types was used for data synthesis and analysis. On the basis of the information and communication technologies used between health care professionals and diabetes patients, we chose 4 types of intervention: real-time video interventions, real-time audio interventions, asynchronous interventions, and combined interventions.

Real-time video encompasses synchronous communication that takes place face to face, whereas real-time audio also covers synchronous communication, which occurs via telephone calls. Asynchronous depicts time-shifted communication, for example, using emails, server, SMS text messaging, and internet-/web-based platforms. The last category combined interventions combines real-time and asynchronous communication and accordingly includes elements from both forms.

Assessment of Risk of Bias
The quality appraisal of the studies for the assessment of the risks of bias was carried out using 3 different validated instruments, as we included different study designs. For SRs and MAs, we applied A MeaSurement Tool to Assess systematic Reviews (AMSTAR 2). For RCTs and CTs, the Effective Public Health Practice Project (EPHPP) was applied. Moreover, the National Institute for Health and Care Excellence (NICE) quality appraisal checklist was deployed for qualitative studies. The tools grade the study quality into (critically) low/weak, moderate, and high/strong.

Results
Characteristics of the Included Studies
A systematic literature search identified 1647 citations. After duplicates were removed, we screened 1116 citations and excluded 875 ineligible papers based on their titles and abstracts. After assessing 241 studies with full text and excluding 72 inappropriate publications based on our inclusion and exclusion criteria, we manually searched reference lists and yielded 184 studies that covered T1DM, T2DM, and GDM. Finally, we included 31 suitable studies that comprised T1DM and T2DM patients in this systematic meta-review.

We identified 21 SRs and MAs, 8 RCTs, 1 non-RCT, and 1 qualitative study. SR and MA aside, 3 trials were conducted in the United States, 1 in Taiwan, 2 in the United Kingdom, 1 in Greece, 1 in Australia, and 1 in Israel.

In general, 8 SRs/MAs were rated with high, 12 with moderate and 1 with critically low quality based on AMSTAR 2. Furthermore, of 9 trials that were assessed using EPHPP, 6 were high/strong, 2 were moderate, and 1 was weak in quality. The qualitative study was assessed using the NICE checklist for qualitative studies, which resulted in high (++) quality.

Of the 10 identified intervention studies (without SRs and MAs), 3 were categorized as real-time video interventions, 1 as real-time video and audio intervention, 4 as asynchronous interventions, and 2 as combined interventions (real-time and asynchronous communication). Interestingly, none of the studies examined pure real-time audio intervention.

Overview of Presentation of Findings
The characteristics of the publications are summarized in Table 1 and Table 2. A summary of the studies, their characteristics, intervention details, main findings, and conclusions are provided in Multimedia Appendix 3 [5,13-42]. All studies, except for the qualitative study, were in a controlled design. Multimedia Appendix 4 summarizes the quality assessments using different tools.
Table 1. Baseline characteristics of all studies (n=31).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>SRs(^a) &amp; MAs(^b)</td>
<td>21 (67)</td>
</tr>
<tr>
<td>RCT(^c)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Non-RCT</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Qualitative study</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td></td>
</tr>
<tr>
<td>2008-2011</td>
<td>3 (9)</td>
</tr>
<tr>
<td>2012-2014</td>
<td>12 (38)</td>
</tr>
<tr>
<td>2015-2017</td>
<td>9 (29)</td>
</tr>
<tr>
<td>2018-2020</td>
<td>6 (19)</td>
</tr>
</tbody>
</table>

\(^a\)SR: systematic review.
\(^b\)MA: meta-analysis.
\(^c\)RCT: randomized controlled trial.

Table 2. Baseline characteristics of the individual studies (n=10, without systematic reviews and meta-analysis).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Individual studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Location</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Taiwan</td>
<td>1 (10)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Greece</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Australia</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Israel</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
</tr>
<tr>
<td>Real-time video</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Real-time video+audio</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Asynchronous</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Combined (real-time+asynchronous)</td>
<td>2 (20)</td>
</tr>
</tbody>
</table>

Effects on Primary and Secondary Clinical Outcomes

We synthesized the effects on the clinical outcomes in Multimedia Appendix 5. Table 3 provides a summary of the significant intervention effects on the clinical outcomes (intra- and intergroup effects are listed). In some cases, positive effects were not significant, and some studies indicated obvious improvements, but \(P\) values were not available. The denominators do not add up to the total “n” (left-hand panel) because not every study examined only one outcome.
Table 3. Significant effects on primary outcome HbA$_{1c}$ and secondary outcomes (intra- and intergroup).

<table>
<thead>
<tr>
<th>Study/outcome</th>
<th>HbA$_{1c}$</th>
<th>FBG</th>
<th>BP</th>
<th>Body weight</th>
<th>BMI</th>
<th>DRQoL</th>
<th>HRQoL</th>
<th>Cost</th>
<th>Time-saving</th>
<th>N/S</th>
<th>or significance not available</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR &amp; MA (n=21)</td>
<td>(13/17)$^{+1}$</td>
<td>_k</td>
<td>(2/4)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>(2/5)</td>
<td>N/A</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Real-time video (n=3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Real-time audio+video (n=1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Asynchronous (n=4)</td>
<td>(1/3)</td>
<td>—</td>
<td>(1/1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Combined (n=2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>(1/1)</td>
<td>N/A</td>
<td>(1/1)</td>
<td>+</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$HbA$_{1c}$: glycated hemoglobin A$_{1c}$.
$^b$FBG: fasting blood glucose.
$^c$BP: blood pressure.
$^d$DRQoL: diabetes-related quality of life.
$^e$HRQoL: health-related quality of life.
$^f$N/S: not significant.
$^g$SR: systematic review.
$^h$MA: meta-analysis.
$^i$Number of publications with significant intervention effects versus number of all studies (inclusive significant effects that were not long term).
$^j$+: outcome improvement.
$^k$Missing data.
$^l$N/S or significance not available.

**SR and MA (n=21)**

**HbA$_{1c}$ (n=17)**

In general, all investigated SRs and MAs reported positive effects on HbA$_{1c}$ values [5,13-28]. Most studies (n=13, 76.5%; high quality and moderate quality) showed significant improvements in HbA$_{1c}$ concentrations. Significant reductions based on pooled T1DM and T2DM patients data ranged from −0.22% weighted mean difference (WMD; 95% CI −0.28 to −0.15; P<.001) by Wu et al [21] (moderate quality) to −0.64% mean difference (95% CI −1.01 to −0.26; P<.001) by So and Chung [17] (moderate quality). According to Faruque et al [13] (high quality), the intervention effect on HbA$_{1c}$ was highest in studies with high baseline HbA$_{1c}$ values and in interventions with asynchronous communication via web portals or text messaging. Toma et al [20] (high quality) also indicated the greatest significant reduction in asynchronous internet only interventions (−0.51%; 95% CI −0.68 to −0.34; P<.001). Su et al [18] (high quality) concluded that interventions with a duration of 6 months or less showed a greater decline in HbA$_{1c}$ values (Hedge g=−0.56%; P<.001). Tao and Or [24] (high quality) also reported the greatest improvement in short-term interventions lasting 3 months or less (−0.54%, 95% CI −0.80 to −0.28; P<.001).

**BP (n=4)**

Overall, all studies (moderate quality and high quality) mentioned positive effects on BP [15,20,21,26]. Wu et al [21] (moderate quality) and Toma et al [20] (high quality) reported significant decreases in systolic and diastolic BP values compared with usual care; systolic BP WMD −1.92 mm Hg (95% CI −2.49 to −1.34; P<.001), diastolic BP WMD −1.31 mm Hg (95% CI −2.39 to −0.23; P<.001) [21], systolic BP −3.47 mm Hg (95% CI −5.0 to −1.94; P<.001), and diastolic BP −1.84 mm Hg (95% CI −2.98 to −0.70; P=.11) [20].

**Body Weight (n=1)**

Jong et al [26] (moderate quality) described that one telemedial intervention had positive effects on patients’ body weight, but no significance was reported.

**BMI (n=5)**

Studies by Wu et al [21] (moderate quality), Hu et al [14] (moderate quality), and Marcolino et al [15] (moderate quality) found positive effects of telemedical interventions on BMI, but were not statistically significant. Wu et al [21] (moderate quality) reported a difference between the telehealth and usual care groups in controlling BMI (WMD=−0.14 kg/m$^2$ (95% CI −1.13 to 0.68; P=.79). Hu et al [14] (moderate quality) outlined a reduction of 0.27 kg/m$^2$ (95% CI 0.86 to −0.31; P=40%; P=.35).

**DRQoL and HRQoL (n=3)**

Two studies (66.7%) by Polisena et al [16] (high quality) and Wu et al [21] (moderate quality) concluded overall positive effects on DRQoL as well as HRQoL (not significant [21] and significance was not reported [16]), whereas Faruque et al [13] (high quality) found no effects on QoL.

**Cost Effectiveness (n=5)**

According to 4 papers (1 high quality, 2 moderate quality, and 1 critically low quality; 80.0%), telemedical interventions can be viewed cost effectively [5,23,29,30]. Tchero et al [5] (high quality) noted an incremental cost-effectiveness ratio (ICER)
in 3 studies of US $490, US $29,869, and US $464, per capita for each unit reduction in HbA1c. Lee and Lee (moderate quality) [29] found a moderate cost-effectiveness in 7 telephone interventions of US $4744.32- US $86,276.50/quality-adjusted life year (ICER). Only Teljeur et al [31] (moderate quality) reported that telemedicine was not cost effective at all (based on 3 studies).

**Barriers and Enablers (n=1)**

MacDonald et al [32] (moderate quality) identified poorly designed interfaces as barriers and highly automated data entry and transmission, support by health care professionals and family, integration of users in the design process, and reliable technology as enablers for the implementation of communication technologies in diabetes management.

**Real-Time Video Interventions (n=3)**

HbA1c (n=2)

The trials by Sood et al [33] (moderate quality) and Kearns et al [34] (weak quality) found no significant improvements in HbA1c values (P>0.05). Sood et al [33] (weekly video conferences) reported a decrease in HbA1c (intervention −1.01% vs usual care −0.68%; P=.19).

BP (n=1)

Sood et al [33] (moderate quality) reported slightly, not significantly, increased BP values (+3.8 mm Hg) in the intervention group (P=.02).

**Process Analysis of Video Consultations (n=1)**

Fatehi et al [35] (high quality) analyzed video consultations qualitatively and found that health care professionals were confident with their feedback for diabetes patients via videoconferencing.

**Real-time Audio+Video Intervention (n=1)**

HRQoL (n=1)

According to a high quality study by Young et al [36] (combined telephone and videoconferencing intervention), physical and mental health clearly improved in the intervention group compared with usual care, but the difference was not statistically significant (P<0.05).

**Asynchronous Interventions (n=4)**

HbA1c (n=3)

In general, all RCTs (moderate quality and high quality) found reductions in HbA1c values [37-39]. In addition, 2 RCTs reported significant improvements: Chen et al [37] (moderate quality) noted a significant improvement in the intervention group (P=.02), and Fountoulakis et al [38] (high quality) outlined a significant reduction in the intervention group at 3 (7.1±1.0%; P<.001) and 6 months (6.9±0.9%; P<.001), compared with the control group.

BP (n=1)

In a high quality RCT by Earle et al [40], systolic BP fell significantly in the intervention group (−6.5 mm Hg; 95% CI −0.8 to −12.2; P=.03) and remained unchanged in the control group (P=.57).

**BMI (n=1)**

According to Fountoulakis et al [38] (high quality), a significant BMI reduction (P<.05) was observed in the intervention participants at 6 months as well as at 6-months off telenmonitoring compared with baseline, whereas intergroup analysis was not significant.

**Combined Interventions (n=2)**

HbA1c (n=2)

In 2 high quality RCTs by Leichter et al [42] and Boaz et al [41], the authors observed no significant differences in post treatment HbA1c, and the values slightly increased in the intervention groups.

FBG (n=1)

Boaz et al [41] (high quality) observed a nonsignificant decrease in FBG values compared with the control group.

BP (n=1)

Leichter et al [42] (high quality) reported a nonsignificant increase in systolic BP in the intervention group.

**Body Weight (n=2)**

Although Leichter et al [42] (high quality) showed a significantly greater reduction in body weight in the intervention group (−5.2 vs −0.7 pounds; P=.04), Boaz et al [41] (high quality) found a slight, not significant, weight gain in treatment subjects.

**BMI (n=1)**

According to Leichter et al [42] (high quality), BMI decreased in the intervention group, with no significant between-group differences at 12 months [42].

**DRQoL (n=1)**

Boaz et al [41] (high quality) reported that intervention patients reported significantly greater posttreatment experiences of improved QoL [41]. The DRQoL measures being clinically symptom-free (71% vs 11%; P=.003), having no hypoglycemic events (82% vs 17%; P<.001), and having no hyperglycemic events (65% vs 17%; P=.004) were significantly more frequent in the intervention group.

**Time Saving (n=1)**

According to Leichter et al [42] (high quality), the clinician time requirements for intervention subjects were reduced by 40% (significance not reported).

**Differences Between T1DM and T2DM**

In total, 5 studies (3 high quality and 2 moderate quality) specifically examined differences in treatment effects between T1DM and T2DM patients [5,18,20,22,27]. Of these, 4 studies [5,18,20,27] reported smaller effects for T1DM, and 1 publication by Hanlon et al [22] (moderate quality) observed significantly improved glycemic control (HbA1c) in T2DM but not T1DM.
Su et al [18] (high quality) described that telemedicine was most effective in T2DM patients (Hedge g= −0.63; P<.001), whereas the effect was smaller for T1DM patients (Hedge g= −0.27; P=.03) and for T1DM and T2DM combined (Hedge g=−0.34; P=.003). The difference was statistically significant between T1DM and T2DM (Q statistics=4.25; P=.04). Tchero et al [5] (high quality) observed similar findings. Patients diagnosed with T2DM experienced a significantly greater reduction in HbA$_1c$ concentrations compared with those diagnosed with T1DM (Hedge g=−0.48, P=.001 vs −0.26, P=.05; Q=1935.75, P<.001). In accordance with this, Toma et al [20] (high quality) reported a significantly smaller effect in T1DM (−0.12%; 95% CI −0.32 to −0.08; P=.26) than in T2DM (−0.55%; 95% CI −0.68 to −0.42; P<.001). Kitsiou et al [27] (moderate quality) outlined similar findings, but this finding was not significant. Telemedical interventions improved glycemic control (HbA$_1c$) compared with usual care: mean difference −0.8% (95% CI −1.11, to 0.5; n=280 patients; P<.05) for patients with T2DM and mean difference −0.3% (95% CI 0.0 to 0.5; n=645 patients; P>.05) for patients with T1DM.

**Discussion**

**Principal Findings**

In total, telemedical interventions might improve diabetes management in studies that pooled T1DM and T2DM participants overall and probably improve HbA$_1c$ values, which corresponds to our first hypothesis. T2DM patients could benefit more from telemedical interventions than T1DM patients regarding lowering HbA$_1c$ levels, but limitations must be taken into account, such as higher baseline HbA$_1c$ values, short duration, small effect sizes, and partially small cohorts.

T1DM and T2DM have contrasting pathogenesis, which also results in appropriate therapy recommendations with different priorities [1]. Patients with T1DM are insulin deficient and require insulin therapy, and patients with T2DM are insulin resistant [1]. Although lifestyle changes are part of both T1DM and T2DM management, the focus of T1DM is on insulin therapy, whereas T2DM is, besides medication, more focused on nutrition regarding overweight and regular exercise [10]. Telemedical diabetes management may be more effective in T2DM patients by addressing modifiable factors such as nutrition and exercise [10]. Furthermore, T1DM patients are a unique group with special needs [11]. They are rather younger people, although both types of diabetes can occur at any age [1]. Management of T1DM in childhood and adolescence is both a medical and psychosocial challenge, as adolescence is a very vulnerable period [11]. For example, hormonal fluctuations and complications related to excessive insulin daily doses (eg, menstrual irregularities and weight gain) [43] as well as resistance to parents and health care services [11] play a role. These special features might have an impact on the differences between the types of diabetes. The findings further illustrate the importance of tailoring diabetes management to the patient and his/her needs [32].

**Primary Outcome HbA$_1c$**

HbA$_1c$ was certainly the most investigated outcome. Numerous studies with high quality and moderate quality showed that telemedical interventions effectively reduced HbA$_1c$ values significantly, up to −0.64% mean difference (95% CI −1.01 to −0.26; P<.001) by So and Chung [17]. Few real-time video interventions with moderate quality and WEAK QUALITY indicated clear but not significant improvements in HbA$_1c$ levels. The asynchronous interventions showed significant HbA$_1c$ reductions in some moderate quality and high quality studies. In contrast, few combined interventions generally miscarried to reduce HbA$_1c$ values effectively, but we only analyzed 2 appropriate trials.

Our findings regarding more effective HbA$_1c$ improvements compared with usual care are an important success for digital diabetes therapy because strict glycemic control is critical for both T1DM and T2DM patients [1,44]. Optimal glycemic control reduces and prevents micro- and macrovascular diabetic complications [44]. Microvascular complications such as nephropathy, retinopathy, and neuropathy as well as macrovascular events, such as cardiovascular disease and stroke, are closely associated with T1DM and T2DM, respectively [1,45]. The legacy effect showed that an HbA$_1c$ value in the target area is predominant at an early stage because increased HbA$_1c$ concentrations in the first year after a T2DM diagnosis increase the risk of micro- and macrovascular events in the long term. Even patients with HbA$_1c$ levels between 7% and <8% had an increased risk compared with patients with HbA$_1c$ levels below 6.5%.

**BP**: Telemedical interventions improved BP values in several moderate quality and high quality studies. There were positive significant effects on BP through an asynchronous high quality intervention. Clinical studies have shown an association between T2DM, vascular disease, and the present risk factor hypertension [45]. Therefore, the observed positive tendencies should be investigated further.

**Body weight**: Telemedical interventions demonstrated positive tendencies in terms of body weight improvement, which is particularly evident in a moderate quality review, but the number of identified studies was rare. These positive tendencies should be examined more closely.

**FBG**: One combined intervention (synchronous and asynchronous communication) examined the outcome FBG and indicated a nonsignificant decrease in FBG values.

**QoL**: Several studies with high quality and moderate quality indicated positive effects of telemedicine on DRQoL and HRQoL. The high quality real-time audio and video intervention significantly improved physical and mental health. Likewise, the high quality combined intervention significantly enhanced DRQoL.

**Cost**: In general, 80% (4/5) of the SRs and MAs demonstrated cost effectiveness of telemedical interventions. Telemedicine appears to be a cost-effective option in the context of diabetes.
management with limitations, as cost effectiveness is related to country conditions and settings.

**Time saving:** Although only 1 study examined this outcome, this high quality study showed that the clinician time could be reduced.

Overall, important outcomes with little evidence available, such as FBG, body weight, cost, and time saving in particular, all showed positive tendencies and should be investigated further.

**Type of intervention:** To determine the types of telemedical interventions that are particularly effective and successful, we previously developed a scheme that divides the interventions into 4 categories. Overall, only a few studies could be identified for these categories. Interestingly, we could not identify any pure real-time audio interventions (communication via telephone calls only), just 1 study that included both real-time video and audio communication. Real-time video interventions showed obvious improvements in HbA1c values. Asynchronous interventions significantly improved HbA1c levels, BP, and BMI. In addition, combined interventions showed potential in improving BMI and DRQoL. No type of intervention was clearly superior. Some SRs and MAs indicated that asynchronous interventions (web portal, email, and internet) were more successful. The type of intervention or the form of communication should be adapted to the needs of diabetes patients [32]. A poorly designed interface can be a barrier for the patient and impair the success of the digital intervention [32]. Reliable technologies and support by health care professionals and families promote the success of telemedical approaches [32]. When patients believe that the technology is useful and offers feedback and flexibility, they are more likely to adopt this new option [32]. In total, we assume that telemedical approaches improve compliance, empower patients, and enable more intensive therapy as well as effective disease management on the part of health care professionals and patients.

From a clinical point of view, it is important to know the effect size that only results from modifying the communication level by using telemedicine. In clinical practice, these effects must be known and added to the therapeutic effects (eg, by insulin). This is also important to provide evidence-based recommendations. In addition, the relatively short duration of the studies must be taken into account. In principle, further studies with longer duration and larger cohorts are necessary to analyze the effect sizes in more detail.

The strengths of this systematic meta-review lie in the scheme used to categorize the telemedical interventions, the consideration of numerous study designs, the analysis of several clinically important outcomes, and the investigation of specific differences in the intervention effects between T1DM and T2DM patients.

**Limitations**

Some limitations may have affected our findings. There were large variations in the types of telemedical technology used in the SRs and MAs, as telemedicine is a broad term with different definitions. The number of constituent studies in our 4 categories for the technologies used and their sample sizes were small for a number of outcomes measured. The trials comprised diverse interventional approaches, durations, and frequencies of contact with health care clinicians. Furthermore, many outcome measurements led to insignificant results, which may indicate methodological weaknesses. Some of the SRs and MAs that examined the differences between T1DM and T2DM indicated possible confounding factors that must be taken into account. A high baseline HbA1c can lead to a larger reduction in HbA1c during any kind of intervention.

**Comparison With Prior Work**

The findings of this systematic meta-review are overall consistent with other SRs and MAs on telemedicine for diabetes management. An effective and significant reduction in HbA1c values in patients diagnosed with T1DM or T2DM through telemedicine was also reported by numerous other authors in evidence synthesis [5,13,46]. Wu et al [21] also demonstrated the positive impact of telemedical diabetes management on BP, BMI, and QoL in their MA on telehealth for managing diabetes. Tchero et al [5] (clinical effectiveness of telemedicine based on 42 RCTs) and Su et al [18] (impact of telemedicine on HbA1c, including 55 RCTs) reported obviously smaller effects for T1DM patients on HbA1c values than for T2DM patients.

**Conclusions**

Taken together, this systematic meta-review demonstrated that telemedical interventions might be clinically effective in the management of populations consisting of T1DM and T2DM patients. The intervention effect on lowering HbA1c values may be smaller for T1DM patients than for T2DM patients. Although evidence on the impact on BP, body weight, FBG, cost effectiveness, and time saving is smaller compared with HbA1c, potential is indicated in some publications. Although none of the intervention type we categorized—real-time video/audio communication, asynchronous communication, and combined communication (real-time and asynchronous) was superior, each type generally showed improvements in clinical diabetes management.

Further research is needed regarding the differences between T1DM and T2DM with regard to the improvement of BP, body weight, and FBG. Overall, improvement in FBG values should be investigated in more detail, as we only identified one study measuring this outcome. Our findings indicate that telemedical applications are promising in the context of diabetes therapy, but further studies with longer duration and larger cohorts are necessary.
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Abstract

Background: Metamemory training (MMT) is a useful training strategy for improving cognitive functioning in the older adult population. Despite the advantages, there are limitations imposed by location and time constraints.

Objective: This study aimed to develop a smart speaker–based MMT program and evaluate the efficacy of the program in older adults without cognitive impairment.

Methods: This study used a case-control cohort design. The smart speaker–based MMT program comprised 3 training sessions per day, 5 days a week, for 8 weeks. Each training session took approximately 15 minutes. This program was implemented using smart speakers, not human trainers. All participants completed the Mini-Mental State Examination, Subjective Memory Complaints Questionnaire, Verbal Learning Test, Digit Span Test, fluency tests, and a short-form version of the Geriatric Depression Scale before and after training.

Results: A total of 60 subjects (29 in the MMT group and 31 in the control group) participated in the study. The training group showed significant increases in the delayed free recall, digit span forward, digit span backward, and fluency test scores compared with the control group.

Conclusions: This study confirmed the efficacy of smart speaker–based MMT in older adults. Home-based smart speaker–based MMT is not limited with respect to location or constrained by space and may help older adults with subjective cognitive decline without requiring intervention by human professionals.

doi:10.2196/20177
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Introduction

The gradual increase in the older adult population is leading to a growing problem with cognitive decline in the population. Many efforts have been made to address this concerning issue that is associated with older age.

The term “metamemory” was introduced by Flavell [1] and it refers to a type of metacognition, meaning the knowledge and awareness of an individual's own memory, including the contents and processes of their memory system [2]. Metamemory training (MMT) is a memory training program for the older population that is based on the metamemory concept, which consists of...
metaknowledge, meta-monitoring, and meta-judgment [3]. In the meta-knowledge component, MMT participants obtain information on how cognitive aging affects their memory abilities and how the brain operates memorizing processes. Throughout this part of the training, older people are educated about efficient strategies for dealing with cognitive aging. In the program’s meta-monitoring and meta-judgment components, participants develop the ability to monitor or judge their memory performance. Training programs help participants to understand memory and promote awareness of their own memory processing. This is accomplished through multimnemonic strategies (eg, storytelling, imagination, associations). MMT has been shown to have positive effects on everyday memory performance in older populations [4], as well as to improve memory and executive abilities in healthy older adults and adults with mild cognitive impairment [5-7]. MMT has also demonstrably enhanced the integrity of the white matter tract connecting the frontal and temporal cortices of the brain, which relate to the memory system [5].

Despite these advantages, there are some limitations to MMT. The first limitation involves the issues of accessibility and continuity. Many older adults have difficulty traveling to centers that run MMT programs. The second limitation relates to the insufficient number of experts available. Although the number of older adult populations experiencing cognitive decline continues to grow, the number of professionals nearby with expertise in the subject matter remains inadequate. It is difficult for older people to attend daily training sessions if they are living in rural areas where psychological experts are not readily available. Moreover, the active participation of people living in cities may be restricted by the usual business hours during which training is offered.

The emergence and integration of voice-user interfaces using artificial intelligence (AI) technology has led to the recent development of smart speakers. A smart speaker is a wireless and smart audio playback device that uses several types of connectivity for additional functions. They contain software that provides customized information or services to users while communicating with them by voice. Smart speakers have special features to enhance ease of use, connect to multiple types of audio sources, and provide additional functionality, and they are widely used in many countries. As international problems such as the COVID-19 situation have occurred, the “social distancing” culture has recently become the norm, and in such situations smart speakers that can be easily used at home and for various programs are becoming more and more popular [8].

Until now, there have been no smart speaker–based memory training programs, but there are some cognitive training tools that use computers or robots. Previous studies have reported that participants with high-functioning autism spectrum disorder who used computer-based virtual reality social training had improved social cognitive function [9,10]. In a previous study of participants with traumatic brain injury, improvements in memory abilities were reported following a virtual reality–based computer training program [11]. A recently published review of 11 studies on the effect of cognitive training with robots concluded that robot-based cognitive training in older adults with age-related cognitive decline could foster improved cognitive abilities [12]. None of these studies has overcome the above-mentioned limitations regarding location and time availability, such as requiring expert professional help or travel to a training center.

Although AI-based cognitive training has been found to be effective, the devices used for the training have some limitations. Users need to be able to use devices such as computers or robots, and many older adults are unfamiliar with their operation. These devices are expensive and challenging to deploy. On the other hand, smart speakers are affordable and offer a simple user interface that is verbally controlled. Therefore, older adults can use these devices with ease. Thus, smart speaker–based cognitive training may be a useful tool for overcoming the limitations of existing cognitive training programs.

Therefore, the MMT provided by the smart speaker method should be effective in improving cognitive function, especially in the area of fluency, as indicated by the results of previous studies. On that basis, we developed a smart speaker–based MMT program, trained older adults by having them participate in the program for 8 weeks without in-person training, and tested the program’s efficacy in a single-blind, case-control study.

Methods

Study Participants

Figure 1 shows the patient enrollment process. Eighty people over the age of 60 years with normal cognitive function were recruited through community advertising and enrolled through three community centers. During the recruitment process, 5 potential participants were excluded because they met one of the following exclusion criteria: (1) hearing, visual, or speech disabilities; (2) history of stroke, brain tumor, head trauma, or severe psychiatric disorders; or (3) impaired cognitive functioning (ie, Mini-Mental State Examination score <24). The remaining 75 participants were assigned into either the training group (n=38) or the control group (n=37) using the convenience sampling method. The training group assignees were provided with SK Telecom’s smart speakers, while the control group assignees were not. Three participants in the training group and 6 participants in the control group were dropped from our analysis because they did not complete the poststudy evaluation. Thirty-five participants in the training group finished the smart speaker–based MMT and completed the pre/post cognitive tests. In the training group, we excluded 6 participants who had participation rates below 80%. Thirty-one participants in the control group completed the pre/post examinations. Finally, the analysis was conducted on 29 participants in the training group and 31 participants in the control group using per protocol analysis.
Smart Speakers

The emergence and integration of voice interfaces using AI technology has led to the recent development of smart speakers. Smart speakers contain software that provides customized information or services to users while communicating with them by voice. The devices receive requests from users in the form of voice, text, or other communication forms and then perform the requested tasks.

As AI technology is at the core of smart speakers, the spoken language dialogue system (SLDS) proposed by Bertrand et al [13] is most similar to the system used in this study. SLDS functions include (1) speech recognition (including language understanding), (2) speech synthesis, and (3) dialogue management; all are similar to the current smart speaker system structure. Speech recognition technology refers to technology that receives human speech and converts it into text. This type of human–machine interaction technology can control various devices and services using human speech [14]. Speech synthesis mechanically produces human speech using a computer and is an active research focus due to the development of automation technology using deep neural networks. Recent synthesis technology that enables speech to reflect a specific tone has been developed to a level that makes various types of technical utilization possible, such as emotional expression [15]. Dialogue management receives text sentences from recognized human speech, understands the speaker’s intentions, and responds appropriately. Goal-oriented dialogue processing technology, which understands speech and maintains conversation on a related topic to accomplish a specific purpose or task, is used to implement smart speaker dialogue.

Based on voice recognition technology, smart speakers have voice interactions that can extract meaning from human voices, which leads to understanding between humans and machines. We call this a voice-user interface [16]. This voice interaction consists of voice recognition, voice synthesis, and dialogue management technologies. A system that provides voice interaction based on these technologies is called a conversational agent. Beyond their use as an interface, voice interactions with smart speakers are the key interaction determining the user’s main service experience. From the user’s perspective, this is the most natural method of human interaction with machines.
NUGU: The Smart Speaker Platform
This study was conducted using NUGU (SK Telecom [17]), a smart speaker platform that is widely used in Korea. According to a survey by SK telecom, there are currently about 1 million consumers with NUGU speakers. In August 2019, 670 million individuals used a NUGU speaker at least once a month (monthly active users [MAUs]), and in the first half of 2020, there were an average of 6 million MAUs of NUGU [18]. NUGU analyzes users' natural language (voice or text) requests, interprets them, and then provides users with information or related services. For detailed information, see Multimedia Appendix 1.

Brain Toktok: The Smart Speaker–Based MMT Program
In this study, the smart speaker–based MMT is called “Brain Toktok” or “Brain Opal.” It was commercialized on July 30, 2020. Users of NUGU speakers can subscribe to it [19]. Brain Toktok is based on a multistrategy MMT program developed by Youn and colleagues [7]. Previous offline MMT studies were conducted by trained psychological experts and MMT has already been well-validated [5-7]. The offline MMT program applied several memory strategies based on the metamemory concept. The program consists of 10 weekly sessions. Each session is comprised of three parts, and it takes 90 minutes to complete a session. The goal of the first part of each session is to strengthen meta-knowledge. The second and third parts of each session focus on meta-monitoring, meta-judgment, and memory training via the practice of external and internal strategies. Brain Toktok was developed through a series of analytic stages (content, learner, technology, and environment analysis) and design stages (information, interaction, synchronous, and evaluation design), followed by expert consultation. In this process, the goal of Brain Toktok was to focus on the steady participation of users in training rather than to increase the user’s correctness rate. Finally, 11 cognitive training exercises were developed. Three programs are randomly selected for use among the 11 cognitive training exercises possible per session. The provided training program was selected randomly without a fixed standard, and the content provided for each session was not recorded separately. Users can respond to multiple-choice or open-response questions specific to the programs provided and consist of more than 100 questions per program. For detailed information about the individual programs, see Multimedia Appendix 2.

Measures

Short-Form Geriatric Depression Scale (SGDS)
Many studies have shown a high association between depression and cognitive function, and depression can independently affect cognitive function. The Geriatric Depression Scale (GDS) [20] is one of the most widely used instruments worldwide for screening late-life depression. This scale involves a 30-item easy-to-administer inventory; it has been widely used in both communities and institutions [21,22]. To simplify this screening device for depression, a short-form version was also developed (SGDS), which was extracted from the original GDS. There have been many studies proving that the SGDS is an adequate substitute for the 30-item GDS [23-26]. This scale was standardized for Korean older adults [27]. The SGDS consists of 15 questions, and all questions can be answered with yes or no. A score of 10 or above indicates major depression. Item analysis also confirmed consistency. All 15 items of SGDS were significantly correlated with the full GDS, and its sensitivity (91%) and specificity (82%) were very high [28]. Therefore, the SGDS was used in this study to assess depressed mood in older adults and to exclude patients with major depressive disorder.

Subjective Memory Complaints Questionnaire (SMCQ)
The SMCQ is a brief, self-rated questionnaire for assessing subjective memory complaints (SMC), including memory problems in general and daily living. It consists of 14 items reflecting different aspects of SMC, which represents the metacognition of general and specific memories. Four items assess subjective judgment of memory impairment and 10 items assess memory deficit in everyday life. Higher scores indicate a greater perceived cognitive decline. Participants with an SMCQ score of 6 or above were assigned to the SMC group. The SMCQ has been validated and adapted for the Korean population [29]. Consequently, SMCQ is a reliable and important tool for SMC evaluation by measuring subjective cognitive problems. Therefore, we used the SMCQ to measure participants’ SMC at baseline to try to provide homogeneity between the training and control groups. In addition, SMCQ is meaningful in that it can reflect the degree of metamemory because it is measured by the recognition and judgment of its memory function.

Mini-Mental State Examination (MMSE)
The MMSE was designed to assess cognitive functioning [30]. The Korean version of the MMSE was developed and validated in older Korean adults by Lee et al [31]. The score ranges from 0 to 30, with higher scores indicating better cognition. The MMSE score reflects functioning in six areas, each scored separately: orientation (10 points), short-term memory registration (3 points), memory recall (3 points), attention and calculation (5 points), language (8 points), and copying a double pentagon (1 point).

Verbal Learning Test: Rappel Indiqué (RI)
The RI was used to assess verbal learning and memory. The RI was developed by Adam et al [32] and was validated for use with older Korean adults [33]. The RI includes 24 items across six different categories for recall and uses category-cued recall. For example, the fruit category consists of four words: grape, banana, watermelon, and oriental melon. The participants first complete a learning phase in which four items are presented on a slide. Of these, they are asked to name the item included in the semantic category provided by the examiner. For example, for the item “grape,” the examiner would ask, “Which item is in the category of fruit?” Correct answers are then scored, with total scores ranging from 0 to 24. Approximately 20 minutes later, participants are asked to recall the four items from each category in any order. There is no specific time limit, and the examiner proceeds to the next category if the participant is unable to list the remaining items from the category. Correctly
recalled answers are scored from 0 to 24. In this study, verbal learning and delayed free recall were assessed using the RI.

**Working Memory: Digit Span Test**
The Digit Span Test is a component of the Elderly Memory Disorder Scale, which has been developed and validated to measure memory and cognitive functions in older Korean adults [34]. The test consists of a forward and backward digit order recall. The examiner calls number digits and asks participants to repeat the list both forward and backward. Scores range from 0 to 14.

**Executive Function: Fluency Test**
The fluency test also comes from the Elderly Memory Disorder Scale [34]. This test evaluates the ability to form and fluently utter words compatible with given criteria. The test consists of three parts. The first section involves listing as many words as possible belonging to a given semantic category in 30 seconds (usually, this is made up of the names of objects). In the second section, the objective is to list as many words as possible belonging to a given phonetic category (ie, words containing a given sound) in 30 seconds. In the third section, the objective is to list as many words associated with a given item as possible in 30 seconds. In this study, the cues were the names of fruits, words containing the Korean letter “Ma,” and words associated with the word “fox.” The score for this test is calculated as the number of correct words listed for each category and item.

**Procedures**
This study was conducted from October 2019 to March 2020. Individuals who agreed to participate were assigned into two groups using convenience sampling. The control group did not receive any training; neuropsychological measures were simultaneously taken in the control group and in the training group before and after the training was completed in the latter group. As shown in Figure 1, 6 control group participants were excluded from the study because they did not complete the postevaluation. At the start of the study, participants in the training group were instructed on the use of the smart speaker. Neuropsychological measures (ie, SGDS, SMCQ, MMSE, RI, Digit Span Test, and fluency test) were assessed twice during the study: before the training (pretraining evaluation) and after the training (posttraining evaluation).

The training group received motivation reinforcement education training at the beginning of the smart speaker–based MMT. Group education took place for 1 hour and 30 minutes, and lectures were conducted on the definition, purpose, effectiveness, and necessity of metacognitive training. Afterward, participants had an opportunity to provide feedback. The 8-week training program was designed to include training sessions 3 times a day, 5 days a week (weekdays), for approximately 15 minutes. The patient flexibly set the time of compliance, the number and duration of times each patient turned on the program and the number of times they completed the session was stored in the server. Participants who did not complete a training session in a given day received an encouraging program message. In the control group, the monitoring system was not implemented as in the experimental group, but the control group was registered in the local welfare center and the situation of the control group was continuously confirmed by the welfare center staff.

All participants provided written consent before study participation. The study was conducted following the Declaration of Helsinki and approved by the ethics review board of the Seoul National University Boramae Medical Center. Participants received a gift card worth US $85 as compensation for their participation in the study.

**Focus Group Interviews**
Focus group interviews were conducted with participants in the experimental group to assess their experience with and the effectiveness of the smart speaker–based MMT program. After completing the smart speaker–based MMT course, interviews were conducted with 28 participants who had agreed to the interview during the course. It was composed of eight open-ended questions, and for each question, the subject was asked to freely describe their thoughts about the item. An experienced clinical psychologist conducted the interviews and recorded both their observations and the participants’ responses.

**Statistical Analysis**
Statistical analyses were conducted using SPSS software (version 20.0; IBM Corp). Differences between groups in demographics and neuropsychological measures (ie, age, education, gender, and MMSE score) were assessed using independent t tests or χ² tests. Repeated-measures analysis of variance (rANOVA) was used to evaluate differences between the pre- and postraining neuropsychological scores in the training and control groups. For model I, no adjusted factors were used. For model II, adjusted factors were used for SGDS and SMCQ scores. Because the SGDS and SMCQ scores varied between the groups at baseline, adjusting for the effects of SGDS and SMCQ scores allowed us to see the true effect of MMT on the memory test score. Statistical tests were two-tailed, with P<.05 indicating significant results.

**Results**

**Participant Characteristics**
Figure 1 summarizes the characteristics of the study participants. No difference was found in the drop-out rate between the two groups (MMT group: 9 dropouts, control group: 6 dropouts; χ²=0.65; P=0.42). All but 6 participants in the MMT group achieved more than 80% compliance with the attendance requirement. The 6 subjects who failed to achieve more than 80% compliance did so because of personal reasons (ie, hospital admission, sickness, preparation for moving, etc). The details of compliance are shown in Multimedia Appendix 2. Table 1 summarizes the demographic and clinical characteristics of the MMT and control groups. There were no differences between the groups regarding gender distribution, age, education, or
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MMSE scores. There was a difference in the SMCQ and SGDS scores between the groups. Therefore, we adjusted the SMCQ and SGDS scores in regression model II.

Table 1. Demographic characteristics of the metamemory training (MMT) and control groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=60)</th>
<th>Groups</th>
<th>Mean difference (95% CI) or $\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MMT (n=29)</td>
<td>Control (n=31)</td>
<td></td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>50 (83.3)</td>
<td>24 (82.8)</td>
<td>26 (83.9)</td>
<td>0.01</td>
</tr>
<tr>
<td>Age, years (SD)</td>
<td>71.21 (5.72)</td>
<td>70.48 (6.08)</td>
<td>71.94 (5.36)</td>
<td>1.453 (–1.503 to 4.409)</td>
</tr>
<tr>
<td>Education, years (SD)</td>
<td>10.60 (3.83)</td>
<td>10.17 (4.17)</td>
<td>11.03 (3.49)</td>
<td>0.860 (–1.121 to 2.841)</td>
</tr>
<tr>
<td>SGDS$^a$ score, mean (SD)</td>
<td>2.26 (3.37)</td>
<td>3.21 (4.16)</td>
<td>1.32 (2.59)</td>
<td>–1.884 (–3.662 to –0.106)</td>
</tr>
<tr>
<td>SMCQ$^b$ score, mean (SD)</td>
<td>17.84 (2.64)</td>
<td>18.69 (3.13)</td>
<td>17.00 (2.16)</td>
<td>–1.690 (–3.072 to –0.308)</td>
</tr>
<tr>
<td>MMSE$^c$ score, mean (SD)</td>
<td>27.90 (1.50)</td>
<td>27.76 (1.66)</td>
<td>28.03 (1.33)</td>
<td>0.274 (–0.501 to 1.049)</td>
</tr>
</tbody>
</table>

$^a$SGDS: Short-Form Geriatric Depression Scale.
$^b$SMCQ: Subjective Memory Complaints Questionnaire.
$^c$MMSE: Mini-Mental State Examination.

Effects on Improving Cognitive Function

As shown in Table 2, we found significant interactions between group and score change for the tests of delayed free recall, fluency, digit span forward, and digit span backward. Because SMC may affect cognitive performance regardless of memory training, even after an improvement of depressive symptoms, the change in the SGDS score was controlled for by treating it as a covariate. After controlling for the effects of baseline SMCQ and SGDS scores, the interactions remained significant (model II in Table 3). The change in verbal immediate recall score did not interact significantly with the group.

The scores for delayed free recall, fluency, digit span forward, and digit span backward were significantly higher in the group that participated in the MMT program for 8 weeks; there were no significant cognitive changes in the control group after 8 weeks (Tables 2 and 3, and Figure 2).

Table 2. Changes in cognitive function in the metamemory training (MMT) and control groups.

<table>
<thead>
<tr>
<th>Cognitive function (measures)</th>
<th>MMT group (n=29)</th>
<th>Paired $t$ test</th>
<th>Control group (n=31)</th>
<th>Paired $t$ test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbal memory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning</td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
<td>MD$^a$ (95% CI)</td>
<td>MMT group ($d^b$) (P value 1)</td>
</tr>
<tr>
<td></td>
<td>22.03 (4.49)</td>
<td>22.00 (2.45)</td>
<td>0.03 (–1.87 to 1.94)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed cued recall</td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
<td>MD$^a$ (95% CI)</td>
<td>MMT group ($d^b$) (P value 1)</td>
</tr>
<tr>
<td></td>
<td>12.21 (4.47)</td>
<td>15.34 (3.71)</td>
<td>–3.14 (–5.3 to –0.98)</td>
<td>.84</td>
</tr>
<tr>
<td>Attention/executive functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
<td>MD$^a$ (95% CI)</td>
<td>MMT group ($d^b$) (P value 1)</td>
</tr>
<tr>
<td></td>
<td>5.97 (1.64)</td>
<td>7.24 (2.26)</td>
<td>–1.28 (–2.32 to –0.24)</td>
<td>.50</td>
</tr>
<tr>
<td>Digit span backward</td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
<td>MD$^a$ (95% CI)</td>
<td>MMT group ($d^b$) (P value 1)</td>
</tr>
<tr>
<td></td>
<td>3.41 (1.38)</td>
<td>4.55 (1.38)</td>
<td>–1.14 (–1.86 to –0.41)</td>
<td>.84</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluency</td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
<td>MD$^a$ (95% CI)</td>
<td>MMT group ($d^b$) (P value 1)</td>
</tr>
<tr>
<td></td>
<td>15.76 (3.90)</td>
<td>18.86 (4.35)</td>
<td>–3.10 (–5.28 to –0.93)</td>
<td>.85</td>
</tr>
</tbody>
</table>

$^a$MD: mean difference.
$^b$Cohen $d$. 
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Table 3. Interaction between cognitive changes and study groups.

<table>
<thead>
<tr>
<th>Measures of cognitive function</th>
<th>Main effect of cognitive change/interaction between cognitive change and study group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model I&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>$F$</td>
</tr>
<tr>
<td>Verbal memory</td>
<td></td>
</tr>
<tr>
<td>Learning</td>
<td>0.03/0.06</td>
</tr>
<tr>
<td>Delayed free recall</td>
<td>12.38/7.86</td>
</tr>
<tr>
<td>Attention/ executive functions</td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>6.08/5.49</td>
</tr>
<tr>
<td>Digit span backward</td>
<td>12.72/9.04</td>
</tr>
<tr>
<td>Language</td>
<td></td>
</tr>
<tr>
<td>Fluency</td>
<td>6.90/12.94</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model I: no adjusted factors.
<sup>b</sup>Model II: adjusted for Short-Form Geriatric Depression Scale and Subjective Memory Complaints Questionnaire scores.

Figure 2. Box and scatter plots of cognitive function changes in metamemory training and control groups during the 8 weeks of the study. (A) Delayed free recall ($P<.001$; $t=0.50$; Cohen $d=0.84$). (B) Digit span forward ($P=.01$; $t=2.71$; Cohen $d=0.50$). (C) Digit span backward ($P<.001$; $t=4.52$; Cohen $d=0.84$). (D) Fluency ($P<.001$; $t=4.58$; Cohen $d=0.85$).

Focus Group Interviews

Users of smart speakers reported that they were easier to use and less burdensome than other information and communications technology tools such as computers and mobile phones. For example, one user reported, “The smart speaker was convenient because I did not need to press the keyboard or the button, and usually I didn’t use the cell phone very well. Rather, I used it more frequently than the cell phone.”

Although the smart speaker is a machine, users reported that communicating with it was like a human-to-human conversation: “Television is what you see, and you can’t talk but the smart speaker is able to communicate.” Some users preferred to communicate with the smart speaker rather than real people,
and they enjoyed it: “If I get it wrong repeatedly, people get easily tired. The AI speaker keeps listening and encouraging;” “Smart speakers feel like comfortable friends, sometimes like a family;” and “I don’t like to communicate to people very much, but I enjoyed communicating to the smart speaker when I needed it.”

Discussion

Principal Results

According to the study results, our smart speaker–based MMT program improved memory ability, executive ability, and working memory. After adjusting for SMCQ and SGDS scores, the effects were still significant. These results indicate that cognitive improvements may be achieved through the effects of pure cognitive training. Furthermore, smart speaker–based MMT, which can easily be carried out without trained experts, fostered high compliance. Hence, it offers a good cognitive training tool without the typical limitations imposed by location or time constraints. To the best of our knowledge, this is the first report on a cognitive training program using a smart speaker. We hope that this study offers a useful guideline for future research on cognitive training programs based on smart speakers.

Comparison with Prior Research

Previous studies on the effectiveness of smart speaker–based MMT reported that healthy older adults achieved improvements in memory ability, verbal fluency performance, and working memory [7]. The results of this study are similar to those of previous studies. Users of smart speaker–based MMT may still experience the same cognitive improvements as people who undertake in-person courses conducted by experts.

Effects on Delayed Free Recall and Verbal Memory

In this study, the scores for delayed free recall and verbal memory were significantly higher in this healthy older adult population after the training. Decreased delayed recall scores are considered the best predictor of progression from a dementia-free period to Alzheimer disease dementia (ADD) [35]. A previous study reported that expert MMT was associated with significantly improved cognition in subjects with mild cognitive impairment (MCI) [6]. These results suggested that smart speaker–based MMT may slow not only cognitive decline in healthy individuals but the progression of MCI to ADD.

Effects on Verbal Fluency

Among the improvements in executive functions, the improvement in verbal fluency was significant. Previous studies have reported that verbal fluency was significantly associated with social activity [36]. According to the US Census Bureau, in 2010, 30% of people aged 65 years and older lived alone at the time of the census. As people get older, their likelihood of living alone increases [37]. Due to the social conditions associated with aging, older people are more likely to be vulnerable to verbal fluency problems. Smart speaker–based MMT can effectively support the vulnerable cognitive functioning of older adults who live alone. Also, older people who live alone and repeat relatively simple life patterns have a higher risk of depression and poor cognitive abilities compared with older people who do not live alone. Smart speaker–based MMT is conducted through conversations with users, which can serve as a new stimulus for the elderly user who lives alone [38]. According to our focus group interviews, smart speaker users reported that communicating with it was like conversing with another person, so our smart speaker–based MMT may help those who live alone.

Effects on Digit Span Forward and Backward

Digit span forward and backward tests are the most commonly used tests in clinical neuropsychology to assess working memory capacity [39]. Working memory is a key focus of memory improvement strategies. It can be trained through smart speaker–based MMT and then employed to increase cognitive reserve to prevent dementia. Furthermore, working memory is one of the core mechanisms involved in higher-order cognitive abilities, such as problem-solving, fluid intelligence, and reading comprehension [40,41]. It is also one of the cognitive processes that suffers a clear and linear decline with aging [42,43]. In this study, digit span forward and backward tests were significantly improved in the group that participated in 8 weeks of training. Smart speaker–based MMT may help maintain or improve higher-order cognitive abilities by enhancing working memory capacity.

Limitations

There are some limitations to this study, the first being the small sample size. However, this is the first time a cognitive training program has been developed using the smart speaker, so this paper provides meaningful guidelines for future studies. Second, this study did not adopt an active control design, and the control group took no action. Further studies should use an active control design. Third, the SMCQ and SGDS scores were not homogenous between the groups. To remove the effects of SMCQ and SGDS scores, the SMCQ and SGDS values were adjusted during the analysis. We found that the efficacy of the MMT program using the smart speaker was not affected by the SMCQ and SGDS scores. Therefore, the results of this study are reliable.

Fourth, neuropsychological tests performed before and after the experiment are not a direct measure of metamemory function. Still, we used neuropsychological tests to assess the functioning of general memory areas. Specifically, the test of cued recall is the most effective test of memory function status. We also employed the cued recall test to discover the effectiveness of smart speaker–based-MMT. Although a direct measure of metamemory function was not used, the purpose of this study was to examine the enhancement of memory function through MMT. We consider the study methodology to be suitable for its purpose. Finally, we assigned participants to the two study groups by convenience sampling. We are aware of one other recent study that has addressed this issue [44]. Although cross-sectional in design, the previous study found few significant differences when contrasting the demographic characteristics and psychological performance of older adults in a random sample instead of two convenience samples. Specifically, the previous study observed no differences in word list recall results between the random and convenience samples.
recruited for a study of memory and aging. In further studies, to increase the power and proof of the effectiveness of smart speaker–based MMT, a large sample size and a more elaborate research design such as a randomized controlled study with an active control design should be implemented.

**Conclusion**

Smart speaker–based MMT, without location requirements and time constraints, may address older adult memory problems and possibly improve their quality of life by helping them cope with the cognitive issues associated with aging. Our smart speaker–based MMT may also be useful in delaying the onset of dementia.

Our study’s strength is that it is the first report on a cognitive training program using a smart speaker. In the future, the use of smart speakers will be more commercialized, expanding with the paradigm shift to “social distancing.” The problem of memory deterioration due to the increase in the elderly population will become more critical. In the future, the combination of a smart speaker and the memory training program will be of great help to older adults. We hope that this study offers a useful guideline for future studies on cognitive training programs based on smart speakers.
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Abstract

Background: Changes in autonomic nervous system function, characterized by heart rate variability (HRV), have been associated with infection and observed prior to its clinical identification.

Objective: We performed an evaluation of HRV collected by a wearable device to identify and predict COVID-19 and its related symptoms.

Methods: Health care workers in the Mount Sinai Health System were prospectively followed in an ongoing observational study using the custom Warrior Watch Study app, which was downloaded to their smartphones. Participants wore an Apple Watch for the duration of the study, measuring HRV throughout the follow-up period. Surveys assessing infection and symptom-related questions were obtained daily.

Results: Using a mixed-effect cosinor model, the mean amplitude of the circadian pattern of the standard deviation of the interbeat interval of normal sinus beats (SDNN), an HRV metric, differed between subjects with and without COVID-19 ($P=0.06$). The mean amplitude of this circadian pattern differed between individuals during the 7 days before and the 7 days after a COVID-19
Introduction

COVID-19 has resulted in over 41 million infections and more than 1.1 million deaths [1]. The prolonged incubation period and variable symptomatology of SARS-CoV-2 have facilitated disease spread. Approximately 30%-45% of individuals infected with SARS-CoV-2 are asymptomatic and testing is generally being limited to symptomatic individuals [2-4]. Health care workers, characterized as any type of worker in a health care system, represent a vulnerable population, with a threefold increased risk of infection compared to the general population [5]. This increased risk of transmission is important in health care settings, where asymptomatic or presymptomatic health care workers can shed the virus, contributing to transmission within health care facilities and their own households [6].

Digital health technology offers an opportunity to address the limitations of traditional public health strategies aimed at curbing the spread of COVID-19 [7]. Smartphone apps are effective in using symptoms to identify people who may be infected with SARS-CoV-2; however, these apps rely on ongoing participant compliance and self-reported symptoms [8]. Wearable devices are commonly used for remote sensing, and they provide a means to objectively quantify physiological parameters, including heart rate, sleep, activity, and measures of autonomic nervous system (ANS) function (eg, heart rate variability [HRV]) [9]. The addition of physiological data from wearable devices to symptom-tracking apps has been shown to increase the ability to identify people infected with SARS-CoV-2 [10].

HRV is a physiological metric that provides insight into the interplay between the parasympathetic and sympathetic nervous systems that modulate cardiac contractility and cause variability in the beat-to-beat intervals [11]. HRV exhibits a 24-hour circadian pattern, with relative sympathetic tone during the day and parasympathetic activity at night [12-14]. Changes in this circadian pattern can be leveraged to identify different physiological states. Several studies have demonstrated that lower HRV, indicating increased sympathetic balance, is a reliable predictor of infection onset [15,16]. However, HRV and its dynamic changes over time have not been evaluated as a marker or predictor of COVID-19. In response to the COVID-19 pandemic, we launched the Warrior Watch Study, employing a novel smartphone app to remotely enroll and monitor health care workers throughout the Mount Sinai Health System in New York City, a site of initial case surge. This digital platform enables the delivery of remote surveys to Apple iPhones and passive collection of Apple Watch data, including HRV. The aim of this study is to determine if SARS-CoV-2 infections can be identified and predicted prior to a positive test result using the longitudinal changes in HRV metrics derived from individuals’ Apple Watch data.

Methods

Study Design

The primary aim of the study was to determine whether changes in HRV can differentiate participants who are infected and not infected with SARS-CoV-2. The secondary aim was to observe if changes in HRV can predict the development of SARS-CoV-2 infection prior to diagnosis by a SARS-CoV-2 nasal swab polymerase chain reaction (PCR) test. The exploratory aims were to (1) determine whether changes in HRV can identify the presence of COVID-19–related symptoms; (2) determine whether changes in HRV can predict the development of COVID-19–related symptoms; and (3) evaluate how HRV changed throughout the infection and symptom period.

Health care workers in the Mount Sinai Health System were enrolled in an ongoing prospective observational cohort study. Eligible participants were aged ≥18 years, were current employees in the Mount Sinai Health System, had an iPhone Series 6 or higher, and had or were willing to wear an Apple Watch Series 4 or higher. Participants were excluded if they had an underlying autoimmune disease or were taking medications known to interfere with ANS function. A positive COVID-19 diagnosis was defined as a positive SARS-CoV-2 nasal swab PCR test reported by the participant. Daily symptoms were collected, including fever and chills, feeling tired or weak, body aches, dry cough, sneezing, runny nose, diarrhea, sore throat, headache, shortness of breath, loss of smell or taste, itchy eyes, none, or other. This study was approved by the Institutional Review Board at The Icahn School of Medicine at Mount Sinai.

Study Procedures

Participants downloaded the custom Warrior Watch app to complete eligibility questionnaires and sign an electronic consent form. Participants completed an app-based baseline assessment collecting demographic information, prior COVID-19 diagnosis history, occupation, and medical history and were then followed
prospectively through the app. Daily survey questionnaires captured COVID-19–related symptoms, symptom severity, SARS-CoV-2 nasal swab PCR test results, serum SARS-CoV-2 antibody test results, and daily patient care–related exposure (Table S1 in Multimedia Appendix 1). Participants performed their normal activities throughout the study and were instructed to wear the Apple Watch for a minimum duration of 8 hours per day.

**Wearable Monitoring Device and Autonomic Nervous System Assessment**

HRV was measured via the Apple Watch Series 4 or 5, which are commercially available wearable devices. Participants wore the device on the wrist and connected it via Bluetooth to their iPhone. The Apple Watch is equipped with an enhanced photoplethysmogram optical heart sensor that combines a green light-emitting diode paired with a light-sensitive photodiode generating time series peaks that correlate with the magnitude of change in the green light generated from each heartbeat [17]. Data are filtered for ectopic beats and artifacts. The time difference between heartbeats is classified as the interbeat interval (IBI), from which HRV is calculated. The Apple Watch and the Apple Health app automatically calculate HRV using the standard deviation of the IBI of normal sinus beats (SDNN), measured in milliseconds. This time domain index reflects both sympathetic and parasympathetic nervous system activity and is calculated by the Apple Watch during ultra–short-term recording periods of approximately 60 seconds [11]. The Apple Watch generates several HRV measurements throughout a 24-hour period. HRV metrics are stored in a locally encrypted database accessible through the iPhone Health app, which is retrieved through our custom Warrior Watch app. Data are transferred from the iPhone and Apple Watch upon completion of the e-consent form and any survey in the app. Wearable data are stored locally, enabling retrieval on days when the surveys are not completed by the participants.

**Statistical Analysis**

**HRV Modeling**

The HRV data collected through the Apple Watch were characterized by a circadian pattern, a sparse sampling over a 24-hour period, and nonuniform timing across days and participants. These characteristics bias easily derived features, including mean, maximum, and minimum, creating the need to derive methods that model the circadian rhythm of HRV. A cosinor model was used to model the daily circadian rhythm over a 24-hour period with the following nonlinear function:

\[ Y(t) = M + \beta x_i + \gamma z_i + \varepsilon_i(t) \]  

where the linear coefficients \( \beta \), \( \gamma \) of the linear model in Equation 2 are related to the nonlinear parameters of the nonlinear model in Equation 1 by \( \beta = A \sin(\theta) \) and \( \gamma = -A \sin(\phi) \). One can estimate the linear parameters \( \beta \), \( \gamma \) and then obtain \( A \) and \( \phi \) as

We took advantage of the longitudinal structure of the data to identify a participant-specific daily pattern, and we then measured departures from this pattern as a function of COVID-19 diagnosis or other relevant covariates. To do this, we used a mixed-effect cosinor model, where the HRV measure of participant \( i \) at time \( t \) can be written as follows:

\[ HRV_i(t) = (M + \beta_i x_i + \gamma_i z_i) + W_{it} \theta_i + \varepsilon_i(t) \sim N(0, \Sigma) \]  

where \( M \), \( \beta \), and \( \gamma \) are the population parameters (fixed effects) and \( \theta_i \) is a vector of random effects that is assumed to follow a multivariate normal distribution \( \theta_i \sim N(0, \Sigma) \). In this context, the introduction of random effects intrinsically models the correlation due to the longitudinal sampling. To measure the impact of any covariate \( C \) on the participants’ daily curve, we can introduce these covariates as fixed effects, as their interactions with \( x \) and \( z \):

\[ HRV_i(t) = M + a_i C_i + (\beta + a_i C_i) x_i + (\gamma + a_i C_i) z_i + W_{it} \theta_i + \varepsilon_i(t) \]  

The model parameters and the standard errors of Equation 6 can be estimated via maximum likelihood or reweighted least squares (REWL), and hypothesis testing can be conducted for any comparison that can be written as a linear function of the \( a \), \( \beta \), and \( \gamma \) parameters.

However, to test if the cosinor curve, defined by the nonlinear parameters \( M \), \( A \), and \( \Phi \) in Equation 1, differs between the populations defined by the covariate \( C \), we proposed a bootstrapping procedure in which for each resampling iteration, we (1) fit a linear mixed-effect model using REWL; (2) estimated the marginal means by obtaining the linear parameters for each group defined by covariate \( C \); (3) used the inverse relationship to estimate marginal means \( M \), \( A \), and \( \Phi \) for each group defined by \( C \); and (4) defined the bootstrapping statistics as the pairwise differences of \( M \), \( A \), and \( \Phi \) between groups defined by \( C \). For these iterations, the confidence intervals for the pairwise differences of \( M \), \( A \), and \( \Phi \) can be estimated via maximum likelihood or reweighted least squares (REWL), and hypothesis testing can be conducted for any comparison that can be written as a linear function of the \( a \), \( \beta \), and \( \gamma \) parameters.

**Association and Prediction of COVID-19 Diagnosis and Symptoms**

The relationship between a COVID-19 diagnosis and the change in the HRV curves was evaluated. To test this association, we defined the time variant covariate \( C_n \) for participant \( i \) at time \( t \) as follows:

\[ Y(t) = M + \beta x_i + \gamma z_i + \varepsilon_i(t) \]
HRV metrics for the 14 days following the time of the first positive SARS-CoV-2 nasal swab PCR test were used to define the positive SARS-CoV-2 infection window. To evaluate the predictive ability of changes in HRV prior to a COVID-19 diagnosis and to explore its changes during the infection period, the time variant covariate was used to characterize the following 4 groups: healthy uninfected individuals (t<t₀ – 7), 7 days before COVID-19 diagnosis (t₀≤t – 7, t<t₀), the first 7 days post–COVID-19 diagnosis (t₀≤t<t₀ + 7), and 7-14 days postdiagnosis (t₀ + 7≤t<t₀ + 14).

To determine the association between COVID-19 symptoms and changes in HRV metrics, we defined being symptomatic as the first day of a reported symptom and compared this to all other days. To evaluate the predictive ability of HRV to identify upcoming symptom days and to explore its changes over time, the time variant covariate was used to characterize the following 4 groups: healthy asymptomatic individuals for t<t₀ – 1, 1 day before COVID-19 symptoms (t₀≤t – 1, t<t₀), the first day of COVID-19 symptoms (t₀≤t<t₀ + 1) and 1 day post–COVID-19 symptom development (t₀ + 1≤t<t₀ + 2).

**Results**

**Participant Demographics**

We enrolled 297 participants between April 29 and September 29, 2020, when the data were censored for analysis (Table 1). The median age at enrollment was 36 years (SD 9.8), and 69.4% of participants (204/297) were women. Of the 297 participants, 20 (6.7%) reported having a positive SARS-CoV-2 nasal swab PCR test prior to enrollment, while 28 participants (9.4%) reported having a positive blood antibody test prior to joining the study. The median duration of follow-up was 42 days (range 0-152 days). A median of 28 HRV samples (range 1-129) were obtained per participant. Study compliance over the follow-up period, defined as participants answering over 50% of daily surveys, was 70.4%.

**Table 1.** Baseline demographics of the study participants at enrollment (N=297).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.3 (9.8)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>25.6 (5.7)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>204 (69.4)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>73 (24.6)</td>
</tr>
<tr>
<td>Black</td>
<td>29 (9.8)</td>
</tr>
<tr>
<td>White</td>
<td>108 (36.4)</td>
</tr>
<tr>
<td>Other</td>
<td>43 (14.5)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td>44 (14.8)</td>
</tr>
<tr>
<td>Baseline positive SARS-CoV-2 nasal swab PCR test, n (%)</td>
<td>20 (6.7)</td>
</tr>
<tr>
<td>Baseline positive SARS-CoV-2 serum antibody test, n (%)</td>
<td>28 (9.4)</td>
</tr>
<tr>
<td><strong>Occupationb, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical nontrainee</td>
<td>198 (68.0)</td>
</tr>
<tr>
<td>Clinical trainee</td>
<td>36 (12.4)</td>
</tr>
<tr>
<td>Nonclinical staff</td>
<td>57 (19.6)</td>
</tr>
<tr>
<td><strong>Baseline smoking status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Current or past smoker</td>
<td>35 (11.9)</td>
</tr>
<tr>
<td>Nonsmoker or rare smoker</td>
<td>259 (88.1)</td>
</tr>
<tr>
<td>Baseline immune suppressing medication, n (%)</td>
<td>4 (1.4)</td>
</tr>
</tbody>
</table>

*PCR: polymerase chain reaction.

bClinical trainee is defined as a resident or fellow; clinical nontrainee is defined as a health care worker reporting at least one patient-facing day during follow-up, exclusive of residents and fellows; nonclinical staff is defined as a health care worker who did not report a patient-facing day during follow-up.

**Identification and Prediction of COVID-19 Diagnosis**

Participants classified as not having a COVID-19 diagnosis during follow-up included those with and without a diagnosis of COVID-19 prior to study enrollment. There was no significant difference in the mean MESOR, acrophase, or amplitude of the circadian SDNN pattern of participants with a positive nasal swab PCR test prior to enrollment compared to those who were never diagnosed with COVID-19. This supports the inclusion of participants with a prior COVID-19 diagnosis before COVID-19 symptoms (t₀≤t – 1, t<t₀), the first day of COVID-19 symptoms (t₀≤t<t₀ + 1) and 1 day post–COVID-19 symptom development (t₀ + 1≤t<t₀ + 2).
in our analysis (Table S2 in Multimedia Appendix 1). During the follow-up period, 13/297 participants (4.4%) reported a positive SARS-CoV-2 nasal swab PCR test, with the date of diagnosis corresponding with the reported date of the positive test. The mean MESOR, acrophase, and amplitude of the circadian SDNN pattern in participants who were and were not diagnosed with COVID-19 during follow-up are described in Table 2. A significant difference in the circadian pattern of SDNN was observed in participants diagnosed with COVID-19 compared to those without a COVID-19 diagnosis. There was a significant difference ($P=.006$) between the mean amplitude of the circadian pattern of SDNN in participants with COVID-19 (1.23 milliseconds, 95% CI $–1.94$ to 3.11) and without COVID-19 (5.30 milliseconds, 95% CI 4.97 to 5.65). No difference was observed between the MESOR ($P=.46$) or acrophase ($P=.80$) in these two infection states (Figure 1A-C). Similar findings were observed when this analysis was repeated to include only participants who had either a positive (13/297, 4.4%) or negative (108/297, 36.4%) SARS-CoV-2 nasal swab PCR test during the follow-up period, excluding participants who reported never being tested (Table S3 in Multimedia Appendix 1).

The mean MESOR, acrophase, and amplitude of the circadian SDNN pattern for those without COVID-19, those during the 7 days prior to a COVID-19 diagnosis, participants during the 7 days after a COVID-19 diagnosis, and those during the 7-14 days after a COVID-19 diagnosis are described in Table 3. Significant changes in the circadian SDNN pattern were observed in participants during the 7 days prior to and the 7 days after a diagnosis of COVID-19 when compared to uninfected participants. There was a significant difference between the amplitude of the SDNN circadian rhythm between uninfected participants (5.31 milliseconds, 95% CI 4.95 to 5.67) compared to individuals during the 7-day period prior to a COVID-19 diagnosis (0.29 milliseconds, 95% CI $–4.68$ to 1.73; $P=.01$) and participants during the 7 days after a COVID-19 diagnosis (1.22 milliseconds, 95% CI $–2.60$ to 3.25; $P=.01$). There were no other significant differences between the MESOR, amplitude, and acrophase of the circadian rhythm of the SDNN observed between healthy individuals, individuals 7 days before a COVID-19 diagnosis, individuals 7 days after a COVID-19 diagnosis, and individuals 7-14 days after infection (Figure 1D-E).

Of the 13 subjects diagnosed with COVID-19 during follow up, 6 reported symptoms at some point during the study period. Only 4 subjects had symptomatic COVID-19 infections, reporting symptoms between 7 days prior and 14 days after a positive SARS-CoV-2 nasal swab PCR test. Comparing participants with and without symptomatic COVID-19, no significant differences between the MESOR (28.58 milliseconds, 95% CI 18.61 to 38.56; 37.71 milliseconds, 95% CI 30.65 to 44.98, $P=.11$), amplitude (1.15 milliseconds, 95% CI $–2.63$ to 3.21; 1.68 milliseconds, 95% CI $–1.13$ to 3.95, $P=.76$) and acrophase ($–1.92$ milliseconds, 95% CI $–3.68$ to $–0.02$; $–2.49$ milliseconds, 95% CI $–4.37$ to $–0.33$, $P=.62$) of the circadian rhythm of SDNN were observed, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter (milliseconds), mean (95% CI)</th>
<th>Participants diagnosed with COVID-19</th>
<th>Participants not diagnosed with COVID-19</th>
<th>Difference (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MESOR$^a$</td>
<td>43.57 (41.40 to 45.40)</td>
<td>42.46 (38.90 to 45.79)</td>
<td>$–1.12$ ($–4.22$ to 1.73)</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>Amplitude</td>
<td>5.30 (4.97 to 5.65)</td>
<td>1.23 (–1.94 to 3.11)</td>
<td>$–4.07$ ($–7.29$ to $–2.07$)</td>
<td>.006$^b$</td>
<td></td>
</tr>
<tr>
<td>Acrophase</td>
<td>$–2.44$ ($–2.49$ to $–2.39$)</td>
<td>$–2.23$ ($–2.22$ to $–4.24$)</td>
<td>0.22 (–1.74 to 2.43)</td>
<td>.80</td>
<td></td>
</tr>
</tbody>
</table>

$^a$MESOR: midline statistic of rhythm.

$^b$Italic text indicates statistical significance.
Figure 1. Relationship between HRV circadian rhythm and COVID-19 status. Timeline (A) illustrates HRV measures from the time of COVID-19 diagnosis via nasal swab PCR test and during the following 2 weeks after subjects were deemed to be COVID-19–positive and were compared with measurements outside this window, where subjects were deemed to be COVID-19–negative. Daily HRV rhythm (B) on days with positive and negative COVID-19 diagnoses. Plots (C) showing the means and 95% confidence intervals for the parameters defining the circadian rhythm, acrophase, amplitude and MESOR, on days with positive and negative COVID-19 diagnoses. Daily HRV patterns (D, E) for days on which subjects were healthy, 7 days before a positive COVID-19 test, 7 days after a positive COVID-19 test, and 7-14 days after a positive COVID-19 test. Means and 95% confidence intervals for the acrophase, amplitude, and MESOR of the HRV measured on days when participants were healthy, 7 days before a positive COVID-19 test, 7 days after a positive COVID-19 test, and 7-14 days after a positive COVID-19 test. *P < .10, **P < .05, ***P < .01, ****P < .001, ns: not significant. HRV: heart rate variability; MESOR: midline statistic of rhythm; SDNN: standard deviation of the interbeat interval of normal sinus beats.
### Table 3. Comparison of heart rate variability parameters based on the time periods before and after diagnosis.

<table>
<thead>
<tr>
<th>Parameter and first period relative to COVID-19 diagnosis</th>
<th>Value (milliseconds), mean (95% CI)</th>
<th>Second period relative to COVID-19 diagnosis</th>
<th>Value (milliseconds), mean (95% CI)</th>
<th>Difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MESOR(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>40.56 (35.98 to 45.46) Uninfected</td>
<td>43.58 (41.88 to 45.37)</td>
<td>−3.03 (−6.98 to 1.02)</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>40.77 (36.44 to 45.42) Uninfected</td>
<td>43.58 (41.88 to 45.37)</td>
<td>−2.81 (−6.73 to 1.10)</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>7-14 days after</td>
<td>43.80 (40.01 to 47.65) Uninfected</td>
<td>43.58 (41.88 to 45.37)</td>
<td>0.22 (−3.39 to 3.73)</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>40.56 (35.98 to 45.46) 7-14 days after</td>
<td>43.80 (40.01 to 47.65)</td>
<td>−3.24 (−9.63 to 3.33)</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>40.77 (36.44 to 45.42) 7-14 days after</td>
<td>43.80 (40.01 to 47.65)</td>
<td>−3.03 (−6.98 to 1.02)</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>40.77 (36.44 to 45.42) 7 days before</td>
<td>40.56 (35.98 to 45.46)</td>
<td>0.217 (−3.39 to 3.73)</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>Amplitude</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>0.29 (−4.68 to 1.73) Uninfected</td>
<td>5.31 (4.95 to 5.67)</td>
<td>−5.02 (−10.14 to −3.58)</td>
<td>.01(^b)</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>1.22 (−2.60 to 3.25) Uninfected</td>
<td>5.31 (4.95 to 5.67)</td>
<td>−4.09 (−7.87 to −1.93)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>7-14 days after</td>
<td>3.80 (−0.64 to 7.88) Uninfected</td>
<td>5.31 (4.95 to 5.67)</td>
<td>−1.51 (−5.79 to 2.35)</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>0.29 (−4.68 to 1.73) 7-14 days after</td>
<td>3.80 (−0.64 to 7.88)</td>
<td>−5.31 (−10.50 to 0.22)</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>1.22 (−2.60 to 3.25) 7-14 days after</td>
<td>3.80 (−0.64 to 7.88)</td>
<td>−2.58 (−8.44 to 2.08)</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>1.22 (−2.60 to 3.25) 7 days before</td>
<td>0.29 (−4.68 to 1.73)</td>
<td>0.93 (−1.92 to 5.83)</td>
<td>.58</td>
<td></td>
</tr>
<tr>
<td>Acrophase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>−1.67 (−3.78 to 1.19) Uninfected</td>
<td>−2.44 (−2.49 to −2.39)</td>
<td>0.78 (−1.4 to 3.62)</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>−0.53 (−2.39-5.89) Uninfected</td>
<td>−2.44 (−2.49 to −2.39)</td>
<td>1.92 (0.03 to 8.13)</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>7-14 days after</td>
<td>−2.63 (−3.95 to 1.19) Uninfected</td>
<td>−2.44 (−2.49 to −2.39)</td>
<td>−0.19 (−1.39 to 1.16)</td>
<td>.70</td>
<td></td>
</tr>
<tr>
<td>7 days before</td>
<td>−1.67 (−3.78 to 1.19) 7-14 days after</td>
<td>−2.63 (−3.95 to 1.19)</td>
<td>0.96 (−1.85 to 4.32)</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>−0.53 (−2.39 to 5.89) 7-14 days after</td>
<td>−2.63 (−3.95 to 1.19)</td>
<td>2.10 (0.10 to 8.29)</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>7 days after</td>
<td>−0.53 (−2.39 to 5.89) 7 days before</td>
<td>−1.67 (−3.78 to 1.19)</td>
<td>1.14 (−1.34 to 7.27)</td>
<td>.58</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MESOR: midline statistic of rhythm.
\(^b\)Italic text indicates statistical significance.

### Identification and Prediction of COVID-19 Symptoms

Of the 297 participants, 165 (55.6%) reported developing a symptom during the follow-up period, with the greatest number of participants reporting feeling tired or weak (n=87, 29.3%), followed by headaches (n=82, 27.6%) and sore throat (n=60, 20.2%) (Table 4). Evaluating the days on which participants experienced symptoms, we found that loss of smell or taste was reported the most frequently, with a mean of 138 days. This was followed by feeling tired or weak, reported for a mean of 25 days, and runny nose, reported for a mean of 19.5 days (Figure 2).

The mean MESOR, acrophase, and amplitude observed in the circadian SDNN patterns of participants on the first day they experienced a symptom and on all other days of follow-up are reported in Table 5. There was a significant difference between the mean MESOR of the circadian SDNN pattern on the first day of symptoms (46.01 milliseconds, 95% CI 26.50-29.50) compared to all other days (35.00 milliseconds, 95% CI 24.50-45.50) (Figure 3A-C). Out of the 165 participants reporting symptoms during the follow-up period, 36 participants (21.2%) reported experiencing a symptom graded as 6 or higher on a 10-point scale. The impact of the severity of a symptom on the HRV was evaluated by comparing HRV metrics in participants with symptoms graded as a 6 or higher versus those with symptoms graded 5 or less. There was a significant difference between the mean amplitude (P=.02) and MESOR (P=.01) of the circadian SDNN pattern in subjects with low symptom severity (amplitude 9.39 milliseconds, 95% CI 7.41-11.02; MESOR 42.82 milliseconds, 95% CI 38.65-47.19) and high symptom severity (amplitude 4.74 milliseconds, 95% CI 3.39-6.09; MESOR 36.15 milliseconds, 95% CI 31.11-41.34). There was no significant difference in the acrophase between those with low symptom severity (−2.43 ms, 95% CI −1.69 to −3.39) and high symptom severity (−2.49 milliseconds, 95% CI −1.67 to −3.42).

The mean MESOR, acrophase, and amplitude observed in the circadian SDNN patterns of participants on the day before symptoms developed, on the first day of the symptom, on the
day following the first day of the symptom, and on all other
days are reported in Table 6. Significant changes in the circadian
SDNN pattern were observed, specifically in the mean amplitude
\( (P=0.04) \), when comparing participants on the first day of the
symptom (3.07 milliseconds, 95% CI 0.88 to 5.22) to all other
days (5.32 milliseconds, 95% CI 4.99 to 5.66). Excluded from
this analysis were the day prior to and the day after the first
symptomatic day. Changes in SDNN characteristics trended
toward significance prior to the development of symptoms.
Specifically, the differences in the mean amplitude of the
circadian SDNN pattern trended toward significance when
comparing the day prior to symptom development (2.92
milliseconds, 95% CI 0.50 to 5.33) with all other days (5.32
milliseconds, 95% CI 4.99 to 5.66; \( P=0.06 \)). Again, the first day
of the symptom and the day after the first symptomatic day were
excluded from the analysis. Additionally, there was a trend
among significant changes when comparing the amplitude of the SDNN
circadian pattern between participants during the first day of
the symptom (3.07 milliseconds, 95% CI 0.88 to 5.22) with that
one day after the first symptom was reported (5.47 milliseconds,
95% CI 3.16 to 7.76; \( P=0.56 \)). Excluded from the analysis were
the day prior to symptom development and all other days. There
were no other significant differences between the MESOR,
amplitude, or acrophase of the circadian rhythm of the SDNNs
when comparing participants on the day before symptoms
developed, on the first day of the symptom, on the day following
the first day of the symptom, or on all other days (Figure 3D-E).

Table 4. Number of participants reporting each symptom (N=297).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever or chills</td>
<td>11 (3.7)</td>
</tr>
<tr>
<td>Fatigue or weakness</td>
<td>87 (29.3)</td>
</tr>
<tr>
<td>Body aches</td>
<td>47 (15.8)</td>
</tr>
<tr>
<td>Dry cough</td>
<td>32 (10.8)</td>
</tr>
<tr>
<td>Sneezing</td>
<td>52 (17.5)</td>
</tr>
<tr>
<td>Runny nose</td>
<td>43 (14.4)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>33 (11.1)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>60 (20.2)</td>
</tr>
<tr>
<td>Headache</td>
<td>82 (27.6)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>11 (3.7)</td>
</tr>
<tr>
<td>Loss of smell or taste</td>
<td>5 (1.7)</td>
</tr>
<tr>
<td>Itchy eyes</td>
<td>53 (17.8)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (8.8)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages add to >100% because participants could report one or more symptoms.

Figure 2. Number of symptom days per participant when evaluating days on which participants reported symptoms.
Table 5. Heart rate variability parameters on the first day of reported symptoms compared to all other symptom-free days.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value on the first day of symptoms (milliseconds), mean (95% CI)</th>
<th>Value on all other days (milliseconds), mean (95% CI)</th>
<th>Difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MESORa</td>
<td>46.01 (43.37 to 48.77)</td>
<td>43.48 (41.77 to 45.27)</td>
<td>2.53 (0.82 to 4.36)</td>
<td>.01 b</td>
</tr>
<tr>
<td>Amplitude</td>
<td>2.58 (0.26 to 5.00)</td>
<td>5.30 (4.95 to 5.66)</td>
<td>−2.73 (−5.16 to 0.31)</td>
<td>.01</td>
</tr>
<tr>
<td>Acrophase</td>
<td>−2.21 (−2.83 to −1.58)</td>
<td>−2.44 (−2.49 to −2.39)</td>
<td>0.24 (−0.38 to 0.88)</td>
<td>.44</td>
</tr>
</tbody>
</table>

aMESOR: midline statistic of rhythm.

bItalic text indicates statistical significance.

Figure 3. Relationship between HRV circadian rhythm and symptom onset. Timeline (A) illustrates the timing of symptom onset; the HRV profiles of the day of the first symptom are compared to all other days. Daily HRV rhythm (B) on the day of the first symptom and nonsymptomatic or late-symptom days. Plots (C) showing means and 95% confidence intervals for the parameters defining the circadian rhythm, acrophase, amplitude, and MESOR, on first symptom and nonsymptomatic or late-symptomatic days. Daily HRV pattern (D) for nonsymptomatic or late-symptomatic days, the day before the first symptom, the day of the first symptom, and the day after the first symptom. Means and 95% confidence intervals for the acrophase, amplitude, and MESOR of the HRV measured on nonsymptomatic or late-symptomatic days, the day before the first symptom, the day of the first symptom, and the day after the first symptom. *P<.10, **P<.05, ***P<.01, ****P<.001, ns, not significant. HRV: heart rate variability; MESOR: midline statistic of rhythm; SDNN: standard deviation of the interbeat interval of normal sinus beats.
### Table 6. Comparison of heart rate variability parameters based on symptom state and the time periods before and after the first day of reported symptoms.

<table>
<thead>
<tr>
<th>Parameter and first symptom state</th>
<th>Value (milliseconds), mean (95% CI)</th>
<th>Second symptom state</th>
<th>Value (milliseconds), mean (95% CI)</th>
<th>Difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MESOR(^a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 day after first symptom day</td>
<td>44.52 (42.05 to 46.94)</td>
<td>Asymptomatic</td>
<td>43.49 (41.74 to 45.21)</td>
<td>1.03 (–0.64 to 2.67)</td>
<td>.21</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>43.84 (41.41 to 46.15)</td>
<td>Asymptomatic</td>
<td>43.49 (41.74 to 45.21)</td>
<td>0.34 (–1.46 to 2.23)</td>
<td>.73</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>44.87 (42.42 to 47.18)</td>
<td>Asymptomatic</td>
<td>45.49 (41.74 to 45.21)</td>
<td>1.37 (–0.24 to 3.04)</td>
<td>.11</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>43.84 (41.41 to 46.15)</td>
<td>1 day after first symptom day</td>
<td>44.52 (42.05 to 46.94)</td>
<td>–0.69 (–3.72 to 2.47)</td>
<td>.66</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>44.87 (42.42 to 47.18)</td>
<td>1 day after first symptom day</td>
<td>43.84 (41.41 to 46.15)</td>
<td>0.34 (–1.46 to 2.23)</td>
<td>.73</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>44.87 (42.42 to 47.18)</td>
<td>1 day before first symptom day</td>
<td>44.87 (42.42 to 47.18)</td>
<td>1.03 (–0.64 to 2.67)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Amplitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 day after first symptom day</td>
<td>5.47 (3.16 to 7.76)</td>
<td>Asymptomatic</td>
<td>5.32 (4.99 to 5.66)</td>
<td>0.15 (–2.21 to 2.37)</td>
<td>.91</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>2.92 (0.50 to 5.33)</td>
<td>Asymptomatic</td>
<td>5.32 (4.99 to 5.66)</td>
<td>–2.40 (–4.75 to –0.07)</td>
<td>.06</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>3.07 (0.88 to 5.22)</td>
<td>Asymptomatic</td>
<td>5.32 (4.99 to 5.66)</td>
<td>–2.25 (–4.38 to –0.27)</td>
<td>.04 (^b)</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>2.92 (0.50 to 5.33)</td>
<td>1 day after first symptom day</td>
<td>5.47 (3.16 to 7.76)</td>
<td>–2.55 (–6.64 to 1.65)</td>
<td>.25</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>3.07 (0.88 to 5.22)</td>
<td>1 day after first symptom day</td>
<td>5.47 (3.16 to 7.76)</td>
<td>–2.40 (–4.75 to –0.06)</td>
<td>.06</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>3.07 (0.88 to 5.22)</td>
<td>1 day before first symptom day</td>
<td>2.92 (0.50 to 5.33)</td>
<td>0.15 (–2.20 to 2.37)</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Acrophase</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 day after first symptom day</td>
<td>–2.30 (–2.60 to –2.00)</td>
<td>Asymptomatic</td>
<td>–2.45 (–2.50 to –2.39)</td>
<td>0.14 (–0.15 to 0.44)</td>
<td>.33</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>–2.52 (–3.31 to –1.71)</td>
<td>Asymptomatic</td>
<td>–2.45 (–2.50 to –2.39)</td>
<td>–0.08 (–0.79 to 0.66)</td>
<td>.86</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>–2.26 (–2.73 to –1.79)</td>
<td>Asymptomatic</td>
<td>–2.45 (–2.50 to –2.39)</td>
<td>0.19 (–0.24 to 0.63)</td>
<td>.36</td>
</tr>
<tr>
<td>1 day before first symptom day</td>
<td>–2.52 (–3.31 to –1.71)</td>
<td>1 day after first symptom day</td>
<td>–2.30 (–2.60 to –2.00)</td>
<td>–0.22 (–1.11 to 0.70)</td>
<td>.63</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>–2.26 (–2.73 to –1.79)</td>
<td>1 day after first symptom day</td>
<td>–2.30 (–2.60 to –2.00)</td>
<td>0.04 (–0.36 to 0.46)</td>
<td>.86</td>
</tr>
<tr>
<td>First day of symptom</td>
<td>–2.26 (–2.73 to –1.79)</td>
<td>1 day before first symptom day</td>
<td>–2.52 (–3.31 to –1.71)</td>
<td>0.26 (–0.40 to 0.92)</td>
<td>.41</td>
</tr>
</tbody>
</table>

\(^a\)MESOR: midline statistic of rhythm.
\(^b\)Italic text indicates statistical significance.

### Discussion

#### Principal Results and Comparison with Prior Work

In this prospective study, longitudinally evaluated HRV metrics were found to be associated with a positive SARS-CoV-2 diagnosis and COVID-19 symptoms. Significant changes in these metrics were observed 7 days prior to the diagnosis of COVID-19. To the best of our knowledge, this is the first study to demonstrate that physiological metrics derived from a commonly worn wearable device (Apple Watch) can identify and predict SARS-CoV-2 infection prior to diagnosis with a SARS-CoV-2 nasal swab PCR test. These preliminary results identify a novel, easily measured physiological metric that may aid in the tracking and identification of SARS-CoV-2 infections.

Current means to control COVID-19 spread rely on case isolation and contact tracing, which have played major roles in the successful containment of prior infectious disease outbreaks [18-20]. However, due to the variable incubation period, high percentage of asymptomatic carriers, and infectivity during the presymptomatic period of COVID-19, containment of the disease has been challenging [21]. This has further limited the utility of systematic screening technologies reliant on vital sign assessment or self-reporting of symptoms [7]. Advances in digital health provide a unique opportunity to enhance disease containment. Wearable devices are commonly used and well accepted for health monitoring [9,22]. Commercially available devices are able to continually collect several physiological parameters. Unlike app-based platforms, wearable devices have the advantage of not requiring users to actively participate aside from regular use of the device. Prior to the COVID-19
pandemic, population-level data from the Fitbit wearable device demonstrated effectiveness of real-time geographic surveillance of influenza-like illnesses through the assessment of physiological parameters [23]. This concept was recently expanded during the COVID-19 pandemic by Quer and colleagues [10], who demonstrated that the combination of symptom-based data with resting heart rate and sleep data from wearable devices was superior to relying on symptom-based data alone to identify COVID-19 infections.

HRV has been shown to be altered during illnesses, with several small studies demonstrating changes in HRV associated with and predictive of the development of infection [24]. Ahmad and colleagues [16] followed 21 subjects undergoing bone marrow transplant, and they found a significant reduction in root mean square successive difference metrics prior to the clinical diagnosis of infection. Furthermore, wavelet HRV was noted to decrease by 25% on average 35 hours prior to a diagnosis of sepsis in 14 patients. In another study in 100 infants [15], significant HRV changes were noted 3-4 days preceding sepsis or systemic inflammatory response syndrome, with the largest increase being seen 24 hours prior to development. Building on these observations demonstrating that ANS changes accompany or precede infection, our team launched the Warrior Watch Study.

We demonstrated that significant changes in the circadian pattern of HRV, specifically the amplitude of SDNN, were associated with a positive COVID-19 diagnosis. Interestingly, when we compared these changes over the 7 days preceding the diagnosis of COVID-19, we continued to see significant alterations in amplitude when compared to individuals without COVID-19. This demonstrates the predictive ability of this metric to identify infection. Additionally, most participants diagnosed with COVID-19 in our cohort were asymptomatic. We demonstrated that there was no difference in changes in HRV metrics between participants with and without symptomatic COVID-19 infections. These findings support the utility of using wearable technology to identify COVID-19 infections, even in asymptomatic individuals. When we followed individuals 7-14 days after diagnosis with COVID-19, we found that the circadian HRV pattern began to normalize and was no longer statistically different from an uninfected pattern. As an exploratory analysis, we evaluated how HRV was impacted by symptoms associated with a COVID-19 diagnosis, as individuals may not be tested despite experiencing symptoms. We found significant changes in the amplitude of the circadian HRV pattern on the first day of symptoms, with a trend toward statistical significance on the days before and after symptoms were reported. Similarly, we found significant changes in HRV when we stratified subjects based on severe or nonsevere symptom severity. Taken together, these findings highlight the possible use of HRV collected via wearable devices to identify and predict COVID-19 infection.

Limitations
There are several limitations to our study. First, the number of participants who were diagnosed with COVID-19 in our cohort was small, limiting our ability to determine how predictive HRV can be of infection. However, these preliminary findings support the further evaluation of HRV as a metric to identify and predict COVID-19 and warrant further study. An additional limitation is the sporadic collection of HRV by the Apple Watch. Although our statistical modeling was able to account for this, a denser dataset would enable expanded evaluation of the relationship between this metric and infections/symptoms. The Apple Watch also only provides HRV in one time domain (SDNN), limiting assessment of the relationship between other HRV parameters with COVID-19 outcomes. Additionally, we did not capture the times of day during which participants were awake or sleeping. Therefore, fluctuations in sleep patterns may have impacted some HRV readings and could not be controlled in the analysis. Finally, an additional limitation is that we relied on self-reported data in this study, precluding independent verification of COVID-19 diagnosis.

Conclusions
In summary, we demonstrated a relationship between longitudinally collected HRV acquired from a commonly used wearable device and SARS-CoV-2 infection. These preliminary results support the further evaluation of HRV as a biomarker of SARS-CoV-2 infection by remote sensing. Although further study is needed, our findings may enable the identification of SARS-CoV-2 infection during the presymptomatic period, in asymptomatic carriers, and prior to diagnosis by a SARS-CoV-2 nasal swab PCR test. These findings warrant further evaluation of this approach to track and identify COVID-19 infections and possibly other types of infection.
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Abstract

Background: Management of chronic conditions entails numerous activities in both clinical and daily living settings. Activities across these settings interact, creating a high potential for a gap to occur if there is an inconsistency or disconnect between controlled clinical settings and complex daily living environments.

Objective: The aim of this study is to characterize gaps (from the patient’s perspective) between health-related activities across home-based and clinical settings using anticoagulation treatment as an example. The causes, consequences, and mitigation strategies (reported by patients) were identified to understand these gaps. We conceptualized gaps as latent phenomena (ie, a break in continuity).

Methods: Patients (n=39) and providers (n=4) from the anticoagulation clinic of an urban, western mountain health care system were recruited. Data were collected through primary interviews with patients, patient journaling with tablet computers, exit interviews with patients, and provider interviews. Data were analyzed qualitatively using a theory-driven approach and framework method of analysis.

Results: The causes of gaps included clinician recommendations not fitting into patients’ daily routines, recommendations not fitting into patients’ living contexts, and information not transferred across settings. The consequences of these gaps included increased cognitive and physical workload on the patient, poor patient satisfaction, and compromised adherence to the therapy plan. We identified resources and strategies used to overcome these consequences as patient-generated strategies, routines, collaborative management, social environment, and tools and technologies.

Conclusions: Understanding gaps, their consequences, and mitigating strategies can lead to the development of interventions that help narrow these gaps. Such interventions could take the form of collaborative health information technologies, novel patient and clinician education initiatives, and programs that strongly integrate health systems and community resources. Current technologies are insufficient to narrow the gaps between clinical and daily living settings due to the limited number and types of routines that are tracked.

(J Med Internet Res 2021;23(2):e17590) doi:10.2196/17590
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Introduction

Background
For patients with chronic conditions, health management is a continuous effort [1]. Management of chronic conditions entails numerous activities in both clinical (eg, developing plans of care) and daily living settings (eg, assessing medication side effects, controlling food intake) [2]. Activities across these settings interact [3-5], creating a high potential for a gap to occur if there is an inconsistency or disconnect between controlled clinical settings and complex daily living environments. We conceptualized gap as a break in continuity in the performance of health-related activities across clinical and daily living settings. A gap between health-related activities across settings is a latent phenomenon that can be identified or addressed only after precursors have surfaced or effects have been manifested (eg, when suboptimal health outcomes have occurred). As an example of a gap [4], medication prescription is a part of the clinical workflow that requires coordination with the patient’s daily living environment. Not incorporating daily living information to tailor therapy could lead to nonadherence. The study by Ozkaynak et al [4] provides more information on the definition of a gap. Identifying the specific points where a health care regimen can or must be modified is possible only if all health-related activities in both settings are considered part of a health care continuum [4-8]. Adding a gap construct to known models and frameworks may allow for a better comparison between theoretical and real-world management systems for patients.

This study aims to understand why these gaps occurred, what effects they produced, and preventative or remedial actions. The work was guided by the Infinicare framework [4], a theoretical perspective that highlights the need for integration of health-related activities across care delivery settings and accounts for patient-specific contextual features. The Infinicare framework has 3 principles. First, clinic-based health-related activities shape or influence activities in the context of daily living. Second, health-related activities within daily life inform activities in the context of the clinical setting [4]. Third, the Infinicare framework highlights the importance of context and operationalizes it by incorporating 4 different contextual dimensions: physical, organizational, social, and cultural. These 4 dimensions of context interdependently affect health-related activities in both clinical and daily living settings. The Infinicare framework posits that health and health care have no strict temporal or physical boundaries.

Literature Review
Connecting Fragmented Health Care Services for Continuity of Care
Traditional studies of fragmentation within health care delivery and continuity of care focus exclusively on the clinical setting and demonstrate the adverse consequences that result from a failure either to deferagment or to establish continuity of health care services [9,10]. Interventions (eg, secure messaging, mHealth, communication skill building) designed to address gaps across clinical settings have improved outcomes [11-14].

Our work seeks to expand this paradigm by understanding latent gaps through precursors and consequences that occur between clinical and daily living settings. Approaches such as patient-oriented workflow [15], patient journey [16], and adherence work [17] posit that health-related activities in the clinical and daily living settings are parts of a broader workflow. Research connecting clinical and home settings has focused on postacute care as related to hospital discharge. Gaps that occurred after hospital discharge (for both acute and chronic conditions) have focused on adverse drug events, avoidable hospitalizations, and medical errors [18,19]. A limited number of studies have examined the interplay between clinical care and self-management in the daily living environment [3,17,20]. Identifying factors that contribute to gaps [18] can inform interventions such as standardized communication protocols [21], secure messaging [22], personal health records [1], medication reconciliation strategies [23], patient and family education [24], community-based support [24], and patient navigators [25].

Interventions for continuity of care across settings have been institution centric [26]. These interventions (eg, discharge planning, home-visiting programs) are not necessarily tailored to an individual’s unique daily living circumstances, which obviates a thorough understanding of how these interventions may affect therapy and patient outcomes. Moreover, being institution centric, these interventions focus on the clinician rather than emphasizing patient-clinician collaboration as the driver of optimal outcomes [27,28]. Models and frameworks to describe daily living–related barriers to adherence have been developed (eg, patient work system [2]).

The study of gaps across settings is more challenging, as it requires the application of methods for studying continuity of care in clinical to daily living settings, the latter having more variability [5,29]. Variabilities include individual characteristics (eg, preferences, values), physical environment, social environment, cultural factors, and organizational (eg, community) resources. A study of older adult patients with heart failure applied a work system to patient-performed work in self-management. This study highlighted the interaction between systemic components (eg, tasks, technology) in which the patient was embedded [2]. However, more research is needed to examine differences in how the patient work system is conceptualized to pinpoint gaps, the consequences of gaps, and strategies for addressing these areas.

Collaborative Health Information Technologies
We define collaborative health information technology (HIT) as an information technology (IT) that has a full functional interface with clinicians, patients, and all other care partners. Collaborative HIT refers to a combination of connected technologies (eg, personal health records, electronic health records [EHRs], mHealth apps, social media) or an ecosystem [30]. The use of collaborative HIT can potentially provide business value, socio-organizational value, technical process, and evolution value [31].

Collaborative HIT [32] is underdeveloped in terms of facilitating education, integrating resources, and allowing for information exchange [30]. For example, provider access to patient-generated
data and patient access to personal health information are limited. This study is timely in that isolating and capturing gaps in health care delivery will inform the design of collaborative HIT for use by both patients and clinicians.

Most informatics tool-design models begin with a needs assessment [33,34]. To our knowledge, previous systematic, large-scale, qualitative needs assessments for health IT design have focused on either clinical activities or supporting health-related activities in daily life, not the space or gaps between these areas [35,36]. Consequently, the purpose of this study is to characterize gaps between clinical and health-related activities in daily life, using anticoagulation treatment as an example. This study is timely given that collaborative HIT is in its very early stages of development [30].

The contributions of this study include the following: a systematic exploration of reasons for gaps, consequences of gaps between diverse settings, strategies for stopping these gaps via a systems framework, and a patient-oriented workflow approach. Study findings have the potential to influence how existing interventions could be reimagined or expanded through design recommendations for collaborative health IT [37-39].

Case Exemplar

Anticoagulation therapy with warfarin is a particularly rich example for understanding gaps between clinics and daily life [7]. It requires strict adherence by patients and collaboration with providers, as frequent dosing adjustments are often necessary [40]. Food and alcohol affect dosing; therefore, a strict limitation of foods high in vitamin K and limiting alcohol intake is required. Moreover, contextual factors such as family support, ability to purchase food, and avoidance of specific foods that can affect therapy must be considered. Monitoring the therapeutic dose of warfarin is achieved by measuring blood levels for clotting. The international normalized ratio (INR) is a measure that evaluates the therapeutic range of anticoagulation [41]. Patients require testing in the clinic setting as often as several times a week, as home anticoagulant monitoring was not available at the site studied. Warfarin or Coumadin interacts with common antibiotics; therefore, communication is essential by the patient with their non–clinic-based providers (eg, dentist, podiatrist) ordering an antibiotic. Good communication between the provider and patient about testing results and dosing decisions is crucial. A wrong dose can result in serious bleeding, thromboembolic events, and medical complications from the underlying medical problem for which the anticoagulant was ordered. Examining gaps in optimal treatment can reveal clinician, patient, and system-related factors leading to suboptimal dosing and inform interventions.

We recognize that the dynamics of other chronic conditions (eg, diabetes, HIV) may differ from anticoagulation management. The findings and design guidelines based on anticoagulation, however, have the potential to be translated where HIT supports self-management activities in individualized therapy plans across patient conditions.

Methods

Study Design

We used a qualitative study design to examine and characterize gaps between health-related activities across diverse settings. Qualitative design allows for exploring and gathering rich descriptions of the phenomena of interest (ie, gap) in a context. Data were collected from patients and providers (clinical pharmacists) in a single academic, hospital-based anticoagulation clinic through interviews and journaling. Data were analyzed qualitatively. This study was approved by the Colorado Multiple Institutional Review Board.

The Infinicare framework [4] shaped this study in 2 ways: (1) it guided the development of the data collection tools by ensuring that data were collected on basic components (eg, health-related activities in daily living and clinical settings and social, organizational, physical, and cultural context); and (2) guided data analysis through use of select Infinicare constructs (eg, daily routines, challenges of self-management, clinicians’ understanding of the patient’s daily living environment) for the initial codes.

Settings and Sample

Patients were recruited from the anticoagulation clinic of an urban, western mountain health system in the United States. The clinic provides outpatient care and is staffed by 4 clinical pharmacists. The primary medication used by the clinic was warfarin, an anticoagulant in pill form. Most clinic visits were face-to-face; however, phone visits also took place.

Exclusion criteria were individuals younger than 20 years of age. In an effort to approximate a real-world setting, participants with comorbid medical conditions, mental health conditions, substance use disorders, or pregnancy were eligible for inclusion. We used a stratified sampling strategy to ensure that we recruited older adult patients as well as younger patients of both genders and those both new and experienced with anticoagulation therapy. One participant’s first language was Spanish, for which a bilingual translator was used for data collection.

Recruitment

Fliers were posted in the clinic with information about the objective of the study, sponsors, principal investigator, institutional review board approval number, and contact information for the research team. Interested participants called the dedicated phone number to provide their contact information. This information was accessed only by the research team, who called to verify that the prospective participant met the inclusion criteria.

Data Collection

Data were collected (Textbox 1) first from primary interviews with patients, followed by patient journaling on tablet computers and exit interviews. We conducted provider interviews as the last step in data collection. Data from exit interviews with patients and provider interviews were collected to obtain both views. Figure 1 summarizes the data collection methods and how the different methods related to each other. Complete data collection was informed by a systematic exploration of reasons for gaps, consequences of gaps between diverse settings, strategies for stopping these gaps via a systems framework, and a patient-oriented workflow approach.
(primary interviews, journaling, and exit interviews) were obtained from 90% (35/39) of patients (4 completed only the primary interviews). Four providers participated in the in-person interviews. Each patient interview (primary and exit) was conducted in person by the first (MO) and third authors (KH). These interviews occurred in a private meeting room in the College of Nursing, which is in the same campus as the anticoagulation clinic.

Textbox 1. Steps in data collection and information elicited.

<table>
<thead>
<tr>
<th>Step 1: Primary interviews (patient data collected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Care received by provider</td>
</tr>
<tr>
<td>• Social &amp; physical environment</td>
</tr>
<tr>
<td>• Health-related activities</td>
</tr>
<tr>
<td>• Tools and technologies used</td>
</tr>
<tr>
<td>• Challenges and facilitators carrying out activities</td>
</tr>
<tr>
<td>• Interaction between clinical and daily activities</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 2: Journaling (patient data collected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Health-related activities</td>
</tr>
<tr>
<td>• People involved</td>
</tr>
<tr>
<td>• Social, cultural, and physical contexts in home</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 3: Exit interviews (patient data collected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Further exploration of issues discussed in Steps 1 and 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 4: Provider interviews (provider data collected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Evaluation of health-related activities</td>
</tr>
<tr>
<td>• Description of clinical processes, policies, and development of therapy plan</td>
</tr>
<tr>
<td>• Provider</td>
</tr>
</tbody>
</table>

Figure 1. Data collection tools.

Those conducting the interviews used a predetermined list of questions; however, participants were also asked follow-up questions for clarification and to gain additional insights. **Primary patient interviews** provided information related to: (1) the care they received in the anticoagulation clinic; (2) their social, cultural, organizational, and physical environment; (3) daily health-related activities; (4) tools and technology they used to support these activities; (5) challenges and facilitators while conducting these activities; and (6) manner in which clinic-based health-related activities shape or influence activities in daily living contexts and health-related activities within daily life inform activities in the clinical context. **Journaling** provided...
data about health-related activities, the people involved in the activities, the temporal organization of the activities at home and other daily living settings, and the social, organizational, cultural, and physical contexts in which the activities occurred. Journaling also partially mitigated the recall bias. Journaling was accomplished by a tablet application that made voice entry possible. The application also moved all audio recordings to secure servers to facilitate data collection and analysis. Patients were provided approximately 20 min of training on the use of the tablet and the app. During the training, participants were instructed on how the journaling app worked, and the researcher reviewed the 11 guiding questions with participants. Participants were asked to journal at least every 2 days for a month and provided the telephone number of the research line in the event they needed assistance. Patients were given an option to keep the tablet computer as a thank for participating. Exit interviews were conducted with the patients after they completed journaling and explored issues that had been mentioned in the primary interview and journals. Exit interviews (Step 3) were conducted in person in the same room as primary interviews, with information used for triangulation. Patient primary and exit interviews averaged 48 and 20 min, respectively. Provider (pharmacist) interviews (n=4) lasted approximately 73 min. During this time, health-related daily living activities reported by the patients were explored and a description of the clinical processes, clinical policies, development of therapy plans, and provider perspectives dealing with challenges related to adherence of the patient.

We received consent from 39 patients for the primary patient interviews, journaling, and exit interviews and received consent from the pharmacists for provider interviews. For all of the data collection, any reference to a personal identifier (eg, names of people, organization, etc) was removed.

Data Analysis

Interviews were transcribed verbatim professionally. The journal entries were reviewed and transcribed by KH. Qualitative analysis was based on a theory-driven approach [42] and the framework method of analysis by Gale et al [43]. The main concepts of the Infinicare framework [4] provided a priori codes, with additional codes identified inductively when textual elements did not fit within these predetermined codes [44,45]. The advantage of using an overarching framework was to increase the efficiency of the data analysis process and to build on prior studies. The advantage of deriving additional codes based on collected data allowed for better integration of the participant’s experiences.

Data from the 4 collection methods were coded, main themes were identified, and relationships between the main themes were examined. Data were managed using DEDOOS 5.1.18. The analysis included independent coding of approximately 10% of the data by MO and KH. During this coding, various code ideas were discussed in light of the broader study purpose, such as (1) the process and contextual components associated with care for anticoagulation management and (2) the potential disconnect between health-related activities in the clinical setting and outside the clinical setting. Coding was then reviewed by 3 team members (MO, KH, and RV) until consensus was reached, following which a codebook was developed [46]. The codebook included codes, the concepts that were represented by the codes, specifications (definition, inclusion, and exclusions as applicable), and examples. We also allowed simultaneous coding, meaning that multiple codes could be applied to a piece of text [47]. KH applied the codebook to the remainder of the data. MO then examined embedding the codes within the overarching categories, based on their content.

Results

Description of the Participants

Study participants ranged in age from 25 to 83 years and had been receiving anticoagulation therapy for 2 weeks to 26 years (Table 1). Most participants were women and White. Educational attainment varied, although most had a minimum education of a college or associate degree (30/39, 76%). Most participants lived with someone. The median household income was US $60,000; 3 of the 4 providers had a PharmD degree, the other had a BS degree. The average experience of the providers was 15 year.

The gaps are the operationalizable aspect of the Infinicare framework and can be more directly used to guide HIT development. Our analysis revealed 3 aspects of gaps: reasons, consequences, and strategies to overcome these gaps (Textbox 2).
Table 1. Patient participant demographics from anticoagulation clinic (N=39).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>56</td>
</tr>
<tr>
<td>Range</td>
<td>25-83</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>53 (16)</td>
</tr>
<tr>
<td><strong>Therapy duration</strong></td>
<td></td>
</tr>
<tr>
<td>Median (years)</td>
<td>3</td>
</tr>
<tr>
<td>Range</td>
<td>2 weeks to 26 years</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23 (59)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>27 (69)</td>
</tr>
<tr>
<td>African American</td>
<td>9 (23)</td>
</tr>
<tr>
<td><strong>Highest education degree, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Masters</td>
<td>7 (18)</td>
</tr>
<tr>
<td>College</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>15 (38)</td>
</tr>
<tr>
<td>High school</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>4 (10)</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Spouse only</td>
<td>12 (31)</td>
</tr>
<tr>
<td>Spouse and ≥1 child</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Family members or parents</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Roommates</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>60,000</td>
</tr>
</tbody>
</table>
Reasons for Gaps

The reasons for gaps were from 3 areas related to therapy recommendations: misfit with the patient’s daily routine, misfit within the context of daily living, and information was not transferred across settings.

**Recommendations Did Not Fit Into Patients’ Daily Routine**

Daily routine is a structured, temporal cycle of activities that occurs daily or in some instances weekly. Participants noted difficulty integrating new activities (eg, cognitive remembering to take medication and physical-going to appointments) into their existing personal routines. These new activities competed with other activities in terms of time, money, and attention (Table 2, Quote ID #1 [ID 1]). Having a busy schedule (multiple jobs and family-related responsibilities) further worsened the challenge and required devoting additional time to planning the day. This was particularly emphasized by participants as an issue in planning meals (ie, deciding what to cook or shop for) and monitoring food consumption. Participants reported changes from previous meal-planning routines or grocery shopping norms. However, new routines may not be integrated and adapted quickly. Those with comorbidities requiring multiple therapies have magnified this challenge. In the words of one participant, additional therapy-related activities to an already busy schedule “slows [them] down.” Activities necessitated by therapy recommendations only fit into strict daily routines. Weekends, travel, seasonal, or religious events made adherence difficult (ID 2).

Therapy recommendations were not easily integrated into social and extracurricular routines. Food choices influence the effectiveness of the anticoagulant, requiring changes to dietary habits not only for participants but also for their families. Alcohol consumption has a strong influence on dosing. As alcohol also serves as a social activity, therapy recommendations necessitated changes in social routines such as avoiding social situations where drinking occurred. Participants also avoided social engagements to evade potential questions about their health (ID 3). Finally, due to the potential for serious bleeding from trauma (a side effect of anticoagulation), participants reported relinquishing some hobbies (eg, mountain biking; ID 4) or work-related activities (eg, riding horses).
Table 2. Quotations supporting selection of categories and subcategories.

<table>
<thead>
<tr>
<th>Category, subcategories, and quote ID</th>
<th>Sample quotes</th>
<th>Source of quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons for gaps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapy recommendations do not fit into daily routine (additional cognitive and physical steps; busy life schedule is a challenge; planning changes; comorbidity; variation in routines; decreased social engagement; giving up some hobbies)</td>
<td>“It's nearly 8 o'clock and I'm just now getting home. I left the house at 6:30 this morning. I didn't pack a lunch and who knows what I ate in terms of vitamin K and now I have to go back to remember to figure out what I'm having for dinner, and I threw up because I'm still sick so that'll be fun to try to guess again today” (additional cognitive and physical steps; busy life schedule is a challenge; comorbidity)</td>
<td>Journaling</td>
</tr>
<tr>
<td></td>
<td>“I forgot to take my medication this morning at the normal time. Since I have the day off and the next day off with the holiday, I am on a little different schedule so I am going to have to be a little more conscious that I don’t start my day without taking my medication like I did today.” (planning changes; variation in routines)</td>
<td>Journaling</td>
</tr>
<tr>
<td></td>
<td>“Went to a new neighbors house they didn’t realize that I couldn’t drink. [I] didn’t want to explain it so just said that I was designated driver even though we were all just walking home, but I hate having to explain” (decreased social engagement)</td>
<td>Journaling</td>
</tr>
<tr>
<td></td>
<td>“… knowing I'm on Warfarin...they don’t want you to get lightheaded or anything like that. So I can't jog like I want to” (giving up some hobbies)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td>Therapy recommendations do not fit into patients' living contexts (social; organizational; physical; cultural; temporal)</td>
<td>“My husband wants to have a variety in the diet. I really can’t do that. I have to keep my vitamin K levels consistent. That’s the reason I tend to eat a lot of the same foods.” (social)</td>
<td>Journaling</td>
</tr>
<tr>
<td></td>
<td>“Sometimes I get frustrated because I need afternoon appointments, period. I need afternoon appointments and I have to try to get them on Thursdays as much as possible, because that is the only time transportation is available.” (organizational)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td></td>
<td>“It is one bedroom, so you don’t get any privacy and that is a little bit difficult.” (physical)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td></td>
<td>“I know my highest INR was 3.9 and it was after my stepdad passed away I hadn't been eating salads, I was back in Michigan for 10 days. Hadn't really been eating healthy. And definitely taking in more alcohol. That was kind of a scary thing. When you know that, it is wow! The possibility of if you had an accident and bleeding more would be greater.” (social)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td></td>
<td>“There’s been so much going on because of Christmas and New Years and my son's birthday. Which was hard for me, because with Christmas and shopping and everything else that was going on during the last month, it was a little difficult to stay on task.” (cultural; temporal)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td>Necessary information is not transferred across settings (insufficient transfer from the daily living to clinical settings; insufficient transfer from clinical settings to the daily living)</td>
<td>“I usually lie to [providers]. If they say have you missed a dose I say no. Cause it is just easier than saying well, actually 3 weeks ago I did. Or …I figure by then it doesn’t really make a difference. I’d probably tell them if it was within 48 hours that I missed a dose and my bloodwork was off. Then I'd probably confess to it.” (insufficient transfer from the daily living to clinical settings)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td></td>
<td>“A lot of challenges are misconceptions. Often patients will say, I can’t take this, I don't like taking Warfarin because I can’t do activities. I'm afraid I'm going to fall. I'm going to hit my head and have a fatal bleed. Whereas in reality, with Warfarin, you shouldn't let the medicine control your lifestyle... But we tell people to be safe.” (insufficient transfer from clinical settings to the daily living)</td>
<td>Provider interview</td>
</tr>
<tr>
<td>Consequences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional cognitive and physical patient workload (remembering; decision making; physical workload)</td>
<td>“the biggest one is probably just remembering to take [The medication]. Before being diagnosed with this, I never had anything that I had to take every single day.” (remembering)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td></td>
<td>“I was having problems managing taking my...Antibiotics! 2 hours before taking my other meds. My anticoag, the decision was either I skip the antibiotics, or I skip the anticoag. So I skipped the antibiotics. But that seemed to happen like 4 times this last month.” (decision making)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td></td>
<td>“And that is still a struggle with just being busy. And then also, in that, I have to kind of watch. If I know I'm going to be out of town, then I need to make sure not to run out of my prescription. To make sure I get things refilled and just being more strategic with the pharmacy and making sure I have refills and that I get there before I leave, if I'm going somewhere or something like that.” (physical workload)</td>
<td>Primary patient interview</td>
</tr>
</tbody>
</table>
Poor patient satisfaction (difficulties and inconvenience; frustration; overwhelmed)

15 “The best is definitely with the menstrual cycle. That is just something that is in my family. And it is just very, very heavy within our family. Heavy cycles. And if I continue to take the Coumadin during that time, for like 2 of the days, I literally cannot leave the house. It is just too heavy. So I have to stop during that time. And the previous providers just did not understand that.” (difficulties and inconvenience; frustration)

16 “It is getting better, but it is almost more of an annoyance at this point. That it is always there. That it is always part of what I have to think about. But it is just kind of become like your multiplication facts. You've memorized it. It's there. It is just part of memory space, at this point.” (frustration; overwhelmed)

Compromised adherence to therapy plan (unintentional; by choice)

17 “I forgot to fill my weekly pill tray. And so tonight I took the wrong dose and so I need to fill it up with the right dose.” (unintentional)

18 “Accepting the fact that sometimes I try to sneak like cranberry juice or grapefruit, like when no one is paying attention.” (by choice)

Strategies

Patient-generated strategies (self-adjusting the dose; green-alcohol balancing; timing of medication; remembering mechanisms)

19 “After dealing with [bleeding nose] for years I finally said I'm not doing it this way anymore and I started changing my own dosing, according to my symptoms.” (self-adjusting the dose)

20 “And when I was drinking, I was drinking, you know, quite a bit. Like daily almost. (laughing) And yeah, I was real cognizant of making sure I took in even more greens to counteract the alcohol” (green-alcohol balancing)

21 “Why 'The Price is Right?' Because it is something that helps me...I just woke up one day and I took it and the ‘Price Is Right’ was on. And then the next day I saw, oh well, the Price is Right is on, it's time to take it.” (timing of medication; remembering mechanisms)

Routines (medication use; food consumption)

22 “I take my Coumadin usually at 4:30 every afternoon. And that's when we feed the dogs. So it is kind of a routine. And when we are on the road, we do the same thing. The dogs have to be fed at 4:30. There ain't no ifs, ands or buts.” (medication use)

23 “I guess [providers] got it to be my routine. [providers] figured out what I need. And I tell them ok. I eat Pizza on Wed. Thurs. I'm going to have my Spinach. Friday I'm going to have chicken. Then I make soup. And you know? And then I pretty much...And I got on a new thing where I make Shrimp Louie. I try to have Shrimp Louie every week or two. And you know...So I guess my diet doesn't change a whole lot. Old Irish guy. Meat and potatoes. So that is kind of of where I think it makes it easy for me. I guess I'm kind of mundane and routine.” (food consumption)

Collaborative therapy management (patients being involved; plans around patients’ life; shared decision making; establishing trust)

24 “Every time I have questions about something like, when winter is coming and I know I am going to be eating less fresh greens or something, [clinicians] are willing to say ok, well we can proactively start to cut back your Warfarin if you think you are going to be eating less and then see how you are doing.” (patients being involved; plans around patients’ life; shared decision making)

25 “I write down a note to myself like, typically I would say, [this patient] eats greens two to three times a week. But his INR was low because he had collard greens over Thanksgiving and that made his INR low. So I know I'll give him a little extra and then we'll go back to what he was doing before.” (plans around patients’ life)

26 “So once you start to get to know [patients], you kind of get to know how aggressive you can be with making adjustments and how conservative you should be.” (plans around patients’ life)

27 “In terms of my relationship with [the provider] as far as trust goes. I trust her recommendation when she does or does not adjust my dosage. It makes me feel more comfortable with her to ask questions. I think it makes a huge difference. And also in my willingness to keep coming back.” (patients being involved; establishing trust)

Social environment (emotional support; experience sharing; protecting risks; make suggestions; transportation; reminder; prepared food)
<table>
<thead>
<tr>
<th>Category, subcategories, and quote ID</th>
<th>Sample quotes</th>
<th>Source of quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>“I got an ear full of people. My girl, my mom, my sister. So support is there, to the point of where I'm going to do what I have to do. Cause I'm not going to put up with these people. So it's there and they are real concerned and making sure I'm taking care of myself and on my medication, like I'm supposed to. I got a very good support base” (emotional support)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td>29</td>
<td>“My mom has been on it since she was 16, so I've learned so much from my mom.” (experience sharing)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td>30</td>
<td>“Collaterally, they [friends] help. Like if I need to do some chores or heavy lifting, or something that puts me at risk for getting bruised or beat up, and they are there, then they will usually jump in and give me a hand.” (protecting risks)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td>31</td>
<td>“The lady at my job, who had the stroke from the blood clot - she is still alive. She told me to do Yoga. She said Yoga is a good substitute that will help replace jogging.” (make suggestions)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td>32</td>
<td>“I try to schedule on Monday's now so that my fiancé can drive me, cause he doesn't work on Monday's now. So he will drive me and then it's not that big of a deal.” (transportation)</td>
<td>Primary patient interview</td>
</tr>
<tr>
<td>33</td>
<td>“My wife is always reminding me probably about every night. So she stays on top of it.” (reminder)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td>34</td>
<td>“[roommates] contribute a great deal, they cook certain things to make sure I can eat it.” (prepared food)</td>
<td>Journaling</td>
</tr>
</tbody>
</table>

**Tools and technologies** (tools that patients bring in; tools that clinic provides; INR machines)

<table>
<thead>
<tr>
<th>Category, subcategories, and quote ID</th>
<th>Sample quotes</th>
<th>Source of quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>“Really the only challenge is remembering medicine and I use a pill container to get over that challenge.” (Tools that patients bring in)</td>
<td>Journaling</td>
</tr>
<tr>
<td>36</td>
<td>“[Providers] give me calendars where I can write it down. And I cross it off when I take it. And when I don't take it, they know when it's blank I didn't take the medication.” (tools that clinic provides)</td>
<td>Patient exit interview</td>
</tr>
<tr>
<td>37</td>
<td>I'd go back to being able to do the INR at home. (INR machines)</td>
<td>Primary patient interview</td>
</tr>
</tbody>
</table>

*INR: international normalized ratio.

**Recommendations Did Not Fit Into Patients’ Daily Living Contexts**

We distinguished the living context from daily routines. Living context is a manifestation of the characteristics of settings that serve as obstacles or facilitators to performing routines. For example, the social context highlights pressure and encouragement from others rather than the fact that having a routine that involves a social life that is inherently challenging. Participants reported misfits of anticoagulant therapy within their social, organizational, physical, cultural, and temporal contexts. Their social environment could adversely influence their consumption of foods, resulting in conflict with their therapy (ID 5). Misfits related to the organizational context included lack of access to transportation to the clinic and limited clinic hours and their work schedule (ID-6). Challenges related to the physical context related to limited residential space, resulting in a lack of privacy and need to spend more time outside or away from home (ID 7). Clinicians reported that cultural activities such as fasting practices for religious purposes and excess consumption of green tea could be problematic. Participants reported that the temporal context (eg, Thanksgiving, birthdays) came with new requirements that made therapy management difficult (ID 8 and 9).

**Information Not Transferred Across Settings**

Insufficient transfer of information from daily living to clinical settings was represented by incomplete or inaccurate patient history (ID 10). This occurred through misconception by patients regarding therapy, not recalling the therapy plan, and/or misinterpreting the provider’s comments. Rushed encounters, patient misconceptions, and organizational policies (such as not accepting patients late for an appointment or lack of available timely appointments) could lead to insufficient transfer of information from clinical to daily living settings (ID 11). Missing an appointment means there is no transfer of information in either direction, resulting in an inability to create a plan designed specifically to suit the patient’s lifestyle.

**Consequences of Gaps**

We grouped the consequences of gaps into 3 themes: cognitive and physical workload on the patient, poor patient satisfaction, and compromised adherence to the therapy plan.

**Cognitive and Physical Workload**

Cognitive workload issues included additional remembering and decision making. Examples include the type and quantity of recent food consumption, taking medication at the correct time and dosage, obtaining medications from the pharmacy, and making appointments (ID 12).

Additional decision-making tasks were decisions during grocery shopping, cooking, plate portions, and ordering at restaurants to ensure that vitamin K consumption was consistent. Almost all participants took warfarin daily, but the daily dosage could vary with the day of the week. On occasion, a decision had to be made on whether to skip a dose if the medication was not taken as scheduled (ID 13). Participants faced implicit decisions
about whether to focus on adhering to therapy versus engaging in activities that may potentially jeopardize patient outcomes. Physical workload issues included challenges related to attending appointments, obtaining medications from a pharmacy, and traveling back home due to forgetting medication (ID 14).

Analysis highlighted that some causal links (anecdotal level) between the reasons and consequences of gaps are related. ID 12 exemplifies the additional cognitive workload on patients, when additional steps are not well integrated into daily living routines, and possibly the need for preplanning. Busy lifestyles exacerbate this misfit.

**Poor Patient Satisfaction**

Increased workload is a phenomenon in which patients have an emotional response that can affect health-related quality of life. This emotional response falls into the theme of satisfaction. For example, dealing with bleeding was reported as a burden on physical workload; however, the emotions of frustration, fear, and shame (as it relates to stigma) would fit well under satisfaction. Participants reported a wide range of negative emotions due to the challenging experiences resulting from the gaps reported above. One participant reported excessive bleeding during her menstrual cycle, making it difficult for her to leave home, which led to frustration and inconvenience (ID 15).

Other reported frustrations included food constraints, the need for food tracking or remembering, and renewing prescriptions. Some participants reported a social stigma and embarrassment: “talking about anticoagulation makes [them] feel old.”

The therapy requirements could be overwhelming. The therapy could be an annoyance since “It is always a part of [the participant’s] life.”

**Compromised Adherence to Therapy Plan**

Adherence was not a problem for all patients; however, reduced adherence could lead to serious health consequences. Participants reported the following adherence related issues: delay in taking medication, taking a wrong dose, missing a dose, and not following the dietary restrictions (ID 17).

Some instances of lack of adherence were by choice. Some reported “sneaking in” contraindicated foods (ID 18), consuming excess alcohol at special events, and missing medication when away from home. Adherence could be due to misfit of the therapy plan with the patient’s daily routines (ID 2) or the context of their daily living.

**Dealing With Gaps**

Five strategies were used to cope with the challenges of gaps: (1) patient-generated strategies, (2) routines, (3) collaborative therapy management, (4) social environment, and (5) tools and technologies.

**Patient-Generated Strategies**

We defined patient-generated strategies as improvisations (not necessarily approved by their clinician) by patients with the intention of better self-management. These strategies included avoiding adverse events (bleeding) and helping with remembering. Strategies were typically discovered by patients over time and by trial and error.

One common strategy was self-adjusting the medication dose to avoid bleeding and symptoms (ID 15 and 19). Some reported the consumption of greens when they had consumed alcohol, under the assumption that greens balanced out the effects of alcohol (ID 20). Other reported patient-generated strategies included improvising remembering mechanisms, training the dog to bring the phone, and carrying extra medications (ID 21).

These strategies were not necessarily suggested by clinicians, but clinicians were often aware of their use. Clinicians reported mixed opinions about the effectiveness or harm of these strategies.

**Routines**

Routines were defined as repeating the same set of activities at approximately the same time of the day. Participants utilized routines for cognitive support (mostly remembering). For example, medication use was timed by daily events (feeding dogs, a TV show, and taking a shower) or a specific time of day (ID 22). They also used weekly events or times to fill their pillbox. Grouping and placing medications in different areas of the home was another way of routinizing medication use. Routines regarding food consumption included frequenting the same restaurant that provided the same food and having a fixed weekly menu (ID 23).

The majority suggested that establishing routines helped with therapy management; however, busy periods made the following routines more difficult. New routines were easier to follow if they fit into their existing daily routines. Participants reported breaks in routine during holidays.

Clinicians reported that routines were one of the main strategies they suggested; however, the risk of establishing routines was difficult to alter with changes in therapy. Summarized by one pharmacist as, “habits are hard to form and hard to break.”

**Collaborative Therapy Management**

Collaborative therapy management (CTM) was defined as active efforts by patients and clinicians (and health care system with the available resources and opportunities to the patient) to work together for optimal health outcomes. Participants contributed to CTM by providing an accurate history, being involved in decision making and engaging actively in their health (eg, prioritizing health-related activities and taking responsibilities, ID 24). Clinicians contributed to CTM by asking personalized questions, developing therapy plans around the patient’s life, making it easy to comprehend and apply, encouraging engagement, and providing tools that allow patients to take responsibility for their health (ID 25).

Therapy plans required knowing the patient’s lifestyle, individualizing recommendations congruent with the preferences and routines of the patient, and adjusting dosages around the patient’s daily life (ID 26). Making the therapy easy included being flexible in appointment times, expanding office hours, having processes that allowed patients to use local laboratories, and accommodating transportation limitations.

CTM also included shared decision making and iteratively adjusting therapy until a solution that was mutually agreed upon was reached. Both clinicians and patients highlighted that...
establishing a trusting relationship was a prerequisite for successful CTM (ID 27). CTM is particularly important for patients with complex needs due to multiple comorbidities and living situations. In particular, CTM highlighted difficulties in using the strategies described.

**Social Environment**

The patients’ social environment varied and included: family (mother, sister, grandchildren, aunt, and in-laws), friends (social media as well as in person), colleagues, partners, pastors, and roommates. The social environment provided emotional support by not eating restricted food in front of the patient, looking out, being mindful, encouraging, sharing funny material through social media, showing understanding, and “checking-in” periodically (ID 28). The social environment goes beyond just providing emotional support but also logistical, cognitive, and informational support. Some found it helpful to have others convey their experience with the same therapy (ID 29), protection from risks (ID 30), made (food and exercise) suggestions (ID 31), provided transportation (to appointments and for medications; ID 32), reminded of medication use and food restrictions (ID 33), and prepared appropriate food (ID 34).

**Tools and Technologies**

The most commonly reported tools and technologies included a pillbox, reminder alarm on smartphones, and a calendar tool provided by the clinic (ID 35 and 36). This calendar displayed the days when the medications were received and skipped. Some reported their use of smartphone apps to track food consumption. Many reported their willingness to use INR machines at home; however, the clinic did not support it (ID 36).

These strategies help narrow the gap by reducing the effects of the 3 aforementioned reasons and mitigating the consequences. Routines and social environment can help with better fit of therapy plans, and CTM can mitigate patient dissatisfaction.

**Discussion**

**Principal Findings**

This study examined chronic disease–related challenges by focusing on gaps between therapy plan development (ie, clinic based) and implementation (ie, daily living based), using the case of anticoagulation therapy. Gaps were latent and not directly observable, but their effects were evident. We ensured the collection of rich data on gaps by employing multiple data collection methods that inform each other. We also collected data from both patients and providers. The use of a framework (ie, Infinicare) ensured that only relevant data were collected on all aspects of the gaps. The reasons for and consequences of gaps as well as strategies to overcome them were identified. The reasons for gaps can prompt needs assessments and inform systematic interventions (eg, informatics, policy, educational, operational) that narrow these gaps. The consequences should also be taken into account when designing and implementing interventions. Moreover, these consequences can serve as evaluation criteria for interventions. Interventions should be congruent with the 5 reported categories of strategies for bridging the gaps. The reported strategies are a jumping-off point, and other strategies may be developed.

Understanding the reasons for the consequences of and strategies to overcome gaps can also help integrate the concept of gap into the current and future conceptual models and frameworks of health management. These models and frameworks can better explain the factors that affect health management.

Previous studies [26,48] that focused on the individualization of health care services and the transition of care have highlighted some of the themes discussed in this paper, such as collaboration among clinicians, patients, and family members; social support; provider awareness and knowledge of patient situations; understanding patients’ cultural practices and beliefs; understanding places in which the patient lives; emphasis on the patient and family experience; focus on home and community-based care; emotional support and alleviation of fear and anxiety; and encouragement of continued social roles. Moreover, studies that focused on self-management activities and adherence work stressed the importance of daily living contexts [2], discrepancies between clinicians’ and patients’ perspectives on self-management [49], and localization of therapy management [20]. However, this study went beyond previous findings by identifying the concept of the gap. Conceptually, gaps can provide more insights to researchers by better explaining incongruence among work system elements [2] in chronic disease management. This study provides a foundation for collaborative HIT design guidelines by highlighting relationships among the precursors to, consequences of, and counter measures against cross-setting gaps.

**Design Implications**

The 3 reasons identified for gaps underscored the need for clinician access to HIT that would incorporate more information about the patient’s daily living environment. Current consumer informatics technologies (eg, personal trackers, food log applications) support data collection on only a limited number of activities of daily living (eg, exercise, food consumption); however, these data are not always leveraged in developing therapy plans taking into consideration a patient’s routines and context [50,51]. This study shows that other types of routines (eg, social life) also need to be captured and accounted for. Moreover, there is a need to capture the interplay between different types of routines (eg, social life, food consumption, medication administration). The use of such rich data in creating therapy plans would require better integration of patient-generated data into EHRs. Clinical decision support systems that use machine learning algorithms can harness historical clinical and patient-generated data and assist in developing individualized therapy plans [52,53]. Mobile technologies provide opportunities to better capture essential information in each clinical and daily living setting and information that can then be retrieved as needed across settings [54-56]. We also contend that, instead of prioritizing either clinical or daily living settings, technologies should foster collaborative dialog. This collaborative dialog should include (1) joint clinician-patient interpretation of patient-generated data [39] and (2) discussion of patient-driven therapy plan translation options [20]. The reasons for gaps can guide
Clinicians’ question-asking and decision-making behavior. Focusing on gaps can help inform interventions with (1) technology, (2) policy, (3) educational, and (4) operational components that would support management in chronic disease. In fact, any collaborative HIT intervention that would narrow or close the gaps could need all 4 components. In addition, HIT designs can also be developed to promote sustained collaborative relationships between clinicians and patients [32,52]. There are no explicit guidelines on how to design and implement a truly collaborative HIT. This paper creates a starting point for the design and implementation of collaborative HIT. Design efforts should ensure that both clinicians and patients have tools and approaches for collecting, interpreting, and sharing information. Therefore, some of the potential next steps in designing and implementing collaborative HIT would be to create standard terminology for daily living activities (eg, food-related practice), developing machine-readable representations for daily living activities, and visualizations of these activities for both patients and providers.

Our analysis revealed patient-generated strategies for informing collaborative HIT design [17], but each strategy has attendant risks with the potential for unintended consequences. For this reason, these strategies should be vetted and implemented in consultation with clinicians, moreover because CTM (as we reported in the Results section) requires seamless, cross-setting information flow. HIT should be designed to be activated by patients and clinicians alike.

Owing to its outsized impact on patients’ decision-making processes, the social environment can both open and close gaps in chronic condition care and its maintenance. As a result, HIT should capture and communicate relevant social environmental information to clinicians to inform therapy plans [57,58]. Developing routines was reported as an effective strategy by clinicians and patient participants. Today’s consumer technologies (eg, smartphones) partially support establishing routines; however, clinicians’ understanding of and contribution to these routines is limited, and some clinicians’ suggestions may not work for all individuals. Future collaborative HIT (eg, sensor-based technologies) should and can support clinicians’ understanding of patients’ existing routines and provide therapy plan options that can better fit in the context of patients’ home environments. Moreover, as both patients and clinicians report that routines are effective, new technologies can help generate routines to support health management in daily living settings. Collaborative HIT can play a role in identifying the reasons for the formation of gaps, monitoring the consequences of gaps, and supporting the implementation of gap-mitigating strategies.

An understanding of individuals’ daily living contexts can help providers better support patients’ chronic disease management by eliminating the 3 reasons for gap formation, as also highlighted by previous research [4,5,17,20]. Collaborative HIT can link currently disconnected clinical and consumer technologies to flesh out contextual factors [59] and attempt to neutralize potential discrepancies in social determinants of health.

The strength of this study is its theory-driven approach. The Infinicare framework informed data collection or analysis and focused the researchers on the cross-setting relationships among health-related activities. This study demonstrates the utility of Infinicare in both examining clinician-patient collaboration and informing collaborative HIT design and implementation. Moreover, this study extended the concept of the gap by providing a case showing how gaps can inform HIT design in the context of anticoagulation therapy. Another strength of this study is its use of multiple data collection methods. We used tablet-based journals complemented by interviews. Journaling allowed for moment-by-moment collection of critical data about patients’ health management activities, and interviews provided rich information about patients’ contexts.

Limitations and Future Work
This study is limited in that it drew data from a single outpatient anticoagulation clinic that uses warfarin and does not have home monitoring (nonetheless, this is likely a typical US anticoagulation clinic). Although we captured rich information on the causes and consequences of gaps and strategies for avoiding them, other clinical settings may reveal additional gaps. In addition, the study design leaned toward the patient’s perspective rather than the clinician’s perspective (eg, discussion of gap-related consequences did not address clinician workload). It is likely that there are more consequences to clinicians (eg, in terms of workload, patient education) than we reported. In our future work, we will seek to better understand the gaps from a clinician’s perspective. To minimize researcher bias, we collected data from 3 resources and triangulated them across data sources. Data were collected and analyzed by multiple researchers.

Conclusions
The study used multiple methods to explore the idea of gaps in a way to inform collaborative HIT. When designing and implementing these technologies, health-related activities conducted in daily living settings and clinical activities should be well connected and together they should be examined as a single workflow. Collaborative HIT can support clinicians and health systems to make decisions toward narrowing or eliminating the gaps can potentially improve patient and organizational outcomes.
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Abstract

Background: The gut microbiome is receiving considerable attention as a potentially modifiable risk factor and therapeutic target for numerous mental and neurological diseases.

Objective: This study aimed to explore and assess the difference in the composition of gut microbes and fecal metabolites between women with hypoactive sexual desire disorder (HSDD) and healthy controls.

Methods: We employed an online recruitment method to enroll “hard-to-reach” HSDD populations. After a stringent diagnostic and exclusion process based on DSM-IV criteria, fecal samples collected from 24 women with HSDD and 22 age-matched, healthy controls underwent microbiome analysis using 16S ribosomal RNA gene sequencing and metabolome analysis using untargeted liquid chromatography–mass spectrometry.

Results: We found a decreased abundance of Ruminococcaceae and increased abundance of Bifidobacterium and Lactobacillus among women with HSDD. Fecal samples from women with HSDD showed significantly altered metabolic signatures compared with healthy controls. The abundance of Bifidobacterium, Lactobacillus, and several fecal metabolites correlated negatively with the sexual desire score, while the number of Ruminococcaceae correlated positively with the sexual desire score in all subjects.

Conclusions: Our analysis of fecal samples from women with HSDD and healthy controls identified significantly different gut microbes and metabolic signatures. These preliminary findings could be useful for developing strategies to adjust the level of human sexual desire by modifying gut microbiota.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1800020321; http://www.chictr.org.cn/showproj.aspx?proj=34267

(J Med Internet Res 2021;23(2):e25342) doi:10.2196/25342
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gut microbiome; metabolome; sexual desire; online recruitment; biomarkers
Introduction

Hypoactive sexual desire disorder (HSDD) is defined as a deficiency or absence of desire for sexual activity that causes marked distress or interpersonal difficulty and is not accounted for by another psychiatric condition, use of medications, or relationship problems [1,2]. Two large epidemiological surveys have shown that this combination of symptoms, “low desire and associated distress,” is present in up to 10% of American women, with similar prevalence rates seen throughout the world [3,4]. HSDD is the most frequently reported female sexual health problem, and women with HSDD may experience reduced quality of life, impaired physical image, and decreased feelings of self-confidence and self-worth, in addition to feeling less connected with their partners and families [5].

In humans, sexual desire is regulated by key areas of the brain through the action of various neurotransmitters [6,7]. Norepinephrine, dopamine, melanocortin, oxytocin, and vasopressin mediate sexual excitation, while serotonin, opioids, prolactin, and the endogenous cannabinoid system mediate sexual inhibition. Generalized HSDD may be related to a neuropsychological state of increased inhibition or decreased excitation, or a mixture of the two [8,9]. Neurotransmitters in the central nervous system are thus therapeutic targets for improving human sexual desire. At present, the main treatment strategies are to reduce the action of 5-HT, enhance the action of dopamine, or both [10].

Human beings exist in a mutualistic relationship with their gut microbiota, a highly diverse and complex microbial ecosystem closely associated with various phenotypes and diseases [11,12]. Perturbations in gut microbiome richness and diversity affect the levels of 5-HT, norepinephrine, and γ-aminobutyric acid (GABA)ergic and dopaminergic neurotransmission in the brain [13-15]. These pathways and molecules are believed to be closely related to human sexual desire.

Although this evidence suggests that there may be a connection between the composition of gut microbiota and sexual desire, our knowledge of the role of gut microbiota in sexual desire disorders is limited. We hypothesized that the fecal gut microbiota and metabolites of patients with sexual desire disorders differ from those of people without such disorders and that active metabolites and neurochemicals may be mediators between gut microbes and the sexual desire system.

Recruiting participants for microbial research is increasingly difficult as the number of projects competing for participants’ attention increases and response rates decline. In addition, women with desire disorder constitute a hard-to-reach population owing to fear and lack of trust in the study procedures or in research staff, especially in a more conservative society like China when compared with Western countries [16]. Widespread access to online tools now offers various advantages in data collection that can reduce administrative procedures and improve information privacy [17,18]. Previous studies have demonstrated that performance and effectiveness obtained using online recruitment methods in studies of sexual issues or gut microbes concur with those obtained using offline recruitment methods, such as telephone surveys, mail-in questionnaires, posters, and flyers [12,19-21]. In addition, online surveys may even provide greater reach and be less expensive, while allowing for convenient data collection and analysis [22-24]. These findings suggest that the growth of the internet and social media sites may provide new opportunities for research on the correlation between sensitive health concerns (such as mental health problems or sexual health disorders) and gut microbes.

We conducted this study to investigate the composition of the gut microbiome and metabolite abundance in women with HSDD and to increase our understanding of the possible association between human sexual desire and gut microbiota and fecal metabolites.

Methods

Participants

From March 2019 to November 2019, we recruited subjects by posting advertisements on instant messenger applications and the information platform. In all advertisements, potential participants were automatically redirected to a study website that included a link to the survey and participant information including study details and information statement.

Potential recruits included women who had previously been diagnosed with suspected HSDD but not yet treated or who complained of decreased sexual desire, causing them to seek medical counseling, as well as volunteers who claimed to have normal sexual desire. No incentives were offered to responders. When requested, they were provided a brief report on their own gut microbial composition. All responders provided electronic written informed consent. All experimental protocols used in this study were approved by the Ethics Committee of Anhui Medical University and the relevant hospitals.

Clinical Information Collection

We collected information online from 157 premenopausal women and scheduled face-to-face diagnostic interviews and biological sample collection to identify women with generalized acquired HSDD. Incomplete questionnaires and responses that rejected further face-to-face interviews were not accepted by the system. A combination of a web-based questionnaire and structured interviews was used to collect information on demographic characteristics such as ethnicity, marital status, income, educational level, reproductive history, sexual partner relationships, sexual frequency, sexual dysfunction, and the presence and treatment of related diseases.

16S Ribosomal RNA Gene Sequencing and Metabolomics Tests

Subsequently, we performed high-throughput 16S ribosomal RNA gene sequencing and untargeted liquid chromatography–mass spectrometry metabolomic analysis of stool samples from the 26-member HSDD cohort and 26 healthy controls (for all survey measures and analysis methods, see the Methods section in Multimedia Appendix 1).
Results

Clinical Characteristics of the Subjects

A flowchart showing the inclusion and exclusion processes is presented in Figure 1. In the end, 24 women with HSDD and 22 women with no history of sexual dysfunction (NHSD) were included in the final analyses. The clinicopathological variables of the HSDD and NHSD cohorts are shown in Table 1. All participants were Han Chinese from the Hefei area and had comparable geographical conditions and eating habits. The clinicopathological variables of the HSDD and NHSD cohorts were comparable, except for a slight increase in platelet count in the HSDD cohort (the meaning is unclear). Significant differences were observed in Female Sexual Function Index desire domain scores between the HSDD and NHSD groups.

Figure 1. Inclusion and exclusion processes. HSDD: hypoactive sexual desire disorder; LC-MS: liquid chromatography–mass spectrometry; NHSD: no history of sexual dysfunction.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>HSDD(^a) (n=24)</th>
<th>NHSD(^b) (n=22)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.8 (4.5)</td>
<td>33.9 (4.0)</td>
<td>.91</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>27.1 (3.6)</td>
<td>26.3 (3.3)</td>
<td>.27</td>
</tr>
<tr>
<td>College or beyond, n</td>
<td>17</td>
<td>16</td>
<td>.89</td>
</tr>
<tr>
<td>FSFI-D(^c) score, mean (SD)</td>
<td>3.2 (0.9)</td>
<td>8.6 (1.0)</td>
<td>.01</td>
</tr>
<tr>
<td>CES-D(^d) score, mean (SD)</td>
<td>10.3 (4.9)</td>
<td>10.9 (4.6)</td>
<td>.55</td>
</tr>
<tr>
<td>RBC(^e) (×10(^12)/L), mean (SD)</td>
<td>4.3 (0.7)</td>
<td>4.1 (0.4)</td>
<td>.06</td>
</tr>
<tr>
<td>WBC(^f) (×10(^9)/L), mean (SD)</td>
<td>6.9 (1.7)</td>
<td>6.5 (1.7)</td>
<td>.28</td>
</tr>
<tr>
<td>PLT(^g) (×10(^12)/L), mean (SD)</td>
<td>169.4 (44.8)</td>
<td>154.0 (35.9)</td>
<td>.04</td>
</tr>
<tr>
<td>FSH(^h) (mIU/mL), mean (SD)</td>
<td>6.3 (3.0)</td>
<td>6.3 (2.9)</td>
<td>.93</td>
</tr>
<tr>
<td>LH(^i) (mIU/mL), mean (SD)</td>
<td>5.3 (3.4)</td>
<td>5.9 (3.7)</td>
<td>.67</td>
</tr>
<tr>
<td>Estradiol(^j) (pg/mL), mean (SD)</td>
<td>48.1(9.3)</td>
<td>50.6 (6.5)</td>
<td>.09</td>
</tr>
<tr>
<td>Total T(^k) (ng/mL), mean (SD)</td>
<td>0.5 (0.3)</td>
<td>0.5 (0.2)</td>
<td>.86</td>
</tr>
</tbody>
</table>

\(^a\) HSDD: hypoactive sexual desire disorder.
\(^b\) NHSD: no history of sexual dysfunction.
\(^c\) FSFI-D: Female Sexual Function Index desire domain.
\(^d\) CES-D: Center for Epidemiologic Studies Depression Scale.
\(^e\) RBC: red blood cell.
\(^f\) WBC: white blood cell.
\(^g\) PLT: platelet.
\(^h\) FSH: follicle-stimulating hormone.
\(^i\) LH: luteinizing hormone.
\(^j\) Estradiol.
\(^k\) T: testosterone.

**HSDD and Gut Microorganisms**

In our investigation, 1753 operational taxonomic units were identified from sequenced specimens with 97% sequence similarity. Different operational taxonomic unit–based diversity indexes were used to assess the bacterial composition within each sample (the α-diversity). Compared to the NHSD group, the HSDD cohort was characterized by a higher number of observed species and higher Shannon and Chao 1 indexes (Figure 2A, except for Simpson), suggesting greater species diversity in gut microbiota in the HSDD cohort. β-diversity analysis was performed to determine whether HSDD was associated with altered gut microbial composition. As shown in Figure 2B, both unweighted and weighted principal coordinate analysis plots revealed that the gut microbial composition of the HSDD group was significantly different from that of the NHSD group.
At the phylum level, the most abundant taxa were Firmicutes and Bacteroidetes, followed by Proteobacteria and Actinobacteria in the exploration cohort (Figure 2C). Actinobacteria were significantly enriched in the HSDD group compared to the NHSD group (9.1% versus 3.3%, \(P<.01\)). At the genus level, 9 taxa were different between the HSDD and NHSD groups (Figure 2D). Bifidobacterium, Lactobacillus, and Sphingomonas were enriched in women with HSDD, while an unidentified genus of Ruminococcaceae was enriched in NHSD women (\(P<.05\) and QFDR<0.20). Lactobacillus and Ruminococcaceae belong to the same phylum, Firmicutes, which is the most abundant phylum, while Bifidobacterium belong to the phylum Actinobacteria.

**HSDD and the Fecal Metabolome**

In the fecal metabolome analysis, 1168 metabolites were quantified. Differential metabolite volcanic maps show that the fecal metabolic phenotype of women with HSDD was significantly different than that of women with NHSD (Figure 3A). Principal component analysis clearly showed differences between the HSDD and NHSD groups, indicating that women with HSDD have specific metabolic abundances and characteristics (Figure 3B). In total, 28 metabolites that made major contributions to the distinction (VIP score >1.5) were selected using partial least squares discriminant analysis. These differential metabolites were annotated to 12 different KEGG metabolic pathways [25], including neuroactive ligand-receptor interactions, the Fc epsilon RI signaling pathway, steroid
hormone biosynthesis, histidine metabolism, and tryptophan metabolism (Figure 3C).

**Figure 3.** Fecal metabolites characteristics of women with hypoactive sexual desire disorder (HSDD) and women with no history of sexual dysfunction (NHSD), displayed as (A) volcano plots showing the differentially accumulated (log2[fold change]) and significantly changed (-log10[p value]) fecal metabolites; (B) principal component (PC) analysis showing grouped discrimination; (C) functions and pathways of these metabolites using the KEGG database, where the differential metabolites are annotated on 12 different KEGG metabolic pathways; (D) Lefse and linear discriminant analyses showing differences in taxonomic composition; (E) receiver operating characteristic (ROC) curve. AUC: area under the curve; TRP: tryptophan.
A Panel of Fecal Microorganisms and Metabolic Markers Identifies HSDD

To further identify the specific bacterial components associated with HSDD, we used a standard microbiota analysis tool, LeSe; 8 taxa were identified as key biomarkers ($P<.05$, linear discriminant analysis scores $>$4). Several taxa, including the genus *Bifidobacterium* and class unidentified *Actinobacteria*, were significantly overrepresented in the HSDD women, whereas the genus unidentified *Ruminococcaceae* was overrepresented in the NHSD women (Figure 3D).

To identify and quantify the potential of microbial and metabolic biomarkers for HSDD, we performed a receiver operating characteristic curve analysis using the relative abundance of the *Bifidobacterium* genus and the unidentified *Ruminococcaceae* genus, the most abundant genus identified, to distinguish HSDD from NHSD. Then, a binary logistic regression analysis for the 2 genera and 28 significantly correlated metabolites was performed. Significant deviations between women with HSDD and women with NHSD could be identified using *Bifidobacterium* and unidentified *Ruminococcaceae* at the genus level, as well as 4 significantly correlated metabolites: histamine ($P=.01$), desoxycorticosterone ($P=.03$), 6-Methylquinoline ($P=.01$), and tryptamine ($P=.03$). This diagnostic marker panel (combination of 2 microbial markers and 4 fecal metabolites) discriminated between the HSDD and NHSD groups with 95.6% accuracy (area under the curve=0.956; Figure 3E).

**Relationships Between Gut Microbiota, Metabolites, and Clinical Characteristics**

A Spearman’s rank correlation test was performed to explore the correlations between gut microbes, fecal metabolites, and clinical characteristics. The altered bacterial genera were generally associated with differential metabolites (Multimedia Appendix 2), and almost all the differential bacterial genera showed significant correlations with a range of differential fecal metabolites ($P<.05$). Spearman correlation analysis between every 2 variables suggested that some bacterial genera and fecal metabolomes were slightly associated with clinical characteristics such as age, BMI, Center for Epidemiologic Studies Depression Scale score, and some blood indicators (Multimedia Appendix 2). We found that some genera and metabolites were significantly correlated with the Female Sexual Function Index desire domain score ($|r|>0.35$, $P<.05$), providing strong evidence for the existence of a correlation between sexual desire and gut microorganisms.

**Discussion**

**Principal Findings**

These results suggest significant differences in the composition of fecal microbiota between controls and women with HSDD. We observed a significantly higher quantity of *Actinobacteria* in women with HSDD compared with healthy controls. The altered abundance of several genera contributed to the unique gut microbial characteristics found in HSDD. The most prominent of these was the marked enrichment of the *Bifidobacterium* genus. Correlation analysis showed that the greater number of *Bifidobacterium* and *Lactobacillus* could be associated with a decrease in sexual desire. Higher microbial diversity has been shown in previous studies to have benefits for the human body, and elevated levels of *Bifidobacterium* and *Lactobacillus* have been related to reduced anger, dysphoric mood, aggressive thoughts, and self-reported feelings of sadness [26,27]. A possible explanation for these observations is that these emotions and human sexual desires are physiologically interrelated, involving a variety of neurotransmitters and other changes in brain biochemistry. Anger, fear, or stress can be a prelude to sex, specifically because these emotional states generate enthusiasm or excitement that leads to an “excitement transfer” into sexual desire and arousal [28].

There is considerable evidence that gut microorganisms modulate the metabolism of dopamine, 5-HT, and noradrenaline in the brain [15,29,30]. These molecules are generally considered to be the major neurotransmitters regulating sexual desire [7]. Previous research suggests that plasma concentrations of kynurenic acid and tryptophan (serotonergic precursor) in Sprague-Dawley rats treated with *Bifidobacterium* for 14 days increased significantly compared with controls. *Bifidobacterium* treatment also resulted in a decrease in 5-hydroxyindoleacetic acid concentration in the frontal cortex and dihydroxyphenylacetic acid concentration in the amygdala [31]. In another study, rats were orally administered specific *Bifidobacterium* every day, and *Bifidobacterium* reportedly produced GABA through glutamate decarboxylase [32]. *Ruminococcaceae*, also commonly referred to as Clostridia clusters XIVa and IV, are abundant microorganisms in the normal gut. They decompose indigestible carbohydrates and produce short-chain fatty acids (SCFAs). Numerous studies have shown that SCFAs, including butyrate, can cross the blood-brain barrier and enter the central nervous system and may play a role in neuropsychiatric conditions and general psychological functions [33]. SCFAs might directly influence the brain by influencing the blood-brain barrier, stimulating the vagus nerve, regulating the secretion of neurotrophic factors, modulating 5-HT/dopamine/noradrenaline/GABA biosynthesis, and promoting the transcription of inhibitory pathway transcripts [34]. These findings lead to the hypothesis that neurotransmitter molecules and pathways may play crucial roles in the regulation of sexual desire by gut microorganisms.

The analysis of fecal metabolic components has received considerable attention since these biomolecules reflect genetic and environmental effects and also act to connect the health of the host and its symbiotic microorganisms [35]. In fecal samples from women with HSDD, metabolites had significantly different distributions from the control group. Enriched functional modules included those involved in neuroactive ligand-receptor interactions, histidine metabolism, steroid hormone biosynthesis, and tryptophan metabolism.

The systematic exclusion of alternative diagnoses by structured interviews and the use of rigorous differential diagnosis criteria based on the DSM-IV resulted in a representative cohort of individuals with generalized acquired HSDD, avoiding various genital disorders existing in men or elderly women, rather than the sexual desire problem of “central effect.” In addition, although we reported Center for Epidemiologic Studies Depression Scale 20 scores, estradiol, testosterone, and sex...
hormone-binding globulin, in fact, the cause of HSDD is multifactorial and variable; changes in hormones, stress, depression, present sexual experiences, past history of abuse, total well-being, sexual condition of the sexual partner, and relationship factors may also be crucial causes of sexual desire disorder [36,37]. Therefore, whether our findings might be specific to HSDD or more general changes seen in multiple disorders need to be further explored in future studies with large samples.

Given the increased popularity of online media and information platforms, many researchers are using web-based tools to recruit participants for medical, psychological, and sociological research studies (especially for stigmatized and hard-to-reach groups). Previous studies have shown that online methods can successfully recruit and manage people who are humiliated or discriminated against because of race, sexual orientation, or mental health status [17,18]. Our results confirmed recent literature regarding online recruitment of hard-to-reach people and expanded the scope of recruitment and management to the study population of sexual dysfunction and gut microbe research.

Limitations
There are several potential limitations of our research. First, our online recruitment methods relied on convenience samples, and determining the source population limits the external validity of findings. When it comes to sensitive issues, determining adequate compensation and ensuring confidentiality continue to be important concerns. Second, gut microorganisms and metabolites are affected by a variety of factors, including geography, daily diet, and genetic variation [38]. Additionally, race and ethnic culture appear to have a significant association with the occurrence of sexual problems [39]. Therefore, since all the participants were from a single ethnicity, identifying specific correlations between gut microorganisms and sexual desire in a global population may not be straightforward. Another issue is that there is no standardized method for adjusting the composition of the microbiome using diet. In this study, this issue was handled by excluding all individuals who reported variations in their diet, such as binge eating or purging, following a vegetarian diet, or having gluten or lactose intolerance. However, it cannot be ruled out that subtle, unspecified dietary factors could have influenced our results. Finally, our findings only demonstrated an association between the gut microbiome and HSDD. Whether alternations in the gut microbiome are responsible for HSDD should be further validated using animal models in the laboratory.

Conclusions
This study addressed a number of gaps. We identified numerous microbial genera, including Bifidobacterium and Lactobacillus, that were enriched in women with HSDD. In addition, our metabolomic analysis of fecal samples from women with HSDD and healthy controls identified significantly different metabolic signatures. Our results support the hypothesis that disturbances in gut microorganisms are closely related to the level of human sexual desire. Pathogenicity of the microbiome in women with HSDD may be caused by comprehensive changes in holistic interaction, rather than by specific pathogens or metabolites. A better understanding of the microbiota’s role in the gut-brain-libido axis may lead to the identification of novel drug targets and management measures to improve sexual health. Much work remains to be performed in determining the role and mechanisms of the gut microbiota in human sexual desire.
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Abstract

Background: Mental ill-health is one of the most significant health and social issues affecting young people globally. To address the mental health crisis, a number of cross-sectoral research and action priorities have been identified. These include improving mental health literacy, translating research findings into accessible public health outputs, and the use of digital technologies. There are, however, few examples of public health–oriented knowledge transfer activities involving collaborations between researchers, the Arts, and online platforms in the field of youth mental health.

Objective: The primary aim of this project was to translate qualitative research findings into a series of online public mental health animations targeting young people between the ages of 16 and 25 years. A further aim was to track online social media engagement and viewing data for the animations for a period of 12 months.

Methods: Qualitative data were collected from a sample of 17 youth in Ireland, aged 18–21 years, as part of the longitudinal population-based Adolescent Brain Development study. Interviews explored the life histories and the emotional and mental health of participants. The narrative analysis revealed 5 thematic findings relating to young people’s emotional and mental health. Through a collaboration between research, the Arts, and the online sector, the empirical thematic findings were translated into 5 public health animations. The animations were hosted and promoted on 3 social media platforms of the Irish youth health website called SpunOut. Viewing data, collected over a 12-month period, were analyzed to determine the reach of the animations.

Results: Narrative thematic analysis identified anxiety, depression, feeling different, loneliness, and being bullied as common experiences for young people. These thematic findings formed the basis of the animations. During the 12 months following the launch of the animations, they were viewed 15,848 times. A majority of views occurred during the period of the social media ad campaign at a cost of €0.035 (approximately US $0.042) per view. Animations on feeling different and being bullied accounted for the majority of views.

Conclusions: This project demonstrates that online animations provide an accessible means of translating empirical research findings into meaningful public health outputs. They offer a cost-effective way to provide targeted online information about mental health, coping, and help-seeking to young people. Cross-sectoral collaboration is required to leverage the knowledge and expertise required to maximize the quality and potential reach of any knowledge transfer activities. A high level of engagement...
is possible by targeting non–help-seeking young people on their native social media platforms. Paid promotion is, therefore, an important consideration when budgeting for online knowledge translation and dissemination activities in health research.

**Introduction**

*If health is the goal, biomedical interventions are not the only means to it. A broadened perspective expands the range of health-promoting practices and enlists the collective efforts of researchers and practitioners who have much to contribute from a variety of disciplines to the health of a nation* [1].

Mental health is one of the most significant health and social issues affecting young people globally [2-4]. Mental disorders are the leading cause of disability for people aged 10-24 years [5]. Developing mental ill-health during youth places young people at risk of enduring mental health difficulties [6], which are accompanied by a myriad of social, vocational, and relational consequences [2,3]. Thus, promotion, prevention, and early intervention for young people who may be at risk of developing mental ill-health are global health imperatives [7-12]. The Lancet Commission on Global Mental Health and Sustainable Development [13] has recommended a broad range of approaches across multiple sectors to address the global mental health crisis. Included in these are health promotion and the need to hear from those who have experienced mental health difficulties.

Lack of knowledge about features and signs of mental health difficulties (mental health literacy) and how to access support are both associated with mental health treatment avoidance or delay [14]. However, public health campaigns have been shown to be effective in changing both attitudes and intended behavior, including help-seeking [15-18]. Mental health campaigns that promote mental health literacy, personalize and normalize the experience of mental health difficulties, and have a recovery orientation have been found to both reduce stigma and promote help-seeking behavior [15,18-20]. The effectiveness of public health campaigns can be enhanced by ensuring that messages are well-designed and target and reach intended audiences [16].

In the field of youth mental health, the use of digital technologies and web-based platforms has been identified as an essential way of reaching young people and delivering mental health information and support [13,21]. At least 91% of Europeans aged 16 to 29 years use the internet on a daily basis [22], and evidence suggests that young people are turning to web-based platforms to access health and mental health information and advice [23-26]. Findings from a recent survey of over 19,000 Irish youth suggested that, after family and friends, the internet is where 20% of adolescents and 33% of young adults go to informally seek information or support on mental health [24]. The anonymity, ease of access, absence of financial or educational barriers, and the nonstigmatizing environment offered by web-based mental health platforms have been identified as positive features of web-based mental health information by young people [27]. Thus, the internet is an ideal space for public health knowledge transfer outputs.

In their study, Wetterlin et al [23] found that 72.3% of respondents aged 17-24 years rated access to videos explaining mental health issues as highly important on web-based platforms. Among the many multimedia formats that can be used, animations have particular potential for public health communication [28]. They have the potential to provide strong symbolic representation of concepts. Additionally, as they are often short in length, they are considered to be an efficient way to communicate complex issues succinctly, to promote learning [29], and to influence intentions to change health-focused behavior [30]. Importantly, they also offer the potential to communicate health information across all levels of literacy [31,32]. This is particularly the case for spoken animations, which have been found to be the most effective way to communicate complex health information to people with low literacy levels [28,31]. In their study, George et al [32] found that people’s responses to video animations were overwhelmingly positive, with most perceiving animation to be more engaging and relatable than other information video formats. Pacing, tone, and character rendering were rated as important factors in individuals’ responses to animations.

Although increasingly a requirement of health research funders [33], there is a dearth of published material documenting knowledge transfer activities in the field of youth mental health research. In this paper, we describe a collaborative knowledge transfer project involving the translation of qualitative research findings on young people’s emotional and mental health into online public health animations.

The project was conceived in response to a Knowledge Exchange and Dissemination Scheme funding call from the Health Research Board in Ireland. The scheme supports dissemination activities aimed at the general public or specific subgroups of the general public and is open to existing Health Research Board grant-holders. HC, the lead author, was conducting qualitative research on the lives and mental health of young people as part of a Health Research Board grant-funded PhD. Emergent findings from her research had provided compelling insights into young people’s lived experiences of emotional and mental health struggles. HC recognized that the reach and impact of her research could be increased significantly if the findings could be meaningfully and creatively translated and shared with other young people. This resulted in a successful application for the Youth Mental Health Animation Creation Project by HC.
The aim of the project was to develop engaging and accessible public mental health animations for young people. The project involved a collaboration between research (Royal College of Surgeons in Ireland), the Arts (the Institute of Art, Design, and Technology), and the online youth health sector (SpunOut). The IADT Animation department was invited to join as a project partner because of its previous experience in translating complex and emotive material through animation for health and mental health organizations in Ireland. To maximize the potential reach of the animations, Ireland’s leading health information website for young people aged 16 to 25 years, SpunOut, also joined as a project partner. SpunOut has over 1.2 million unique users per year with an average of 180,000 individuals accessing content per month [34]. The project was conducted in phases: research data collection and analysis; developing narrative scripts using qualitative data; creating and promoting the animations; and collection and analysis of online engagement and view data.

Methods

Study Population
Qualitative data were collected from 17 young people (10 male, 7 female) aged 18-21 years from the Adolescent Brain Development study [35,36], a longitudinal, epidemiological, population-based study that has been examining mental health and brain development among Irish youth since 2007. At the time of the animation project, 3 waves of data collection had been completed: (1) a baseline clinical interview study of 211 young people aged 11-13 years; (2) a follow-up clinical interview study of 86 individuals aged 14-18 years; and (3) a nested qualitative follow up study with a subsample of 17 individuals aged 18-21 years. The aim of the qualitative study was to explore young people’s life narratives with a focus on adverse life experiences, interpersonal relationships, mental health and subjective well-being. Findings from the 17 individuals who took part in the qualitative study at follow up 2 formed the basis of the animations.

Data Collection
For the qualitative study, data were collected using in-depth qualitative interviews. These were conducted by HC from May 9 to July 25, 2016. Interviews lasted between 45 minutes and 1 hour 50 minutes. A semistructured interview schedule was used to explore participants’ early family life experiences, their experiences of adverse or stressful life events, their mental health, their subjective well-being, their relationships with family and peers, their self-perception, their educational and vocational experiences, and their satisfaction with life. These were explored over each individual’s life course. Written consent, which included consent to audio record study interviews was obtained from all participants. Participants were compensated for their time with a gift voucher. Audio recordings were transcribed by an external transcription agency and were subject to a nondisclosure agreement. All transcripts were subsequently checked for accuracy by HC.

Ethical approval was granted by the Research Ethics Committee of the Royal College of Surgeons in Ireland (RCSI REC 1221 March 2016).

Data Analysis
Interview data were analyzed using narrative analysis. Narrative analysis refers to a suite of methods that focus on the interpretation of individuals’ lives as told in storied form [37,38]. Narrative analysis recognizes that all knowledge is constructed through multiple subjective interpretations of an individual’s lived experiences and involves a dynamic interplay of subjectivity, perception, meaning, and context involving both the individuals who tell their stories and the researchers who listen and interpret those stories [39]. Specifically, as noted by Kirkman [40], narrative theory offers researchers the ability to “both to retain the complexity of the individual lives they study and to investigate multiple interactions among individuals and cultures.” As a method, it focuses on the stories people tell about their life experiences across time, each of which is understood to have specific meaning to the person telling their story [41].

For this study, thematic narrative analysis [38] was used to identify themes within and across individuals’ life stories. Although some forms of narrative analysis focus on both story content and how people tell their stories, the exclusive focus of thematic narrative analysis is the content of the stories that people tell [38]. However, unlike other thematic methods, such as grounded theory, it focuses on maintaining the integrity of individuals’ stories during the analysis rather than on extracting decontextualized themes across cases [38]. Drawing specifically on the work of McCormack [39], we initially analyzed the construction of interpretive life story summaries for each participant. This process involved repeated listening to and reading of the qualitative interviews, during which notes and memos were documented. Each individual’s life story was then mapped visually (in a mind map format and sequentially, from birth to the time of interview) and a life history summary was written for each individual based on an interpretation of each life story as told by each individual and interpreted by HC. Life story summaries were then examined for key themes within each individual’s life story. The analysis method used to identify themes for each individual was that described by Braun and Clarke [42,43]. It involved the generation of inductive thematic codes for each participant based on both the manifest and latent themes across their life stories. These codes were then examined and combined into broader descriptive themes, which included a number of themes relating to participants’ emotional and mental health.

Once coding was completed for each individual, findings were compared across all participants to identify any shared themes across the sample as a whole. For the animation project, we focused only on thematic findings relating to the mental health of individuals during their midadolescent and early adult years. The rationale for this was that the midadolescent and early adult phase of the lifespan is a peak period of risk for the onset of mental health difficulties [6,44]. We wanted the animations to reflect mental health experiences reported by young people during this potentially vulnerable phase of their lives. It also fit with the 16-to-25-year-old target age range of SpunOut. Five dominant mental health themes were identified across participants’ subjective accounts of issues relating to their emotional and mental health during their mid-adolescent and early adult years. These were Anxiety, Depression, Feeling
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Different, Loneliness and Being Bullied. These formed the basis for each animation.

**Developing Narrative Scripts Using Qualitative Data**

With evidence that videos of no more than 2 minutes duration are optimal to maximize viewer attention and engagement [45], we aimed to create 5 animations of between 60 and 120 seconds each. Furthermore, to ensure that the animations reflected the study findings and captured the authentic voices of young people, this phase involved developing composite narrative scripts for each of the 5 animations using verbatim quotes from multiple participants’ interview data.

All individuals who had attended for interview were recontacted about the animation project. Of the 17 participants who had been interviewed, 7 replied. The project was discussed with each and written consent was sought to use quotes from their interviews to create the scripts. All 7 consented. Interview transcripts for these individuals were examined and any relevant quotes pertaining to the 5 animation themes were extracted. In the small number of instances where relevant quotes were not contained in the interview data from these individuals, quotes from other participants from the study were extracted, edited, and modified for inclusion in the script. Linking phrases were also added by HC to optimize the flow and necessary messaging of each narrative script.

Each script was written as a first-person account following a similar narrative arc based on social cognitive theory [1]. From a social cognitive perspective, positive health behaviors and behavior change are only possible when individuals understand health behaviors, have a belief in their capacity to control their health behaviors, and hold expectations about the possible outcomes for their actions [1]. For example, Meyerowitz and Chaiken [46] found that public health communications that enhanced individuals’ sense of self-efficacy to take action in relation to their own health behaviors were most effective. Each script begins by describing the experience and how it feels, including the emotional, cognitive, physical, social, and relational aspects of the experience. Following this, the script incorporates ambivalence on the part of the young person, capturing young people’s struggles to accept their own suffering and reach out for support. This is in line with existing evidence of ambivalence reported in the literature [47,48]. Each animation then highlights different actions taken to respond to the theme of the script. These include talking to informal supports, engaging in hobbies or other activities, speaking to a trusted adult, and accessing formal counselling and mental health supports. These actions were all reported by participants in the study. They also complement existing evidence on the protective roles of formal and informal supports for young people [49,50], trusted adults in a young person’s life [51], and involvement in meaningful hobbies and social activities [52-54]. Each animation ends with a message that combines hope and realism. Specifically, that the action taken has enhanced the young person’s sense of well-being and connectedness but that attending to emotional and mental health issues is an ongoing process and no single action is a panacea to the existential realities and challenges of the human experience [55]. Thus, in line with evidence on maximizing effectiveness in public health campaigns, the content of each animation incorporated information on mental health literacy and help-seeking, using first-person accounts with a recovery orientation [15,16,18,20]. Scripts (with associated subthemes) can be found in Multimedia Appendix 1.

Once each script had been crafted, all scripts were sent to the research participants who had consented to the use of quotes from their interviews. Scripts were marked for each individual to clarify which quotes had been extracted from their interview data. This was to offer participants an opportunity to withdraw their consent or to remove any quotes if they had any concerns about their anonymity. All participants were satisfied with the scripts as written.

**Animations**

**Creation**

Animations were created in collaboration with the Animation program in the Film and Media Department of the IADT in Dublin. IADT is the only institute of art, design, and technology in Ireland that focuses specifically on the creative cultural and technological sectors. This animation project was integrated into the curriculum of third-year animation students in IADT as part of their applied professional practice learning. HC acted as executive producer and executive director for the animations, working with 5 student animation teams who crafted the scripts into the final animations. Students were overseen by DQ, the animation program lead.

The collaborative process was designed to maximize the authenticity and potential impact of each animation, while also protecting the research participants’ data. The collaboration combined HC’s expertise in mental health and the animation students’ expertise in conceptualizing, creating and producing animations. It also enabled exploration and discussion of issues such as pacing, tone, and character rendering in each animation [32](Figure 1). A decision was made by HC to ensure the design style was simple and minimalistic and that character rendering was not overly polished. This was to ensure that the style and rendering of the animations was as congruent as possible with the stories being told. Additionally, in line with evidence on how to maximize animation effectiveness [28,31], first-person narrative voice-overs of the scripts were layered onto the animations. Three of the voice-overs used female actors (depression, loneliness, and feeling different), and 2 used male voice-over actors (anxiety and bullying). The process of cocreating the animations lasted for approximately 4 months.
To promote accessibility, subtitled versions were developed for all animations. Subtitles are essential for individuals who are Deaf/deaf [56] and have also been found to enhance multimedia animation learning in people with attention deficit hyperactivity disorder [57]. Adding subtitles also ensured that the animations could be watched without audio, something of particular relevance to young people’s use of mobile technology. Furthermore, although over 70,000 of people in Ireland speak Irish on a daily basis [58], there is an absence of youth mental health information in the vernacular of young native Irish speakers. To address this deficit, Irish language versions were also developed with support from Conradh na Gaeilge [59], a social and cultural organization that promotes the Irish language in Ireland and worldwide.

Once the animations had been completed, they were shown to the research participants who had consented to their verbatim quotes being used. This was to do a final check with those participants that they were satisfied with the animations and to affirm their consent for them to be hosted online. All participants reported being highly satisfied with the completed animations and consented to the launch phase of the project.

Promotion

A multimethod approach was adopted in relation to hosting and promoting the animations. First, new content was developed for SpunOut connected to each of the animations. This new content was embedded into the SpunOut website. All existing SpunOut content was also reviewed to identify relevant sections of the website where young people could access further information. Animations were hosted on a unique webpage [60]. Hyperlinks to this hosting page were included in all social media posts to facilitate young people who wished to view more of the animations. All 3 versions of the animations (nonsubtitled, subtitled, and Irish language versions) were also hosted on the SpunOut YouTube channel.

A launch event took place on May 9, 2019, using the hashtag #YMHanimate. Following this, SpunOut engaged in a social media advertising promotion campaign on both Facebook (€300.00, approximately US $362.21) and Twitter (€300.00, approximately US $362.21). The target demographic for the promotion campaign was young people aged 16 to 25 years.

Collection and Analysis of Online Engagement and View Data

To determine online engagement, analytics data from SpunOut Twitter, Facebook, and YouTube accounts were collected and analyzed for the 12-month period following the launch event. A cut-off view length of 75% or above was used to determine viewing figures across all 3 platforms. One reason for choosing this view length was that analytics data on viewing figures can include views of as little as 2 seconds in length, rendering counts of “any views” unreliable. Additionally, the animation credits accounted for between 9% and 15% of the total view time of each animation. This meant that individuals did not have to watch the full duration of each animation to be exposed to the full content. Data on link clicks (where an individual clicked a related SpunOut content link after watching an animation on social media), costs per view, and viewer demographics could only be extracted from Facebook analytics. Available gender variables were restricted to male, female, and unknown.

Results

Views and Link Clicks

Over the period from May 9, 2019 to May 8, 2020, the animations were viewed by 15,848 young people across all social media platforms (based on our criterion of >75% view length). Facebook views accounted for almost two-thirds of all views. Feeling Different was the most viewed animation, followed by Being Bullied and Depression (see Table 1). A majority of views occurred over a period of approximately 2 months following the launch during the social media ad campaign. There were low rates of link clicks on Facebook (ie, when an individual clicked a link to content hosted on the main SpunOut webpage) with just 240 recorded during the period of the social media ad campaign. Further details on impressions and viewing figures are available in Table 1.
Table 1. Viewing figures across SpunOut Facebook, Twitter, and YouTube platforms.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Platform, n^a</th>
<th>Facebook^b</th>
<th>Twitter^b</th>
<th>YouTube</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>1119</td>
<td>594</td>
<td>1133</td>
<td></td>
<td>2846</td>
</tr>
<tr>
<td>Depression</td>
<td>2499</td>
<td>104</td>
<td>683</td>
<td></td>
<td>3286</td>
</tr>
<tr>
<td>Feeling Different</td>
<td>2447</td>
<td>1005</td>
<td>625</td>
<td></td>
<td>4077</td>
</tr>
<tr>
<td>Loneliness</td>
<td>990</td>
<td>81</td>
<td>519</td>
<td></td>
<td>1590</td>
</tr>
<tr>
<td>Being Bullied</td>
<td>3382</td>
<td>165</td>
<td>502</td>
<td></td>
<td>4049</td>
</tr>
<tr>
<td>Total</td>
<td>10,437</td>
<td>1949</td>
<td>3462</td>
<td></td>
<td>15,848</td>
</tr>
</tbody>
</table>

^a The number of online users who viewed the animation for a minimum of 75% of its full length.

^b Figures cover the period from May 9, 2019 to May 8, 2020. Most Facebook and Twitter engagement occurred during the period of the social media campaign.

Cost Per View and Reach

The cost per view of the animations on Facebook was €0.035 (approximately US $0.042) per young person. This was calculated based on the >75% view length count of 10,437. The cost per reach was €0.003 (approximately US $0.004) per young person, based on a total Facebook reach of 118,142.

Demographics

Available data from Facebook revealed that 55.1% of those (5750/10,437) who viewed the animations on Facebook were aged 18 to 24 years, 39.9% (4160/10,437) were aged 13 to 17 years, and the remaining 5.0% (527/10,437) were aged 25 years or over. There were higher rates of female viewers than males across all animations and age ranges with the exception of the Being Bullied animation, where higher rates of male views were observed across all age ranges (see Table 2).
### Table 2. Age and gender of viewers on the SpunOut Facebook platforms from May 9, 2019 to May 8, 2020.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Age range</th>
<th>All (N=10,437), n (%)</th>
<th>18-24 years (n=5750), n (%)</th>
<th>25+ years (n=527), n (%)</th>
<th>13-17 years (n=4160), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>516 (46.1)</td>
<td>506 (45.2)</td>
<td>97 (8.7)</td>
<td>1119 (100)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>160 (31.0)</td>
<td>213 (42.1)</td>
<td>39 (40.2)</td>
<td>412 (36.8)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>353 (68.4)</td>
<td>290 (57.3)</td>
<td>58 (59.8)</td>
<td>701 (62.6)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>3 (0.6)</td>
<td>3 (0.6)</td>
<td>0 (0.0)</td>
<td>6 (0.6)</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>988 (40.3)</td>
<td>1414 (57.7)</td>
<td>97 (4.0)</td>
<td>2499 (100)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>267 (27.0)</td>
<td>481 (34.0)</td>
<td>38 (39.2)</td>
<td>786 (31.5)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>719 (72.8)</td>
<td>929 (65.7)</td>
<td>59 (60.8)</td>
<td>1707 (68.3)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>2 (0.2)</td>
<td>4 (0.3)</td>
<td>0 (0.0)</td>
<td>6 (0.2)</td>
</tr>
<tr>
<td>Feeling different</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>869 (35.5)</td>
<td>1451 (59.3)</td>
<td>127 (5.2)</td>
<td>2447 (100)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>186 (21.4)</td>
<td>341 (23.5)</td>
<td>31 (24.4)</td>
<td>558 (22.8)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>674 (77.6)</td>
<td>1099 (65.7)</td>
<td>96 (75.6)</td>
<td>1869 (76.4)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>9 (1.0)</td>
<td>11 (0.8)</td>
<td>0 (0.0)</td>
<td>20 (0.8)</td>
</tr>
<tr>
<td>Loneliness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>429 (43.3)</td>
<td>534 (53.9)</td>
<td>27 (2.7)</td>
<td>990 (100)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>157 (36.6)</td>
<td>168 (31.5)</td>
<td>13 (48.1)</td>
<td>338 (34.1)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>270 (62.9)</td>
<td>361 (67.6)</td>
<td>14 (51.9)</td>
<td>645 (65.2)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>2 (0.5)</td>
<td>5 (0.9)</td>
<td>0 (0.0)</td>
<td>7 (0.7)</td>
</tr>
<tr>
<td>Being bullied</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>1358 (40.2)</td>
<td>1845 (54.6)</td>
<td>179 (5.3)</td>
<td>3382 (100)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>687 (50.6)</td>
<td>1105 (59.9)</td>
<td>100 (55.9)</td>
<td>1892 (55.9)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>664 (48.9)</td>
<td>733 (39.7)</td>
<td>78 (43.6)</td>
<td>1475 (43.7)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>7 (0.5)</td>
<td>7 (0.4)</td>
<td>1 (0.6)</td>
<td>15 (0.4)</td>
</tr>
</tbody>
</table>

### Discussion

#### General

This is the first knowledge transfer project we are aware of that has translated qualitative research findings on issues affecting young people’s emotional and mental health into a series of bilingual public health online animations. In line with recent recommendations on addressing the global mental health crisis [13,21], the project has given voice to the lived experiences of young people who are struggling with their mental health using a collaborative knowledge transfer process. Our research revealed that experiences of anxiety, depression, loneliness, feeling different, and being bullied were common in the lives of young people during their midadolescent and early adult years. These findings were successfully translated into 5 public health animations through a unique collaboration between the research, Arts, and online sectors. All 5 animations were hosted and promoted by SpunOut [60]. In the 12 months following the launch of the animations, high engagement and viewing numbers were evident across SpunOut social media platforms for all 5 animations, with close to 16,000 views. A majority of engagement occurred during the limited period of the social media ad campaign. The animations exploring Feeling Different and Being Bullied had the highest number of views.

#### Comparison With Existing Research and Knowledge

Our qualitative research findings, highlighting young people’s lived experiences of anxiety, depression, loneliness, feeling different, and bullying, are aligned to existing evidence. Epidemiological evidence in Ireland has found that, by the age of 24 years, over 1-in-4 young people in Ireland will have experienced clinical levels of anxiety (26.7%) and depression (28.5%) [61]. More recently, in their study of over 19,000 adolescents and young adults in Ireland, Dooley et al [24] found that 49% of adolescents and 58% of young adults were experiencing anxiety and 40% of adolescents and 58% of young adults were experiencing depression [24]. Anxiety and depression in youth populations have also been recently identified as a significant health issue internationally [62-64].

---
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Our findings on loneliness and feeling different during the adolescent and early adult years complement existing evidence that youth is a key period of risk for loneliness and social disconnection [65–67]. Not only did this emerge as a qualitative theme in the research study, but the Feeling Different animation had the highest number of views. Loneliness and a sense of feeling different are associated with individuals’ needs to explore and find their own identities during adolescence and early adulthood [65]. However, other factors such as culture, environment, personality factors, and gender are also implicated in experiences of loneliness [67]. In the case of gender, females are more likely to report feelings of loneliness and social disconnection, supporting our use of a female voiceover for the loneliness and feeling different animations. The female character representations used in these animations may also have been more congruent with the experiences of females, as reflected in the high prevalence of female views of these animations.

Our finding that many participants in the study had experienced bullying and the high view rate of the Being Bullied animation is consistent with recent Irish data showing rates of 39% and 58% among adolescents and young adults respectively who reported being the victim of bullying [24]. Rates among adolescents are similar to those reported internationally. In their meta-analysis on bullying, Modecki et al [68] found a mean prevalence rate of 35% for traditional bullying and 15% for cyberbullying across the 80 studies in their review. Additionally, our finding that higher numbers of males aged 18 years or older viewed the Being Bullied animation reflects gender trends in the national My World survey [24] of Irish youth where rates of bullying in males increased over time. Specifically, fewer males than females reported being bullied during adolescence (male: 40%, female: 45%) but a higher proportion reported being bullied during their young adult years (male: 61%, female: 57%).

The finding that the animations were viewed almost 16,000 times following their launch demonstrates the potential reach that animations can have within the youth mental health arena. To achieve this, a low budget social media ad campaign was required, and a majority of views occurred in response to this campaign over the campaign period of approximately 2 months. This highlights the value of animations as a medium for knowledge transfer [28,29,31,32] and the importance of budgeting for paid social media promotion to maximize the reach of multimedia knowledge transfer outputs. When proactively seeking mental health information, evidence suggests that young people prefer seeking information from information-based rather than social media websites [23,27,69]. However, for young people who are not proactively seeking mental health information, our high viewing figures during the promotion campaign indicate that social media campaigns may be a particularly effective method to engage non-help-seeking young people with public mental health information. Key to this is following social media trends in order to target those web-based and social media platforms that young people are already using [70].

We anticipated that the animations would enhance mental health literacy in young people, promote disclosure of mental health difficulties, and ensure young people understood how to access informal and formal mental health support. This was based on existing evidence that has shown that public awareness mental health campaigns are effective in achieving both attitude and behavior changes [14,15,18]. For example, an evaluation into the Time-to-Change public mental health awareness campaign in the United Kingdom found that individuals who were simply aware of the campaign reported increased comfort in disclosing mental health difficulties to family and friends and were more likely to seek professional help [18]. Similarly, in their review, Kauer et al [69] found that an increase in mental health literacy was a facilitator of help-seeking among young people accessing information online. A review by Pretorius et al [27] also found that young people used online information and resources to facilitate personal coping responses or as a means to promote informal support seeking behaviors and that the process of help-seeking online could act as a gateway to further help-seeking by connecting young people with information and additional supports. Based on this existing evidence, it is reasonable to hypothesize that, for a proportion of young people, viewing and being exposed to the messaging within each animation will have positively impacted their attitudes toward mental health difficulties, their mental health literacy (for those with low levels of mental health literacy), their willingness to share any current or future mental health concerns, and their willingness to reach out for information and support if they need to.

A final and important finding from this project was the low cost–high yield relationship between what was spent on social media promotion and the level of user engagement and views of the animations. In their systematic review of the use of social networking sites for public health practice and research, Capurro and colleagues [70] highlight that social media and social networking sites offer researchers the fast, easy, and low-cost access to a range of populations, making them an ideal platform for conducting research. Our cost-per-view findings, at a cost of just €0.003 (approximately US $0.004) to reach a young person with one of the videos and €0.035 (approximately US $0.042) to have a young person in our target demographic view the video to completion highlights the potential that social media promotion can offer in supporting impactful knowledge transfer activities targeting known populations at a very low cost. Moreover, our use of this method addresses a key factor that has been identified in maximizing the potential for public health messaging to change behavior: ensuring that messages are delivered to their intended audience with sufficient reach [16]. Additionally, it facilitated access to demographic and engagement data, an oftentimes underused data resource in the field of health-related research [70].

Limitations

A key limitation in this knowledge transfer project is that, while we were able to identify our target demographic for our Facebook and Twitter promotion campaigns, such promotion activity also relies on algorithms and models that are controlled by each social media or networking site. Thus, our demographic findings relating to the age and gender of user engagement may reflect aspects of the advertising algorithms used rather than solely reflecting gender trends related to the animations. Additionally, the idea to develop the animations was a response
to the findings emerging from the research. This meant that the focus of the animation project was on ensuring the animations were embedded and accessible to young people as part of an existing and reputable youth mental health website rather than on collecting data on young people’s responses to the animations or their impact on attitudes, health, or help-seeking. This limited our analysis to the reach of the animations. We were therefore unable to examine the impact of the animations on those 15,000 or more young people who watched them or to interpret the low link click rate in our analytics data. However, in relation to the latter, it is important to note that link-click data were only collected during the short period of the social media and promotion period. The limitations of the reach data in this study highlight the importance of integrating research to evaluate impact and effectiveness when designing public health campaigns such as this. Future research is needed to examine the impact of both outputs, such as our animations, and the effectiveness of targeting young people on social media platforms.

Conclusions

In line with recommendations for tackling the global mental health crisis [13,21], this knowledge transfer project provides an example of how the mental health research community can engage in meaningful knowledge transfer activities targeting young people on their native social media platforms. By adopting this type of knowledge transfer activity, researchers have the potential to use and translate their findings to make a tangible difference to both individual lives and to overall societal health, beyond what is possible within the confines of traditional dissemination arenas and institutions.
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Abstract

Background: Early cardiopulmonary resuscitation and prompt defibrillation markedly increase the survival rate in the event of out-of-hospital cardiac arrest (OHCA). As future health care professionals, medical students should be trained to efficiently manage an unexpectedly encountered OHCA.

Objective: Our aim was to assess basic life support (BLS) knowledge in junior medical students at the University of Geneva Faculty of Medicine (UGFM) and to compare it with that of the general population.

Methods: Junior UGFM students and lay people who had registered for BLS classes given by a Red Cross–affiliated center were sent invitation links to complete a web-based questionnaire. The primary outcome was the between-group difference in a 10-question score regarding cardiopulmonary resuscitation knowledge. Secondary outcomes were the differences in the rate of correct answers for each individual question, the level of self-assessed confidence in the ability to perform resuscitation, and a 6-question score, "essential BLS knowledge," which only contains key elements of the chain of survival. Continuous variables were first analyzed using the Student t test, then by multivariable linear regression. Fisher exact test was used for between-groups comparison of binary variables.

Results: The mean score was higher in medical students than in lay people for both the 10-question score (mean 5.8, SD 1.7 vs mean 4.2, SD 1.7; P<.001) and 6-question score (mean 3.0, SD 1.1 vs mean 2.0, SD 1.0; P<.001). Participants who were younger or already trained scored consistently better. Although the phone number of the emergency medical dispatch center was well known in both groups (medical students, 75/80, 94% vs lay people, 51/62, 82%; P=.06), most participants were unable to identify the criteria used to recognize OHCA, and almost none were able to correctly reorganize the BLS sequence. Medical students felt more confident than lay people in their ability to perform resuscitation (mean 4.7, SD 2.2 vs mean 3.1, SD 2.1; P<.001). Female gender and older age were associated with lower confidence, while participants who had already attended a BLS course prior to taking the questionnaire felt more confident.

Conclusions: Although junior medical students were more knowledgeable than lay people regarding BLS procedures, the proportion of correct answers was low in both groups, and changes in BLS education policy should be considered.
Introduction

Basic life support (BLS) maneuvers and use of automated external defibrillators (AED) have been shown to greatly increase the survival rate after out-of-hospital cardiac arrests (OHCA) [1]. Nevertheless, their application rate remains very different from one region to another [2,3].

In Switzerland, most regions lack a systematic BLS training program for the general population, even though more than 8000 OHCA occur every year in the country [4]. In Geneva, BLS was provided in less than 40% of OHCA cases between 2009 and 2012 [5].

Medical students might unexpectedly encounter OHCA cases outside of the hospital or university environment and might, given their status, be expected to take care of the situation. Many studies carried out in different medical education systems around the world have however concluded that BLS knowledge among health care students is generally limited [6-10].

Since the first BLS training session for medical students of the University of Geneva – Faculty of Medicine (UGFM) only takes place during the second of their 6-year curriculum, our hypothesis was that they might lack critical knowledge regarding BLS prior to this course. These medical students might, however, be unpredictably faced with OHCA and be expected to respond swiftly and adequately given their chosen profession [11]. Our goal was to assess BLS knowledge among these students prior to their first BLS training and to compare it with that of the general population.

Methods

Study Design

A cross-sectional, web-based, questionnaire study compliant with the CHERRIES guidelines was carried out between October 2019 and April 2020 [12]. Such studies do not come within the scope of the Swiss Federal Act on Research involving Human Beings [13]. The study protocol was nevertheless submitted to the regional ethics committee, which declared the project “non-objectionable” (Request #2019-02047).

Online Platform and Survey Development

An internet platform was developed using the Joomla 3.9 content management system (Open Source Matters, New York, NY). The Community Surveys Pro component version 5 (CoreJoomla, Hyderabad, India) was used to create the questionnaire.

A structured online questionnaire containing 19 questions requiring either open or closed answers was created on the platform (Multimedia Appendix 1). The number of questions was kept below 20 to limit dropout attrition [14-16]. Ten questions were used to assess BLS knowledge. These questions were prepared according to the 2015 International Consensus on Cardiopulmonary Resuscitation and Emergency Cardiovascular Care Science With Treatment Recommendations [17]. The questionnaire was displayed over a total of 4 pages (Table 1). Both the internet platform and the questionnaire were thoroughly tested for usability and user-friendliness by all coauthors before beginning the study.
Table 1. Survey structure and questions.

<table>
<thead>
<tr>
<th>Survey page and field, Question</th>
<th>Type of question</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introduction: consent</strong></td>
<td>N/A a</td>
</tr>
<tr>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>1: demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Year of birth</td>
<td>Open (Regex b)</td>
</tr>
<tr>
<td>Gender</td>
<td>MCQ c</td>
</tr>
<tr>
<td><strong>2: general BLS d knowledge</strong></td>
<td></td>
</tr>
<tr>
<td>Ever heard of BLS or ACLS e before</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Meaning of “AED” f,g</td>
<td>Open</td>
</tr>
<tr>
<td>Year of the last BLS guidelines update</td>
<td>Open (Regex)</td>
</tr>
<tr>
<td>Phone number of the emergency medical services dispatch center g,h</td>
<td>Open</td>
</tr>
<tr>
<td><strong>3: prior BLS experience</strong></td>
<td>MAQ i</td>
</tr>
<tr>
<td>Current or past student of a health care profession, BLS instructor, or professional rescuer</td>
<td></td>
</tr>
<tr>
<td>Prior BLS training</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Wish to be trained, or more trained, in BLS procedures</td>
<td>Yes/No</td>
</tr>
<tr>
<td><strong>4: specific BLS knowledge</strong></td>
<td></td>
</tr>
<tr>
<td>Criteria used to recognize OHCA e,h,j</td>
<td>MAQ</td>
</tr>
<tr>
<td>BLS sequence e,h</td>
<td>Ordering</td>
</tr>
<tr>
<td>Artery for pulse assessment e</td>
<td>MCQ</td>
</tr>
<tr>
<td>Compression depth e,h</td>
<td>MCQ</td>
</tr>
<tr>
<td>Compression:ventilation ratio e,h</td>
<td>MCQ</td>
</tr>
<tr>
<td>Compression rate e,h</td>
<td>MCQ</td>
</tr>
<tr>
<td>Compression-only CPR e,h,k</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Treatment of a choking patient, conscious, unable to either cough or talk e</td>
<td>MCQ</td>
</tr>
<tr>
<td>Self-assessed confidence in the ability to perform resuscitation</td>
<td>1-10 scale</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bRegex: regular expression validation.
cMCQ: multiple choice question (only one answer accepted).
dBLS: basic life support.
eACLS: advanced cardiovascular life support.
fAED: automated external defibrillator.
gQuestions used to compute the primary outcome (score out of 10 questions).
hQuestions used to compute the “essential BLS knowledge” secondary outcome.
iMAQ: multiple answer question (more than one answer accepted).
kCPR: cardiopulmonary resuscitation.

Enrollment and Consent
As the UGFM BLS-AED course is based on a “flipped classroom” teaching format, medical students must complete an institutional, interactive, electronic learning (eLearning) module prior to attending their first 2-hour BLS-AED workshop. A link was therefore embedded in the very first slide of the eLearning module (Figure 1), prompting the 183 second-year UGFM students, which represented a convenience sample, to participate in the study before accessing the learning material.

The control group was composed of lay people attending a first aid course. These participants were recruited thanks to the Association Genevoise des Sections de Samaritains (AGSS), a
Red Cross–affiliated training center. The AGSS agreed to send a single mailing (Multimedia Appendix 2) on our behalf to each first aid course participant who registered between October 2019 and April 2020. In Switzerland, first aid courses are mandatory to obtain a driving license [18]. Though anonymity was ensured by virtue of the invitation method, no reminder could be sent as we did not have access to the participants’ email addresses or to their identities. These invitation emails were sent at least 2 weeks before these courses were scheduled, and participants were specifically asked to take the questionnaire before attending the course.

Information regarding the study was displayed along with an electronic consent form before the questionnaire could be started [19]. Participants were informed of the study’s purpose and of its estimated length. Identity and contact of the investigators were given, and information regarding data handling was provided. Participants were informed that no personal data would be asked for or recorded and that they would not be solicited any further after having completed the questionnaire. No incentive was given to promote participation, which was not required to attend either course.

Figure 1. Electronic learning (eLearning) slide inviting medical students to participate in the study.

Data Collection
All questions had to be answered, and pages were to be entirely filled before participants could proceed to the following part of the survey. Answer consistency was checked using regular expression (regex) validation rules, and participants were warned whenever an inconsistent answer was identified. Participants could change their answers using a “back” button until the questionnaire was finalized.

Data were stored on an encrypted MySQL compatible database (MariaDB 5.5.5, MariaDB Foundation, Wakefield, MA) located on a Swiss server. As this was a closed survey, with the link only provided either on the first eLearning slide or in the emails sent by the AGSS, no specific tracking identifier (cookies or IP address) was used.

Outcomes
The primary outcome was the between-group difference on the 10-question quiz score. Each question was equally weighted and could only be considered as correct or incorrect. Thus, the total score was computed for each participant by summing all correct answers. Secondary outcomes were the differences in the rate of correct answers for each individual question and in the level of self-assessed confidence in the ability to perform resuscitation. We also computed a score dubbed “essential BLS knowledge,” which is the sum of 6 critical questions related to BLS (Table 1) and follows the logic of the chain of survival. Indeed, the other questions used to compute the primary outcome are either related to other first aid maneuvers or are not deemed of critical importance to the adequate provision of resuscitative maneuvers.
Data Availability
The original data have been deposited to Mendeley Data [20].

Statistical Analysis
Statistical analysis was carried out using STATA 16.1 (StataCorp LLC, College Station, TX). Incomplete questionnaires, as well as those completed by BLS-AED instructors or already certified health care professionals, were excluded from the analysis.

The scores of the answers to the 10 predefined questions were added to compute the overall quiz score defined as the primary outcome (minimum = 0; maximum = 10). No differential weighting was applied, and each individual question was worth 1 point. The “essential BLS knowledge” score was computed in the exact same way (minimum = 0; maximum = 6).

Normality was assessed both graphically and by the Kolmogorov-Smirnov test. Analysis of continuous variables was first performed using the Student t test, and results were then adjusted according to age, gender, and prior BLS experience through the use of multivariable linear regression. Results are presented as mean (SD). Given the limited sample size, the Fisher exact test was used for between-groups comparison of binary variables. A double-sided $P$ value $<.05$ was considered significant.

A subgroup analysis to identify a potential effect of having attended a BLS course prior to taking the survey was decided post hoc. A sensitivity analysis excluding medical students who had prior training as health care students or who were already certified rescuers was also performed.

Results
The participation rate was higher ($P=.03$) in the medical students’ group (80/183, 44%) than in the control group (74/256, 29%). While no participant had to be excluded from the medical students’ group, the exclusion criteria were met for 12 participants in the control group (Figure 2). Among the 80 medical students who completed the survey, 1 was a former nursing student, and 13 answered that they were certified rescuers. There were no fully qualified health care professionals in this group.

Participants were older in the control group (mean 34.0 years, SD 12.7 years) than in the medical students’ group (mean 22.5 years, SD 4.4 years). There was a majority of women in both groups (49/74, 66% in the control group and 58/80, 73% in the medical students’ group) with no significant difference between groups ($P=.35$). While the proportion of participants who had already heard of BLS or of advanced cardiovascular life support was also similar (48/80, 60% of medical students vs 41/74, 55% of lay people; $P=.39$), medical students more often declared having already attended a BLS course (68/80, 85% vs 45/74, 61%, $P<.001$).

The mean score on the 10-question composite outcome was higher in medical students (mean 5.8, SD 1.7 vs mean 4.2, SD 1.7; $P<.001$), with 6 questions displaying significant differences (Table 2). Older participants were more likely to score lower, with a coefficient of $-0.031$ per year (95% CI $-0.060$ to $-0.003$, $P=.03$), while the participants who had attended a BLS course prior to taking the questionnaire scored higher (1.166, 95% CI 0.470 to 1.862, $P=.001$). No participant was able to correctly answer all 10 questions.

Medical students also scored better than lay people on the 6-question “essential BLS knowledge” score (mean 3.0, SD 1.1 vs mean 2.0, SD 1.0; $P<.001$). Older age was also correlated with lower scores (coefficient $-0.025$ per year, 95% CI $-0.043$ to $-0.007$, $P=.007$), and participants who had attended a BLS course prior to completing the questionnaire also scored higher on this index (0.698, 95% CI 0.258 to 1.138, $P=.002$). Once again, no participant was able to correctly answer all 6 questions. Neither score was affected by gender.

Lay people who had already attended a BLS course before participating in the survey did not perform better than those who had not (mean 4.5, SD 1.6 vs mean 3.8, SD 1.7, $P=.14$). The same held true for medical students (mean 5.9, SD 2.2 vs mean 5.4, SD 1.6, $P=.39$).

Medical students felt more confident than lay people in their ability to perform resuscitation (mean 4.7, SD 2.2 vs mean 3.1, SD 2.1, $P<.001$). Participants who had already attended a BLS course felt more confident than those who had not (coefficient 1.9, 95% CI 1.1 to 2.7, $P<.001$), while female participants felt less confident (coefficient $-1.1$, 95% CI $-1.9$ to $-0.4$, $P=.003$). Older participants felt less confident than their younger counterparts (coefficient $-0.041$ per year, 95% CI $-0.074$ to $-0.009$, $P=.01$). The proportion of participants wishing to receive more BLS training was higher in the group composed of medical students (70/80, 88% vs 42/74, 57%, $P<.001$).

Excluding medical students who were either former nursing students or certified rescuers neutralized the effect of age on the 10-question score and on the confidence but did not significantly change the magnitude or direction of the other results.
Figure 2. Study flowchart for (A) lay people and (B) medical students. AED: automated external defibrillator; BLS: basic life support.

Table 2. Scores on the 10-question composite outcome by group.

<table>
<thead>
<tr>
<th>Question</th>
<th>Lay people (n=62), n (%)</th>
<th>Medical students (n=80), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone number of the emergency medical services dispatch central&lt;sup&gt;a&lt;/sup&gt;</td>
<td>51 (82)</td>
<td>75 (94)</td>
<td>.06</td>
</tr>
<tr>
<td>Meaning of “AED”&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>27 (44)</td>
<td>42 (53)</td>
<td>.31</td>
</tr>
<tr>
<td>Criteria used to recognize OHCA&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5 (8)</td>
<td>16 (20)</td>
<td>.06</td>
</tr>
<tr>
<td>BLS&lt;sup&gt;e&lt;/sup&gt; sequence</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>.19</td>
</tr>
<tr>
<td>Artery for pulse assessment</td>
<td>50 (80)</td>
<td>50 (63)</td>
<td>.03</td>
</tr>
<tr>
<td>Compression depth</td>
<td>9 (14)</td>
<td>29 (36)</td>
<td>.004</td>
</tr>
<tr>
<td>Compression:ventilation ratio</td>
<td>21 (34)</td>
<td>62 (78)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Compression rate</td>
<td>15 (24)</td>
<td>41 (51)</td>
<td>.002</td>
</tr>
<tr>
<td>Compression-only CPR&lt;sup&gt;f&lt;/sup&gt;</td>
<td>39 (63)</td>
<td>75 (94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment of a choking patient, conscious, unable to either cough or talk</td>
<td>43 (69)</td>
<td>75 (94)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Accepted answers: 112, 144, and 911, which all work in Geneva, Switzerland; 144 is the official Swiss number.
<sup>b</sup>AED: automated external defibrillator.
<sup>c</sup>All answers containing “defibrillator” in English or in French were considered as correct (not case sensitive, spelling mistakes accepted).
<sup>d</sup>OHCA: out-of-hospital cardiac arrest.
<sup>e</sup>BLS: basic life support.
<sup>f</sup>CPR: cardiopulmonary resuscitation.

Discussion

Principal Findings

In this study, second-year medical students performed somewhat better than lay people, though neither group scored high on a simple 10-question quiz assessing BLS knowledge. The difference might arise from different grounds. First of all, medical students might indeed be more interested in this domain given their chosen profession. Moreover, though our regional policies have evolved little with regard to BLS training promotion, private initiatives have progressively surfaced in an attempt to increase general awareness regarding OHCA. As medical students were more than a decade younger than the...
control group, they might have been more exposed to such campaigns and therefore more interested in this topic.

Our findings highlight weaknesses in the first 3 links of the chain of survival [21]. While the proportion of participants who correctly remembered the phone number of the medical emergency communication center was high in both groups, most were unable to correctly describe the criteria used to identify OHCA. Failure to correctly identify OHCA may lead to a delayed call to the dispatch center and thereby worsen the victim’s prognosis [22]. Once called, dispatchers should nevertheless be able to help identify OHCA and lead the bystander to start appropriate actions [23]. However, while cardiopulmonary resuscitation (CPR) might be initiated, our survey results suggest that compression could be of limited quality since answers related to compression rate and depth were mostly incorrect. These findings are worrying since high-quality chest compressions are of paramount importance and have been shown to improve survival outcomes [24-26]. The third link in the chain, defibrillation, was only assessed with one simple question that focused on the meaning of the AED abbreviation. Less than half of all participants were able to determine that these 3 letters were commonly used to refer to a defibrillator. However, one could reasonably expect that associating the lightning pictograph to the abbreviation might improve identification of these devices [27]. Moreover, most emergency medical dispatchers are now trained to help bystanders or first responders localize, retrieve, and use AEDs [28].

Although lay rescuers, either trained or untrained, have not been expected to check for a pulse since the publication of the 2010 CPR guidelines [29], we nevertheless elected to ask a question regarding pulse assessment. Indeed, our BLS teaching faculty considers even junior medical students to be health care providers, and these students are therefore expected to know how to check for a pulse, particularly to assess a potential return of spontaneous circulation [30]. It must however be unequivocal that the pulse check should not be performed to diagnose cardiac arrest as it has been shown to be highly unreliable [31].

Even though emergency medical systems have evolved to overcome as much as possible the lack of BLS training [32], developing first aid knowledge and skills among the general population is essential to improve outcomes not only in OHCA victims but also in patients presenting with other acute illnesses or injuries [33]. Many different strategies can be considered to enhance the global level of awareness regarding OHCA and CPR, including systematic teaching of BLS maneuvers to school children [34-36]. This strategy has been shown to be particularly effective, as children are eager to transfer their acquired knowledge to their parents, siblings, and friends [37,38]. Training school children and providing them with cheap, basic manikins has been shown to help disseminate CPR training among their relatives [39], and many European countries have adhered to the “KIDS SAVE LIVES” statement, which aims to provide BLS education to schoolchildren aged 12 years and older [40]. Until such a change in BLS education policies occurs, medical students should be offered first aid courses earlier in their curriculum. The recently released European Resuscitation Council guidance note related to the CPR competencies required in undergraduate health care students could be used as a guideline to facilitate the implementation of BLS courses sooner in the undergraduate curriculum [41]. This note advocates, as we do, for the mandatory teaching of BLS maneuvers already during the first year of undergraduate education for students of health care professions.

However, months, if not years, might elapse before any change in public health policies can be accomplished, and modifying the undergraduate medical curriculum might take just as long. Therefore, to enhance the awareness of UGFM junior medical students regarding BLS issues, a team of senior medical students and faculty members developed an accelerated first aid course [42]. In January 2021, first-year medical students attended a brief intervention inviting them to complete an eLearning module. In the context of the current COVID-19 pandemic, asynchronous distance learning using interactive eLearning modules has been shown to enhance knowledge acquisition in medical students [43]. After completing this module, first-year medical students were invited to register for 1-hour practice sessions. Students who successfully complete this learning path will be able to enlist as first responders. Future studies should determine whether this strategy is successful and can improve BLS knowledge in this population.

The results of our post hoc analysis regarding the effect of having attended a BLS course prior to taking the survey are cause for concern. Indeed, participants who declared having attended such a course in the past did not perform significantly better than those who did not, regardless of the study group. While a change in the guidelines between a prior course and the moment of the survey could be hypothesized, the young age of the participants, particularly in the medical students’ group, makes it unlikely. Low scores were indeed recorded regarding key elements that were already part of the 2010 guidelines (ie, the criteria used to recognize OHCA [29]). Many factors, such as the time elapsed since the last BLS course, the course format, or the number of previous courses the participants had attended, may explain the apparent lack of BLS knowledge retention [44-46]. However, as this was an unexpected finding, the design of our study was ill suited to explore its grounds, and further studies will be needed to confirm this result and try to determine potential causes.

This study has other limitations that should also be acknowledged. First, owing to the study design and to the impossibility of sending email reminders, the participation rate was rather low, particularly among lay rescuers. This might have led to an overestimation of BLS knowledge in both groups due to selection bias. The method of recruitment has been shown to significantly alter the participation rates [47,48], and previous studies have reported that paper questionnaires have slightly higher response rates than web-based ones [49]. The use of paper questionnaires is however associated with much higher costs and carries an increased risk of generating missing values.

In addition, we were unable to determine whether the questionnaire had actually been completed before the course. Nevertheless, medical students were required to complete the eLearning module with the embedded invitation slide before
attending their first BLS course, and lay people were sent the invitation email at least 2 weeks before attending their course.

Another limitation is that our control group cannot be considered as a true surrogate of the general population. Indeed, as participants were rather young and as BLS training initiatives have progressively increased, it is to be expected that BLS knowledge would actually be lower in a more representative sample of the general population. Another limitation is linked to the specificities of the UGFM curriculum. In our curriculum, medical students and dental medicine students share a common study path until the end of their second year of undergraduate training. Around one-fifth of second-year UGFM students are actually dental medicine students. There is however little reason to believe that their interest in BLS procedures should be different for these students compared to medical students whose interest is not in an acute medicine specialty. In addition, most junior medical students have not yet decided upon a specific career at this stage [50]. One last limitation is that no survey can be considered as a true assessment of the way bystanders would manage OHCA. Nevertheless, there is a correlation between confidence, CPR skills, and intention to perform resuscitation, and a low level of knowledge can hardly foster confidence [51].

**Conclusion**

Although medical students were more knowledgeable than lay people regarding BLS-AED procedures, their proportion of correct answers was still low. As OHCA recognition and high-quality chest compressions are paramount to increasing survival rates, a change in the curriculum, as well as a global transformation in the way the general population is educated regarding first aid maneuvers, could help improve outcomes.
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Abstract

Background: Shared decision making (SDM) is becoming an important part of ulcerative colitis (UC) management because of the increasing complexity of available treatment choices and their trade-offs. The use of decision aids (DA) may be effective in increasing patients’ participation in UC management but their uptake has been limited due to high attrition rates and lack of a participatory approach to their design and implementation.

Objective: The primary aim of this study is to explore the perspectives of Australian patients and their clinicians regarding the feasibility and acceptability of myAID, a web-based DA, in informing treatment decisions in UC. The secondary aim is to use the findings of this pilot study to inform the design of a cluster randomized clinical trial (CRCT) to assess the efficacy of the DA compared with usual care.

Methods: myAID, a DA was designed and developed using a participatory approach by a multidisciplinary team of clinicians, patients, and nonmedical volunteers. A qualitative pilot study to evaluate the DA, involving patients with UC facing new treatment decisions and inflammatory bowel disease clinicians, was undertaken.

Results: A total of 11 patients with UC and 15 clinicians provided feedback on myAID. Themes explored included the following: Acceptability and usability of myAID—myAID was found to be acceptable by the majority of clinicians as a tool to facilitate SDM, uptake was thought to vary depending on clinicians’ approaches to patient education and practice, potential to overcome time restrictions associated with outpatient clinics was identified, presentation of unbiased information enabling patients to digest information at their own pace was noted, and potential to provoke anxiety among patients with a new diagnosis or mild disease was raised; Perceived role and usefulness of myAID—discordance was observed between patients who prioritized voicing preferences and clinicians who prioritized treatment adherence, and myAID facilitated early discussion of medical versus surgical treatment options; Target population and timing of use—greatest benefit was perceived at the time of initiating or changing treatment and following commencement of immunosuppressive therapy; and Potential concerns and areas for improvement—some perceived that use of myAID may precipitate anxiety by increasing decisional conflict and impact the therapeutic relationship between patient and the clinician and may increase resource requirements.
Conclusions: These preliminary findings suggest that patients and clinicians consider myAID as a feasible and acceptable tool to facilitate SDM for UC management. These pilot data have informed a participatory approach to the design of a CRCT, which will evaluate the clinical efficacy of myAID compared with usual care.

Trial Registration: Australian New Zealand Clinical Trial Registry ACTRN12617001246370; http://anzctr.org.au/Trial/Registration/TrialReview.aspx?ACTRN=12617001246370.
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Introduction

Background
Ulcerative colitis (UC) is an idiopathic chronic inflammatory condition involving the gastrointestinal tract, and it is characterized by relapsing and remitting symptoms of intestinal inflammation. Patients require long-term medical treatment, and in severe cases, they may require surgery to remove the entire colon. The trade-offs involving the available treatment options and their risk versus benefits are complex. Patients’ values and preferences heavily influence treatment choice and adherence [1]. Therefore, decision-making regarding therapeutics in UC encompasses not only the identification of the best treatment strategy for individual patients to maximize important outcomes such as quality of life and better disease control but also patient education, patient engagement, and effective communication to help promote adherence [2].

Shared decision making (SDM) is considered an important component of patient-centered care that enables and encourages patients to participate actively in the management of their health [3]. Such an approach has been found to result in better health outcomes and health care experience as well as increased treatment adherence [4]. The goal of SDM is that clinicians and patients will share their knowledge, values, and preferences and deliberate together on management decisions. Moreover, a recent survey suggests that most patients with UC wish to participate in SDM with their gastroenterologist when making treatment decisions [5].

Although SDM has a number of purported benefits, it requires a considerable amount of time and effort from the clinician to discuss the treatment options and explain their benefits and risks, while also helping the patient to identify which option best matches their preferences. With the increasing burden and incidence of UC, SDM is becoming an increasingly challenging task in a time-pressured, resource-limited clinic environment. Therefore, more effective ways of communication and patient engagement are needed.

Decision aids (DAs) are useful decision support interventions that may help to overcome the barriers to SDM by providing patients with easy-to-understand, evidence-based information about their available options outside the consultation timeframe, encouraging active engagement in the decision-making process and prompting patients to think through their values and preferences and consider them in making a decision [6]. The use of DAs in other chronic diseases has been associated with increased patient knowledge, less decisional conflict, and fewer patients remaining undecided or passive in the decision-making process [7]. DAs are available in various formats, ranging from simple pamphlets to elaborate videos, with web-based DAs becoming increasingly popular due to low production cost, ease of updates, and patient reliance on the internet for information [5].

Despite their potential to aid in participatory medicine, the application of DAs in UC management to date has been limited to decisions regarding surgical treatment [9,10], and available eHealth technologies incorporating self-monitoring and self-management functionalities have experienced high attrition rates, preventing their widespread uptake in clinical practice [11]. Importantly, many of these interventions have lacked a participatory health research design to maximize the participation of patients and clinicians in their design and development [12,13]. Furthermore, patient and clinician perspectives on the best approach to the use of these tools in routine clinical practice are currently poorly understood.

Research Objectives
The primary objective of this study is to explore the perspectives of Australian patients and their clinicians regarding a web-based DA in informing treatment decisions in UC and investigate how such a tool may be best incorporated and used in clinical practice. The secondary objective is to use the findings of this pilot study to inform the design of a cluster randomized clinical trial (CRCT) aiming to assess the efficacy of myAID compared with usual care.

Methods
Development and Key Features of myAID
myAID is a web-based multimedia DA. It is the Australianized version of the original US program named Ulcerative Colitis Treatment Options (Emmisi Solutions, Chicago) designed to facilitate and support SDM for treatment decisions in UC management. Throughout its development and design, a participatory approach [12,13] was undertaken with direct input from patients and a multidisciplinary panel of clinical experts (inflammatory bowel disease [IBD] physicians, colorectal surgeons, and experts on SDM experienced with DA use; see Acknowledgments section). This process involved close reference to the International Patient Decision Aids Standards checklist [14] and a rigorous evaluation process including in-house and independent reviews (Figure 1) [15]. The web-based format was selected based on a previous survey involving patients with UC from both the United States and
Australia [5]. The DA script and audio were Australianized (using Australian language and correct Australian medication names) through feedback from 1 patient, 4 nonmedical volunteers, 1 psychologist (AG), 3 Australian IBD physicians (SC, WN, and JA), and 2 Australian IBD nurses (As and ES), with rerecording of audio with the Australian script by Emmi Solutions in collaboration with Medibank Private Australia.

Figure 1. Development of the web-based decision aid.

**Scope and content determination**
1. Patient survey of 460 patients with UC from the United States and Australia to identify information patients most want to see in a web-based decision aid, outcomes (positive and negative) most important to patients, and how much patients want to know about surgical options for UC
2. Independent patient interviews and video analysis of UC patients talking about living with UC on YouTube by Emmi Solutions, Inc.

**First draft script development** for in-depth review and feedback by key advisors

**Alpha phase of development** to guide content inclusion and presentation including the flow and effectiveness of spoken word, written text, animations, and illustrations
1. Review and feedback by patient focus groups conducted by a third-party moderator — 2 groups of 5-6 patients facing new treatment (“prospective” group) and already on advanced treatment (“retropective” group) — to ensure clear, comprehensible, and unbiased content
2. Further review by key advisors

**Beta testing and final review** by key advisors (finalized US version: Ulcerative Colitis Treatment Options)

**Australianization** (script revision and rerecording of audio for Australian audience)

myAID is web accessible (but not downloadable as a portable app) via a computer or a laptop with an internet connection, is available in English, and takes approximately 32 min if viewed uninterrupted. The content is organized into chapters (Textbox 1), which can be viewed as often as desired, and starts with information including common symptoms, treatment goals, and benefits and risks associated with well-controlled versus poorly controlled disease. It then presents a succinct summary of currently available medical and surgical treatments and their potential benefits and risks and a disclaimer confirming no support or influence from pharmaceutical companies. myAID has several interactive components that prompt patients to consider their personal treatment goals by asking questions about their current symptoms and concerns. They can select the
specific details or information they wish to view about a particular aspect of treatment, such as information regarding surgery, including the details of the steps involved in creating a J-pouch or stoma and the potential complications such as pouchitis or peristomal hernia. Patients can take virtual notes during the video, print these along with a summary of the information presented in myAID, and return and skip to specific chapters after viewing the entire video. Refer to Figure 2 for sample myAID screenshots.

Textbox 1. Summary of myAID chapters.

<table>
<thead>
<tr>
<th>Ulcerative colitis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• An overview of ulcerative colitis, including anatomy, disease pathogenesis, typical symptoms, and treatment goals</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• An overview of available treatment options including brief discussions on the role of natural therapy including diet and probiotics as well as smoking</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Considering medications</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Describes the importance of adherence and risk of flare when treatment is suddenly stopped, costs, and pros and cons of each medical (nonsurgical) treatment option including 5-aminosalicylates, steroids, thiopurines, and biologics (infliximab, adalimumab, golimumab, and vedolizumab)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Considering surgery</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Describes surgery as a treatment option including the reasons to consider surgery, benefits, what to expect after surgery, and the potential risks and also discusses ileostomy versus J-pouch formation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thinking it through</th>
</tr>
</thead>
<tbody>
<tr>
<td>• A review of treatment options covered in previous sections including how they are given, how quickly they work, efficacy, risk of infection and lymphoma, and ileostomy versus J-pouch</td>
</tr>
</tbody>
</table>

https://www.jmir.org/2021/2/e15946
Study Participants and Recruitment

Patients
Patients aged above 18 years with UC who needed to make a new treatment decision after a previous or current trial of 5-aminosalicylate (5-ASA) therapy were eligible to participate. Eligible patients were consecutively identified and referred to the research assistant (RA) by their clinicians during their outpatient clinic attendance at Liverpool Hospital, New South Wales (NSW). The RA provided patients with a participant information sheet, explained study participation, and answered any questions before obtaining written consent.

Clinicians
As this was a feasibility study informing the CRCT, only clinicians from sites that had been allocated to the CRCT intervention arm and had access to myAID were eligible to participate. Of the 25 eligible clinicians, 15 were randomly selected, and all the clinicians consented.

Study Design
All consenting patients completed surveys to provide relevant sociodemographic and clinical information. Disease activity was determined by the Simple Clinical Colitis Activity Index (SCCAI) [16], where the score ranges from 0 to 19, with higher scores indicating greater disease severity and remission defined...
as a score ≤2. Patients viewed myAID in the clinic (using an on-site computer) or at home (on their personal computer) via a URL unique to each patient. Patients returned to their clinician within 2 weeks for a follow-up consultation to discuss and decide their UC management, after which they participated in a one-to-one structured telephone interview (Multimedia Appendix 1) with the RA to provide feedback about myAID. Interviews (approximately 20 min) were audio-recorded and transcribed verbatim for qualitative analysis.

Participating clinicians were provided with the myAID URL and contacted by the RA within 2 weeks to confirm that they had viewed myAID. A 20-min structured telephone interview was then scheduled with the RA or lead researcher (AK) to provide feedback about myAID; interviews were audio-recorded and transcribed verbatim for qualitative analysis.

Successive transcribed interviews were reviewed, and their content was analyzed independently by 2 researchers (AK and SR) using thematic analysis [17]. Both deductive and inductive approaches were used to identify, report, and categorize themes or patterns and to ensure saturation is achieved. Subsequently, the themes were further refined and reviewed to ensure reviewers’ agreement. Exemplary quotes were identified to denote each emerging theme during the analysis.

This study and the CRCT were approved by the Human Research Ethics Committee of South Western Sydney Local Health District and registered with the Australian New Zealand Clinical Trial Registry—ACTRN12617001246370.

Results

Participant Characteristics

A total of 11 patients were approached, and all of them were subsequently recruited (November 2015 to February 2016). The sample size was determined using the concept of thematic saturation. The majority of patients had left-sided disease (involvement limited to the proportion of the colon distal to the splenic flexure) for 2-10 years with a mean SCCAI of 6.5 (SD 5.6). A total of 15 clinicians with subspecialty interest in IBD participated (July to September 2016), the majority with ≥10 years of clinical experience and seeing ≥26 IBD patients per month. Tables 1 and 2 summarize the participant characteristics.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>3 (27)</td>
</tr>
<tr>
<td>30-39</td>
<td>4 (36)</td>
</tr>
<tr>
<td>40-49</td>
<td>1 (9)</td>
</tr>
<tr>
<td>50-59</td>
<td>3 (27)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (45)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (55)</td>
</tr>
<tr>
<td><strong>Education status</strong></td>
<td></td>
</tr>
<tr>
<td>Did not complete high school</td>
<td>2 (18)</td>
</tr>
<tr>
<td>High school or equivalent</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Part-time</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Disabled or unable to work</td>
<td>1 (9)</td>
</tr>
<tr>
<td><strong>Years since UC&lt;sup&gt;a&lt;/sup&gt; diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2 years</td>
<td>1 (9)</td>
</tr>
<tr>
<td>2-10 years</td>
<td>10 (91)</td>
</tr>
<tr>
<td><strong>Disease extent</strong></td>
<td></td>
</tr>
<tr>
<td>Rectum only</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Left-sided</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Most or all of colon affected</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>Previous treatment</strong></td>
<td></td>
</tr>
<tr>
<td>5-ASAs&lt;sup&gt;b&lt;/sup&gt;</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Prednisone</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Thiopurines</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Infliximab</td>
<td>2 (18)</td>
</tr>
</tbody>
</table>

<sup>a</sup>UC: ulcerative colitis.

<sup>b</sup>5-ASA: 5-aminosalicylates.
Table 2. Clinician characteristics (N=15).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>6 (40)</td>
</tr>
<tr>
<td>40-49</td>
<td>4 (27)</td>
</tr>
<tr>
<td>50-59</td>
<td>5 (33)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>Clinical setting</strong></td>
<td></td>
</tr>
<tr>
<td>Public only</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Private only</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Both</td>
<td>14 (93)</td>
</tr>
<tr>
<td><strong>Access to IBD nurse</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time equivalent</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Part time</td>
<td>4 (27)</td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Clinical experience (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>6 (40)</td>
</tr>
<tr>
<td>10-20</td>
<td>5 (33)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>IBD patients seen per month</strong></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>1 (7)</td>
</tr>
<tr>
<td>26-75</td>
<td>8 (53)</td>
</tr>
<tr>
<td>≥76</td>
<td>6 (40)</td>
</tr>
</tbody>
</table>

*IBD: inflammatory bowel disease.

**Patient Interviews**

Of the 11 patients, 10 provided feedback about the acceptability and usability of myAID, perceived role and usefulness of myAID, target population and timing and place of use, and potential concerns and areas for improvement (refer to Table 3 for subthemes and exemplar quotes).
Table 3. Patient feedback on acceptability of myAID.

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability and usability of myAID</strong></td>
<td></td>
</tr>
<tr>
<td>Easy to access, navigate, and use</td>
<td>• “Everything was easy.”</td>
</tr>
<tr>
<td></td>
<td>• “I could go into more detail if I wanted to.”</td>
</tr>
<tr>
<td>Information presented is adequate, well delivered, and unbiased</td>
<td>• “It was spot on. It was perfect. I did not feel overwhelmed by it. But there was enough for me to take away and want to know more.”</td>
</tr>
<tr>
<td>Content is informative and useful for patients</td>
<td>• “Half the questions I was going to ask her were answered in that video. Helped me understand my situation and what the doctor was saying too.”</td>
</tr>
<tr>
<td><strong>Perceived role and usefulness of myAID</strong></td>
<td></td>
</tr>
<tr>
<td>Education (especially in terms of surgical treatment and combination therapy) and promoting adherence</td>
<td>• “I had heard about things before and now I know what it is.”</td>
</tr>
<tr>
<td></td>
<td>• “now I am more aware of my options.”</td>
</tr>
<tr>
<td></td>
<td>• “I didn’t know about injections or surgery [before].”</td>
</tr>
<tr>
<td></td>
<td>• “I never took [the tablets] regularly. Now I will take them as doctor has prescribed.”</td>
</tr>
<tr>
<td>Communication of concerns and participation in decision-making</td>
<td>• “It did help me discuss my concerns and options with her [my doctor].”</td>
</tr>
<tr>
<td></td>
<td>• “Now I know what to talk about and what the doctor is saying and also my concerns.”</td>
</tr>
<tr>
<td>Decision support</td>
<td>• “It confirmed what I wanted to do and confirmed my decision. It was a big help.”</td>
</tr>
<tr>
<td>Psychological support (reducing anxiety)</td>
<td>• “I was scared to try other things before.”</td>
</tr>
<tr>
<td></td>
<td>• “I am more confident about my treatment.”</td>
</tr>
<tr>
<td>Sharing information with family or other</td>
<td>• “It can be explained to them in a way I wouldn’t be able to.”</td>
</tr>
<tr>
<td><strong>Suggested target population and timing or place of use</strong></td>
<td></td>
</tr>
<tr>
<td>Applicable at different stages of the treatment journey but may require caution in those newly diagnosed</td>
<td>• “Overall the whole video was helpful it told you everything, all worst case scenario and everything [so] you know what is happening”</td>
</tr>
<tr>
<td></td>
<td>• “New people just diagnosed, [it] could scare them.”</td>
</tr>
<tr>
<td><strong>Suggested improvements and potential concerns</strong></td>
<td></td>
</tr>
<tr>
<td>Potential to increase anxiety and decisional conflict or burden—need for support from clinicians</td>
<td>• “Like surgery and stuff it could be scary.”</td>
</tr>
<tr>
<td></td>
<td>• “None of them is what I want. When you only have so many options you have to take one and that’s the one I prefer more than the rest of them.”</td>
</tr>
<tr>
<td></td>
<td>• “…can be a bit of a shock too so maybe more help or support.”</td>
</tr>
<tr>
<td>External factors may influence decisions—limitation of health care structure</td>
<td>• “To show government we tried this option before we go to other option [of my choice].” (on Pharmaceutical Benefits Scheme restrictions)</td>
</tr>
<tr>
<td>Suggestion for additional content</td>
<td>• “It would be so good to know what to eat–do a video about that”</td>
</tr>
<tr>
<td>Improved accessibility (on mobile devices)</td>
<td>• “I wanted to do it on my mobile but I had to do it on my computer at home.”</td>
</tr>
</tbody>
</table>

*Themes arising from qualitative analysis.

**Acceptability and Usability**

Of the 11 patients, 8 viewed myAID in the clinic and 3 at home. Of the 10 interviewed patients, 9 watched myAID in one sitting, and all 10 patients found it easy to access myAID and navigate its contents and interactive components on the web-based platform; reported the amount of information presented as adequate and comprehensive; and found the information to be fairly presented (without bias), clear, and easy to understand. The majority of patients reported that myAID helped them with new knowledge about their disease and treatment options, leading to a much better understanding of the recent discussion with their clinicians. Many of these patients reported that their ability to contribute to the discussion was limited previously.
The sense of control over the viewed content was received positively, and patients reported that this feature allowed them to digest potentially confronting information at their own pace.

**Perceived Role and Usefulness**

All patients considered myAID as a useful educational tool that helped to improve knowledge and understanding of UC and available treatment options as well as the rationale for maintenance treatment and adherence. myAID was perceived to improve their ability to communicate their concerns and participate in decision-making more effectively and confidently. Viewing myAID was believed to help most patients by reaffirming their treatment decision or helping them change it with increased confidence. Sections reported as particularly helpful were the discussion on surgical treatment and information regarding combination therapy (using an immunomodulator together with a biologic drug). The information presented and the sense of control it conveyed were reported to improve patients’ confidence and reduce their anxiety about new treatments. The majority of patients reported that they would share myAID with their family and relatives, explaining that they now had a way to explain their condition to a layperson in a language they can understand.

**Target Population and Timing and Place of Use**

Although myAID was considered acceptable and equally helpful for patients in various stages of UC in terms of disease duration and activity, some patients suggested caution against use in newly diagnosed patients for concerns of increasing anxiety, specifically referring to information about surgery. Several patients suggested that having their own time to digest the information away from the clinic was helpful. myAID was considered useful to view before consulting their clinician to understand their current situation and available treatment options and also afterward to help reaffirm decisions already made when introducing new treatment.

**Potential Concerns and Areas for Improvement**

Although patients indicated that myAID delivered new knowledge about their disease and available treatment options, they felt that information alone did not remove decisional conflict or burden and that they would like to follow this up with their clinician for support in the decision-making process. Inclusion of information about diet and enabling access to mobile devices were also desired by patients, the latter being thought of as a potentially more effective way of sharing information with others. One concern raised was that, in Australia, the Pharmaceutical Benefits Scheme influenced and limited treatment choices irrespective of patients’ and clinicians’ decisions (trial of thiopurines or methotrexate is mandated before funded biologic therapy for UC in Australia).

**Clinician Interviews**

Subthemes and exemplar clinician quotes are provided in Table 4.
<table>
<thead>
<tr>
<th>Feedback</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability and usability of myAID from a clinician perspective</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Information is tailored for individual patients | • “I can see benefit in people being able to go through this more than once, they could pick and choose what to view and not have to see what is not relevant anymore.”  
• “You could hear it or not. I thought that was quite well done.” |
| Information presented is adequate and delivered in a language that is suited to patients | • “It was quite thorough without being over the top.”  
• “Overall I really liked the non-confrontational way it described things and the way that it sort of went through educating people in language that is so accessible and non-threatening.” |
| Content is useful and relevant for patients | • “It covered a lot of very frequent questions that we get.”  
• “The impression that I get is that it also draws on quite a lot of info from patients and their perspective.” |
| **Perceived role and usefulness of myAID from a clinician perspective** | |
| Promoting treatment adherence | • “...video is quite good at highlighting some of those points like ‘if you stop your medication it comes back’.” |
| Patient education | • “I thought it was done in a language that’s very easy for a patient to understand”  
• “...they need time to digest information and then think about how they are going to use it” |
| Potential to improve patient engagement and participation in decision-making | • “We spend a lot of time talking in clinic and it would be nice to back it up and they can go through it in their own time.”  
• “Sometimes it’s like we are putting them on the spot to make a decision (on the traditional approach to decision-making)” |
| **Suggested target population and timing or place of use** | |
| Applicable at different stages of the treatment journey but particularly at the time of treatment escalation | • “Depends on the course you are–at new diagnosis or 5 years down the track. Decision-making and info requirements are substantially different.”  
• “Definitely early in their diagnosis and then the way it is structured it would be great at time of change of treatment or escalation.”  
• “If someone presented with very severe disease you want to show them that upfront because that would be incredibly helpful when you are scared and you don’t know what’s going on and you can see what options you have.” |
| Early introduction may be beneficial but will require caution in those newly diagnosed | • “I think so much depends on the level of education receives at the beginning and certainly time of diagnosis is a critical time.”  
• “I don’t think at diagnosis because they are often overwhelmed with a lot of information.”  
• “…people are often quite overwhelmed after diagnosis. So I would use it in first remission…and then each time there is a change or up titration.” |
| Preferred setting for use is at home to allow for time and discussion but it could also be used in clinic | • Home: “They need time to digest information and then think about how they are going to use it.”  
• “I think the home is the best place so they can take their time and involve other people if they want.”  
• Clinic: “One option to start it in clinic while they are waiting for us.” |
| Support is needed to address questions promptly | • “I think that people who have questions need to have them answered promptly.”  
• “IBD nurse needs to be available otherwise questions will be forgotten about.” |
<table>
<thead>
<tr>
<th>Feedback</th>
<th>Quote</th>
</tr>
</thead>
</table>
| Potential for information overload and intimidation—need for careful selection of patients | “It would be quite an intimidating thing for new patients to be confronted with things like surgery.”  
“Not having to hear about detail about surgery that they might not want to hear from a computer for the first time.” |
| Potential for decisional conflict and disagreement | “Patients feeling like they have to decide. If they come to me and say I want this and if I don’t think that’s right it could create a problem.” |
| Potential for outdated information | “Challenges are always to keep info up to date as we get new drug approvals.” |
| Potential for increased resource use | “Making sure that there is a short time between them viewing it and coming back…if you leave it too long then the opportunity is lost…I don’t think it should be more than a couple of weeks.” |
| Suggestion for additional content, features, and structural elements; reference to patient support programs; improved navigation and ability to print; and improved access | “Challenges are always to keep info up to date as we get new drug approvals.”  
“…have a scoring system so when they come back to clinic after seeing it, they have a validated index to then discuss. Could be clinical activity index or a PRO (patient reported outcome).”  
“Link to patient support programs.”  
“They could print something out at the end so they could discuss it with their doctors.”  
“Patients are always on their mobiles. It’s easier to have time. Needs to be mobile able.” |

*Themes arising from qualitative analysis.*

**Acceptability and Usability**

myAID content was considered to be clear and well presented; the amounts of information and language were deemed appropriate; and visual presentation of risk, such as for lymphoma (Figure 3), was considered particularly useful. Information presentation and the ability to tailor viewed content were considered to be well done; no major content modifications were recommended. The majority of the 15 clinicians (n=11) indicated that they would readily welcome myAID as a positive addition to their practice, 2 indicated that they would potentially use it, and the remaining 2 were uncertain. Those in favor of including myAID in their practice suggested that it could (1) improve time efficiency, as a result of patients continuing with the education in their own time; (2) deliver reliable information, which clinicians agree is accurate and evidence-based; (3) improve communication and therapeutic relationships; and (4) facilitate greater patient engagement and participation in SDM, potentially improving treatment adherence. Potential reasons for not routinely using myAID included (1) uncertainty of its benefits over carefully conducted face-to-face consultations, for example, for long-term patients with complex disease and treatment history; (2) feeling of imposing decisions on patients with potential for unnecessary anxiety or patient-clinician conflict; and (3) potential for increased resource and communication needs as a result of questions arising from using myAID.

Some clinicians suggested that there would be a potential for the DA to result in disagreement between the patient and clinician, which might impact the therapeutic relationship. In particular, it was expressed by some clinicians that the DA may provide patients with too much autonomy regarding their treatment decisions, the complexity of which might be better directed by their clinician, particularly in the setting of the software providing more generic and less tailored information to an individual patient’s need.
Perceived Role and Usefulness
Clinicians perceived that myAID would be useful as a long-term educational tool to supplement clinic visits and support decision-making for patients throughout their disease course. Clinicians suggested that one of the primary functions of DAs such as myAID would be to emphasize the importance of treatment adherence and the risk of the disease itself, and additionally, clinicians wanted to see further functions included that will enable monitoring and tracking of patient clinical information such as disease activity.

Target Population and Timing and Place of Use
Although all clinicians suggested that myAID, if used, should be used early in the disease course, it was highlighted that individual patients have differing information needs based on diagnosis recency, disease behavior, education, treatment history, and patient-clinician relationship. The majority of clinicians considered myAID to be of greatest benefit to patients at times of treatment escalation, specifically when considering treatments beyond 5-ASAs when trade-offs become more complex. Half the clinicians also considered use at diagnosis, although the remainder were concerned that this timing would provide patients with too much information, causing more anxiety than necessary, particularly if their disease was mild.

There were differing views about its use in acutely unwell patients in the hospital setting among clinicians, some reporting potential utility as an educational tool providing a broad overview of all available treatment options for these patients, whereas others felt that it was less appropriate given the presence of other factors influencing treatment decisions and the time pressures in this context. Some clinicians felt that it was important that information about surgery was provided by clinicians initially. All clinicians felt that patients should access myAID in the privacy of their home, although some also perceived it to be beneficial to view it in the clinic before their consultation. It was universally agreed that myAID should be made accessible on mobile devices, particularly for patients with active disease and for patients to be reviewed either in the clinic or via phone consultation (gastroenterologist or IBD nurse) within 2 weeks of viewing myAID to facilitate decision-making and address questions promptly. However, all of the clinicians also highlighted the difficulty in scheduling such a visit and stated the importance of nursing follow-up support.

Potential Concerns and Areas for Improvement
In addition to issues already highlighted, clinicians identified the need to regularly update content (new information and drugs), citing the imminent arrival of biosimilars in Australia and potential future therapies including fecal microbiota transplantation. Further tailoring of information specific to the Australian environment was also suggested, such as greater emphasis on the risk of skin cancer for patients considering thiopurines. Additional support for patients, such as inclusion of links to patient support programs or organizations (eg, Crohn’s and Colitis Australia), was also suggested. Although not identified as major issues, further improvements thought to be important included improved navigation between chapters (to allow for more rapid access to information of interest), enabling access in areas without internet connection, and ability to selectively print information included in myAID.
Discussion

Principal Findings

In this study, we have demonstrated that myAID, a web-based DA, is an acceptable and useful tool that can be used to facilitate SDM regarding medical and surgical treatments among patients with UC. Furthermore, using a participatory approach [13] in this pilot study, we obtained feedback from patients and clinicians that will enable us to optimize its usefulness and refine the clinical trial design used to evaluate its effectiveness.

The acceptability of DAs to facilitate SDM has been variable, and attrition rates associated with eHealth interventions have been high [12]. In our study, the majority of clinicians welcomed the prospect of SDM and use of the DA as an educational tool at times of treatment escalation, particularly when commencing immunosuppressive therapy to provide decision support and promote adherence. However, there were individual clinicians whose level of comfort using myAID varied depending on the clinical scenario to which it would be applied. Some clinicians did not perceive there to be any benefit from the DA over face-to-face consultations and suggested that the DA may be of limited value among patients with complex chronic disease, reinforcing the findings of Siegel et al [8] who found similar views expressed by gastroenterologists in relation to SDM. Moreover, some clinicians expressed greater risk of decisional conflict if patients felt obliged to make decisions using the DA, where previously their decisions would have been guided by the clinician, particularly at the time of diagnosis. These observations highlight the variation that is often observed in clinicians’ approaches to patient education and practices. Although DAs have the potential to improve the quality of health care delivery, by minimizing variation in care, their capacity to do so is only as effective as their uptake by patients and their clinicians [18].

Patients often find the time restrictions and busyness of the outpatient clinic a difficult environment to obtain adequate information about their disease and treatment options, which often limits their ability to participate in SDM. In this study, the DA was accepted as a tool to supplement the provision of information by the majority of clinicians and valued by patients as an opportunity to engage in SDM. Although the majority of patients and clinicians found the content acceptable, there was a minority who expressed that the DA may provoke unnecessary anxiety, particularly among patients with a new diagnosis or mild disease. In particular, it was felt by some that DAs may be less appropriate for newly diagnosed patients who might benefit from a more tailored approach to patient education. Patients expressed satisfaction with the unbiased presentation of information and sense of control they had over the range and depth of information provided, which appeared to increase their sense of autonomy and enabled them to digest potentially confronting information at their own pace.

Previous studies have suggested that there is often discordance between what patients and clinicians prioritize and find useful in eHealth tools [8,11]. In this study, we identified differences between patients’ and clinicians’ perceptions regarding their role in management. In particular, patients expressed a desire to voice their preferences about treatment decisions, whereas clinicians perceived that one of the primary roles of myAID was to emphasize the importance of treatment adherence. This is in agreement with previous studies on eHealth technologies that have suggested that patients tend to prioritize convenience in contrast to clinicians who prioritize adherence [13]. Nonadherence remains a key barrier to the efficacy of medical treatment in UC, with rates up to 70% with 5-ASAs [19]; it has emerged that nonadherence does not relate to forgetting to take medication alone but may be voluntary, which may be attributed to patients’ lack of belief in the value of their medical therapies [20,21]. This pilot study showed that myAID has the potential to converge patient and clinician perspectives by helping patients better understand the rationale for maintenance treatment and adherence and allowing for discussion of specific concerns or preferences. Existing literature has also previously suggested that DAs can reduce the discordance between patient and physician priorities [7].

Patients tend to overestimate the benefits of treatment and underestimate their harm [22]. SDM has been suggested as a strategy that may overcome this mismatch between patients’ and clinicians’ expectations [3]. In this study, information provided on surgical treatment and combination therapy was considered to be the most useful function of myAID by patients. In particular, patients expressed that the DA prompted them to openly discuss surgery with their clinicians and explore their values and preferences. Discussion about surgery is often neglected in routine UC management [23]. Although a DA has previously been developed for patients with UC to facilitate surgical decision-making between an end-ileostomy and ileal-pouch anal anastomosis [10], our DA was designed to place surgery in the context of medical treatment options at an earlier juncture in a patient’s disease course. Early discussion of medical versus surgical treatment options facilitated by the DA serves the purpose of informing and reminding patients and their clinicians about the range of treatment options available, together with their associated risks versus benefits, which might help align patients’ and clinicians’ expectations.

Alterations in Study Design for the Planned CRCT

On the basis of the feedback obtained from this pilot study, specific alterations made to the study design for the planned CRCT included the exclusion of patients with newly diagnosed UC and those with acute severe UC requiring inpatient treatment. Drivers for these changes included concerns over heightened anxiety levels at the time of a new diagnosis and in the setting of an inpatient flare of disease, together with the time pressures associated with consultations and decision-making for both newly diagnosed and acutely unwell patients. The DA was considered to be more suitable for patients who were about to embark on immunosuppressive therapy, biologic therapy, or surgery, as an educational platform to help them consider the risk versus benefit of such management strategies. Given the preference expressed by patients to use the DA within the comfort of their own home, the study methods for the proposed CRCT were altered to provide all patients with a URL to allow them to use the DA from home. A scheduled study visit to follow-up within 2 weeks after the initial use of myAID was also introduced to help answer any questions or resolve any
decisional conflict. Further amendments to the content and structure of the DA will be considered based on the suggestions received in this pilot study and feedback resulting from the CRCT.

Limitations
To our knowledge, there are a number of DAs that have been developed to facilitate SDM for UC, each of which have different functions [12]. However, there is limited guidance as to what constitutes a good DA, as there are no universal measures available to determine optimal function except for one consensus checklist that documents quality criteria for development [14]. Although some DAs are designed to facilitate self-management via symptom monitoring and decision support [24,25], myAID’s focus is on education as a strategy to increase patient participation in their treatment choices in an effort to increase patient engagement in their health care. Although we acknowledge that a limitation of our pilot study was that the sample size was small, the qualitative nature of our study is unique in that it represents one of the few studies that has adopted a participatory approach, involving both patients and clinicians, in the design and development of the DA as well as the design of the planned CRCT to evaluate its effectiveness. We further acknowledge that a limitation of myAID is that it is currently only available as a web-based medium via computer owing to its interactive component requiring the use of Flash media. However, although patients expressed a preference for mobile access to the DA, its desktop application was not identified as a major issue by the pilot study patients. The need for web literacy and English and Spanish language comprehension (in the Australian and US versions, respectively) are also limitations of the DA. However, these limitations are not felt to be insurmountable, as the platform used to create the DA can be customized for mobile device use and programmed for several other languages.

Conclusions and Future Directions—Unanswered Questions
The findings of this pilot study suggest that a web-based DA is an acceptable and useful tool to support decision-making regarding medical and surgical treatments among patients with UC. Using a participatory approach to engage patient and clinician feedback, the study design for the planned CRCT has been refined, thereby increasing the likelihood of being able to accurately evaluate whether myAID offers any benefit over usual care. Whether the use of DAs such as myAID that promote SDM will translate into clinically meaningful outcomes for patients remains to be seen and is the subject of our planned national CRCT.
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Abstract

Background: Despite Saudi Arabia’s free and well-established cancer care program, breast cancer incidence and mortality are rising. Husbands’ knowledge, and wives’ attitudes and practices related to breast cancer screening are not well understood in Saudi Arabia.

Objective: The aim of this study was to investigate husbands’ knowledge, and wives’ attitudes and practices related to breast cancer screening in Saudi Arabia.

Methods: This cross-sectional study collected data from 403 husbands in the holy city of Makkah through an online self-reported questionnaire over a period of 2 months, from May 6 to July 7, 2020. Tabulation, bivariate, and multiple regression analyses were the major tools used for data analysis. Multivariate logistic regressions were used to examine the association between husbands’ knowledge and wives’ behavior regarding breast cancer screening methods.

Results: Husbands’ knowledge score (a 1-point increase) was significantly associated with the wives’ utilization of mammograms (adjusted odds ratio [AOR] 1.089, 95% CI 1.024-1.159) and breast self-examination (AOR 1.177, 95% CI 1.105-1.255). Husbands’ knowledge also influenced the wives’ attitudes toward learning about breast self-examination (AOR 1.138, 95% CI 1.084-1.195). There was no significant association between husbands’ knowledge and wives’ utilization of clinical breast examination. However, richer husbands showed a socioeconomic gradient concerning their wives’ utilization of clinical breast examinations (AOR 2.603, 95% CI 1.269-5.341).

Conclusions: Overall, husbands’ knowledge of breast cancer influences wives’ attitudes and practices related to breast cancer screening methods in Saudi Arabia. Thus, interventions delivered to husbands might increase breast cancer awareness and survival.

(J Med Internet Res 2021;23(2):e25404) doi:10.2196/25404
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Introduction

Breast cancer is the leading cause of cancer-related deaths in women of over 100 countries, and is responsible for approximately 15% of all cancer deaths in women worldwide [1]. In the Kingdom of Saudi Arabia (KSA), breast cancer incidence increased by approximately 10-fold during the period of 1990-2016 [2]. Moreover, breast cancer at an advanced stage is more common in Saudi women compared to women from Western countries [3]. The incidence of breast cancer is also expected to show a rising trend in the next decade in the KSA due to the elderly age structure of the Saudi community [4,5]. If the current growth rate of breast cancer incidence in the KSA continues, it is expected to become the driving force in the projected 2015-2030 economic burden of US $159.44 billion for all cancers [6].

Breast cancer awareness contributes to the early detection of cancer presentation, and is thus necessary to reduce breast cancer incidence and mortality [7]. Evidence also suggests that a substantial proportion of breast cancer cases are self-detected [8]. Thus, high-risk groups need to be aware of breast cancer risk factors and risk reduction strategies to avoid being diagnosed in the late stages of cancer [9]. Knowledge about breast cancer can also promote utilization of the recommended screening methods for the timely detection of breast cancer [10,11]. However, women tend to have a limited level of knowledge about breast cancer in the KSA [12-14]. In addition, despite free access to health care services in the KSA [15], the level of breast cancer screening practices remains low [16]. Recent studies have also found marked socioeconomic gradients in breast cancer screening uptake among Saudi women [17].

Similar to several countries in the Middle East and the Arab world, the KSA has a conservative culture, and men usually manage many of the decisions, choices, and actions of women [18,19]. A sociocultural barrier exists for breast cancer screening practices, and failure to account for such barriers can undermine the success of well-established cancer care programs [20]. Although some studies have explored men’s knowledge in relation to women’s attitudes and practices related to breast cancer screening methods [18,19,21,22], these studies either did not explore the association between men’s knowledge and their wives’ practices regarding breast cancer screening or did not control for socioeconomic gradients. Thus, the degree to which men’s knowledge can support women to take actions for better protection from breast cancer in a country such as the KSA is not fully understood. Understanding such a mechanism might help in developing breast cancer awareness interventions and reduce breast cancer mortality through early detection.

The aim of this study was to investigate the potential effect of husbands’ knowledge on their wives’ attitudes and practices related to breast cancer screening in the holy city of Makkah in the Makkah region of western Saudi Arabia, located 70 kilometers inland from Jeddah. Approximately 26% of the KSA population live in the Makkah region [23]. Makkah also hosts the largest annual Muslim pilgrimage, the Hajj, and is thus regarded as a holy city among Muslims. Moreover, the city has a diverse population, with different lifestyle patterns and economic statuses. To understand the impact of husbands’ knowledge in Makkah city, we controlled for the possible effects of socioeconomic characteristics on wives’ attitudes and practices related to breast cancer screening in this study.

Methods

Study Setting and Sample

This cross-sectional study was carried out in Makkah city of the Makkah region in the KSA from May 6 to July 7, 2020. Given the social/physical distancing measures implemented in the country because of the COVID-19 pandemic, data were collected via an online self-reported questionnaire using a Google Drive website. The link was distributed to potential participants via social media, including Twitter and WhatsApp groups.

This study included participants who were residents of Makkah city and were male partners (ie, husbands) aged between 20 and 80 years. According to the latest KSA census, Makkah has a total of 434,248 married men (ie, husbands) [23]. The minimum sample size necessary for the study was calculated to be 384 husbands (margin of error of 5%, confidence level of 95%, 50% response distribution, based on the total 434,248 husbands in the region).

The questionnaire was developed by the authors based on several previous studies [3,12,14,19,20]. The questionnaire consisted of three main parts: sociodemographic characteristics of the participants, knowledge about breast cancer and screening methods, and knowledge of wives’ practices and attitudes related to breast cancer screening. The questionnaire was written in Arabic. It was initially drafted by two authors (AS and MA) in English and then translated to Arabic by AQ. The questionnaire was also back-translated to English by two bilingual speakers, and reviewed by academic researchers from the Department of Health Services and Hospital Administration at King Abdulaziz University to maintain the original construct and to ensure the meaning of the content.

On the first page of the online questionnaire, participants were provided with the study background, aim, and objectives. They were informed that they did not have to complete the questionnaire and were free to withdraw at any point without providing a reason. They were also informed that there would be no sensitive personal questions, and all information provided would be anonymous, confidential, and used for research purposes only. Participants aged 20 years or over living in Makkah city, who understood the content of the questionnaire, and agreed to participate in the study were instructed to start the questionnaire. Online informed consent was obtained from all participants before proceeding with the questionnaire.

Variables

In this study, we defined four outcome variables: variables related to wives’ practices of breast self-examination (BSE) (yes, no, and unsure), clinical breast examination (CBE) (yes, no, and unsure), and mammograms (yes, no, and unsure), and a variable related to wives’ attitudes toward learning about BSE (yes, no, and unsure). The main exposure variable of this study was the husbands’ knowledge scores. Using predetermined
answer keys based on medical evidence, each correctly answered knowledge question was awarded one knowledge point. Incorrectly answered questions or “I don't know” responses were awarded zero knowledge points.

There were 20 knowledge questions in the questionnaire, including two questions on BSE (age of commencement and frequency), one question on CBE (age of commencement), two questions on mammograms (age of commencement and frequency), five questions on symptoms (changes in breast size, nipple morphology, nipple dryness, nipple discharge, and lymphadenopathy), six questions on risk factors (use of contraceptives, hormone replacement therapy, overexposure to radiation, smoking, hereditary, and old age), and four questions on protective factors (natural breastfeeding, sports/exercise practices, early conception, and balanced and healthy diet). The total knowledge score was computed by adding up the points for each of the 20 breast cancer knowledge questions, yielding a total breast cancer knowledge score between 0 and 20.

Multivariate logistic regression analyses were performed controlling for the husbands’ sociodemographic covariates. We used age, nationality, education, occupation, and household monthly income level as the sociodemographic control variables. Age was categorized as 20-29 (reference category), 30-39, 40-49, 50-59, and ≥60 years. Nationality was categorized as non-Saudi (reference category) and Saudi. Education was categorized as high school education level or less (reference category) and college/university degree or higher. Occupation was split into the categories of unemployed or retired (reference category), self-employed, government employee, and private sector employee. Household monthly income was grouped into two categories: less than 10,000 Saudi Riyal (SR) (reference category) and ≥10,000 SR (1 SR=US $0.27).

Statistical Analyses
Tabulation, bivariate, and multiple regression analyses were the major data analytic tools used in this study. Means (SD) are used to describe the continuous variables, whereas frequency and percentages are used to describe the categorical variables. The nonparametric univariate \( \chi^2 \) goodness-of-fit test was used to assess the statistical significance of the husbands’ indicators of knowledge on breast cancer signs and preventive measures. Multivariate logistic binary regression analysis was used to assess the correlations between the husbands’ knowledge about breast cancer and their sociodemographic, educational, and economic factors with their wives’ various types of breast screening behaviors. The associations are expressed as adjusted odds ratios with 95% CIs. The SPSS version 20 software package was used to perform all statistical analyses.

Ethical Clearance
All procedures performed in this study involving human participants were performed in accordance with the ethical standards of the institutional or national research committee and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards. This study was reviewed and approved by the King Abdulaziz University Research Ethics Committee, and was designed and performed in accordance with the ethical principles established by the university. This study also received ethical approval from the Ministry of Health of the KSA (IRB no: H-02-K-076-0320-275). Online informed consent to participate was secured from all respondents who participated in this study. The data collection procedure was anonymous and as such no personal identifying information was collected. The data were stored on the first author’s password-protected personal computer. An additional copy of the data was stored on a password-protected external drive kept by the first author to serve as a backup.

Results

Demographic and Socioeconomic Characteristics of the Respondents
A total of 445 participants completed the questionnaire. After excluding 42 respondents who reported living outside of Makkah city, the final sample consisted of 403 participants. Table 1 shows the diverse demographic and socioeconomic characteristics of the study participants. The majority of participants were Saudi citizens, and the others comprised expatriate men residing in Makkah city. Of the 403 participants, over half were aged 40 or older, over three-quarters had a college/university or a postgraduate degree, and just over half worked in various governmental jobs. Over one-third of participants had a household monthly income of less than 10,000 SR.
Table 1. Demographic and socioeconomic characteristics (N=403).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency, n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>64 (15.9)</td>
<td>12.7-19.1</td>
</tr>
<tr>
<td>30-39</td>
<td>120 (29.8)</td>
<td>25.3-34.2</td>
</tr>
<tr>
<td>40-49</td>
<td>106 (26.3)</td>
<td>22.1-30.3</td>
</tr>
<tr>
<td>50-59</td>
<td>62 (15.4)</td>
<td>12.4-18.6</td>
</tr>
<tr>
<td>≥60</td>
<td>51 (12.7)</td>
<td>10.2-14.7</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>56 (13.9)</td>
<td>10.7-17.1</td>
</tr>
<tr>
<td>Saudi</td>
<td>347 (86.1)</td>
<td>82.9-89.3</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school level or below</td>
<td>85 (21.1)</td>
<td>17.4-24.6</td>
</tr>
<tr>
<td>College/university degree</td>
<td>248 (61.5)</td>
<td>57.3-66.2</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>70 (17.4)</td>
<td>14.1-20.6</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired/unemployed</td>
<td>79 (19.6)</td>
<td>16.4-22.6</td>
</tr>
<tr>
<td>Self-employed</td>
<td>19 (4.7)</td>
<td>3.0-6.7</td>
</tr>
<tr>
<td>Governmental employee</td>
<td>214 (53.1)</td>
<td>48.6-57.8</td>
</tr>
<tr>
<td>Private sector employee</td>
<td>91 (22.6)</td>
<td>19.1-26.8</td>
</tr>
<tr>
<td><strong>Household monthly income (Saudi Riyal)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>39 (9.7)</td>
<td>7.2-12.4</td>
</tr>
<tr>
<td>5000 to &lt;7000</td>
<td>37 (9.2)</td>
<td>6.7-11.9</td>
</tr>
<tr>
<td>7000 to &lt;10,000</td>
<td>72 (17.9)</td>
<td>14.6-21.1</td>
</tr>
<tr>
<td>10,000 to &lt;15,000</td>
<td>142 (35.2)</td>
<td>31.3-39.5</td>
</tr>
<tr>
<td>15,000 to &lt;20,000</td>
<td>57 (14.1)</td>
<td>11.2-17.4</td>
</tr>
<tr>
<td>20,000 to &lt;30,000</td>
<td>42 (10.4)</td>
<td>7.9-13.4</td>
</tr>
<tr>
<td>≥30,000</td>
<td>14 (3.5)</td>
<td>2.2-5.2</td>
</tr>
</tbody>
</table>

<sup>a</sup> 1 Saudi Riyal=US $0.27.

Husbands’ Knowledge and Awareness of Female Breast Cancer

Table 2 shows the husbands’ knowledge and awareness of breast cancer screening methods, including BSE, CBE, and mammograms.

In general, the basic knowledge and awareness of female BSE, CBE, and mammograms was low among the husbands in Makkah city. The majority of the husbands had heard about female BSE; however, when asked about the stage at which women should start BSE, just over a quarter of the respondents correctly inferred that they should start from the age of 20. The same proportion also correctly suggested that monthly BSE is recommended for women. In contrast, over half of the respondents had not heard about CBE, and only about 35% of the husbands correctly answered that the recommended time of CBE is from the age of 40 or when women have symptoms. Furthermore, approximately 60% of the husbands had heard about mammograms. However, less than half of the respondents correctly inferred that the recommended starting age of mammograms is from the age of 40 or higher. Similarly, only about a third of the husbands correctly suggested that the recommended frequency of mammograms for women is every 1-2 years.

The husbands’ poor knowledge of breast cancer screening was also reflected in their wives’ attitudes and practices related to these behaviors. As shown in Table 3, according to the husbands, only approximately 20% of the wives regularly self-examined their breasts or had ever had a CBE. Similarly, less than 20% of the wives had ever had a mammogram. However, over half of the husbands stated that their wives were willing to learn more about BSE.

The results related to the husbands’ knowledge of female breast cancer symptoms, risk factors, and preventive measures are shown in Table 4.
### Table 2. Husbands’ knowledge and awareness of breast self-exams (BSE), clinical breast exams (CBE), and mammograms (N=403).

<table>
<thead>
<tr>
<th>Question</th>
<th>Frequency, n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BSE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you ever heard of female BSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>107 (26.6)</td>
<td>22.8-31.0</td>
</tr>
<tr>
<td>Yes</td>
<td>296 (73.4)</td>
<td>69.0-77.4</td>
</tr>
<tr>
<td>At what stage do you think women should start BSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>145 (36.0)</td>
<td>31.5-40.4</td>
</tr>
<tr>
<td>At puberty</td>
<td>50 (12.4)</td>
<td>9.4-15.5</td>
</tr>
<tr>
<td>From the age of 20</td>
<td>108 (26.8)</td>
<td>22.6-31.0</td>
</tr>
<tr>
<td>From the age of 40</td>
<td>92 (22.8)</td>
<td>19.1-26.8</td>
</tr>
<tr>
<td>After menopause</td>
<td>8 (2.0)</td>
<td>1.0-3.0</td>
</tr>
<tr>
<td>How often should women undergo BSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>170 (42.2)</td>
<td>37.7-46.7</td>
</tr>
<tr>
<td>Weekly</td>
<td>26 (6.5)</td>
<td>4.5-8.4</td>
</tr>
<tr>
<td>Monthly</td>
<td>106 (26.3)</td>
<td>22.3-30.2</td>
</tr>
<tr>
<td>Annually</td>
<td>101 (25.1)</td>
<td>21.1-29.3</td>
</tr>
<tr>
<td><strong>CBE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you ever heard of female CBE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>229 (56.8)</td>
<td>52.1-61.8</td>
</tr>
<tr>
<td>Yes</td>
<td>174 (43.2)</td>
<td>38.7-47.6</td>
</tr>
<tr>
<td>At what age do you think women should start CBE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>220 (54.6)</td>
<td>49.6-59.3</td>
</tr>
<tr>
<td>At puberty</td>
<td>12 (3.0)</td>
<td>1.5-4.6</td>
</tr>
<tr>
<td>From the age of 20 or higher</td>
<td>29 (7.2)</td>
<td>5.2-9.2</td>
</tr>
<tr>
<td>From the age of 40 or when there are symptoms</td>
<td>139 (34.5)</td>
<td>30.0-39.0</td>
</tr>
<tr>
<td>After menopause</td>
<td>3 (0.7)</td>
<td>0.0-1.7</td>
</tr>
<tr>
<td><strong>Mammogram</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you ever heard of a mammogram?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>161 (40.0)</td>
<td>35.2-44.4</td>
</tr>
<tr>
<td>Yes</td>
<td>242 (60.0)</td>
<td>55.6-64.5</td>
</tr>
<tr>
<td>At what age do you think women should start having mammograms?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>199 (49.4)</td>
<td>44.9-54.1</td>
</tr>
<tr>
<td>At puberty</td>
<td>3 (0.4)</td>
<td>0.0-1.7</td>
</tr>
<tr>
<td>From the age of 20 or higher</td>
<td>20 (5.0)</td>
<td>3.2-6.9</td>
</tr>
<tr>
<td>From the age of 40 or higher</td>
<td>169 (41.9)</td>
<td>37.5-46.2</td>
</tr>
<tr>
<td>After menopause</td>
<td>12 (3.0)</td>
<td>1.7-4.2</td>
</tr>
<tr>
<td>How often should women undergo a mammogram?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>210 (52.1)</td>
<td>47.4-56.5</td>
</tr>
<tr>
<td>Monthly</td>
<td>12 (3.0)</td>
<td>1.7-4.5</td>
</tr>
<tr>
<td>Every 1-2 years</td>
<td>145 (36.0)</td>
<td>31.5-40.7</td>
</tr>
<tr>
<td>Every 4 years</td>
<td>36 (8.9)</td>
<td>6.5-11.7</td>
</tr>
</tbody>
</table>
Table 3. Husbands' knowledge of their wives' practices and attitudes related to breast cancer screening (N=403).

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Frequency, n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Has your wife ever had a mammogram?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>334 (82.9)</td>
<td>79.4-86.4</td>
</tr>
<tr>
<td>Yes</td>
<td>69 (17.1)</td>
<td>14.1-20.6</td>
</tr>
<tr>
<td><strong>Has your wife ever had a clinical breast exam?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>322 (79.9)</td>
<td>75.9-83.4</td>
</tr>
<tr>
<td>Yes</td>
<td>81 (20.1)</td>
<td>16.6-23.6</td>
</tr>
<tr>
<td><strong>Does your wife self-examine her own breasts regularly?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>328 (81.4)</td>
<td>77.9-84.9</td>
</tr>
<tr>
<td>Yes</td>
<td>75 (18.6)</td>
<td>15.1-22.1</td>
</tr>
<tr>
<td><strong>Do you think your wife is willing to learn more about breast self-examination?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>180 (44.7)</td>
<td>40-49.6</td>
</tr>
<tr>
<td>Yes</td>
<td>223 (55.3)</td>
<td>51.1-59.8</td>
</tr>
</tbody>
</table>

Table 4. Husbands' knowledge about female breast cancer symptoms, risk factors, and preventive measures (N=403).

<table>
<thead>
<tr>
<th>Question</th>
<th>Incorrect answer</th>
<th>Correct answer</th>
<th>GOF$\chi^2$ (df=2)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The change in women’s breast size is a sign of breast cancer</td>
<td>285 (70.7)</td>
<td>66.7-75.2</td>
<td>118 (29.3)</td>
<td>25.1-33.0</td>
</tr>
<tr>
<td>Lymphadenopathy is a sign/symptom of breast cancer</td>
<td>162 (40.4)</td>
<td>35.7-44.7</td>
<td>241 (59.6)</td>
<td>55.3-64.3</td>
</tr>
<tr>
<td>Nipple skin dryness and peeling is a sign of breast cancer</td>
<td>299 (74.2)</td>
<td>70.2-78.2</td>
<td>104 (25.8)</td>
<td>22.0-29.8</td>
</tr>
<tr>
<td>Nipple discharge is a sign of breast cancer</td>
<td>273 (67.7)</td>
<td>63.5-72.0</td>
<td>130 (32.3)</td>
<td>27.8-36.7</td>
</tr>
<tr>
<td>Changes in nipple morphology is a sign of breast cancer</td>
<td>268 (66.5)</td>
<td>61.8-71.1</td>
<td>135 (33.5)</td>
<td>29.0-38.0</td>
</tr>
<tr>
<td><strong>Risk factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of contraceptives is a possible risk factor for breast cancer</td>
<td>333 (82.6)</td>
<td>78.9-85.9</td>
<td>70 (17.4)</td>
<td>14.4-20.8</td>
</tr>
<tr>
<td>Hormonal replacement therapy may predispose women to breast cancer</td>
<td>338 (83.9)</td>
<td>80.1-87.1</td>
<td>65 (16.1)</td>
<td>13.2-19.6</td>
</tr>
<tr>
<td>Overexposure to radiation may predispose women to breast cancer</td>
<td>160 (39.7)</td>
<td>35.2-44.7</td>
<td>243 (60.3)</td>
<td>55.6-64.5</td>
</tr>
<tr>
<td>Cigarette smoking is a risk factor for breast cancer among women</td>
<td>144 (35.7)</td>
<td>31.0-40.2</td>
<td>259 (64.3)</td>
<td>60.3-68.7</td>
</tr>
<tr>
<td>Women may develop breast cancer due to hereditary factors</td>
<td>123 (30.5)</td>
<td>26.1-35.0</td>
<td>280 (69.5)</td>
<td>65.3-73.9</td>
</tr>
<tr>
<td>Older age is a factor that enhances the chance of developing breast cancer among women</td>
<td>259 (64.3)</td>
<td>59.6-68.7</td>
<td>144 (35.7)</td>
<td>31.5-40.0</td>
</tr>
<tr>
<td><strong>Protective factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural breastfeeding may prevent against developing breast cancer among women</td>
<td>103 (25.6)</td>
<td>21.8-29.8</td>
<td>300 (74.4)</td>
<td>70.5-78.2</td>
</tr>
<tr>
<td>Regular sports/exercise may protect against breast cancer</td>
<td>128 (31.8)</td>
<td>27.4-36.3</td>
<td>275 (68.2)</td>
<td>63.8-72.2</td>
</tr>
<tr>
<td>Early conception before the age of 30 years may reduce the chance of getting cancer among women</td>
<td>325 (80.6)</td>
<td>77.2-84.6</td>
<td>78 (19.4)</td>
<td>15.4-22.8</td>
</tr>
<tr>
<td>A balanced and healthy diet may reduce the chance of developing breast cancer among women</td>
<td>123 (30.5)</td>
<td>26.3-35.7</td>
<td>280 (69.5)</td>
<td>65.3-73.7</td>
</tr>
</tbody>
</table>

aGOF: goodness of fit.

The most frequent symptom of breast cancer that had been correctly identified was the sign of lymphadenopathy, followed by changes in nipple morphology, nipple discharge, changes in breast size, and nipple skin dryness. Similarly, the most frequent
risk factor of breast cancer mentioned by husbands was hereditary factors, followed by cigarette smoking, overexposure to radiation, older age, use of contraceptives, and hormonal replacement therapy. In addition, the most frequent protective factor of breast cancer known to husbands was natural breastfeeding, followed by a balanced and healthy diet, regular exercise, and early conception before the age of 30.

The knowledge score of the husbands was calculated from the scores of the 20 knowledge questions shown in Tables 2 and 4. The score ranged from 0 to 20, with a mean knowledge score of 8.31 points (SD 4.91). Those with a lower knowledge score were regarded as having poorer knowledge of breast cancer compared to those with a higher knowledge score. The knowledge score was then used to investigate any effects of the husbands' knowledge on their wives' attitudes and practices related to breast cancer screening. The details of the regression analyses are discussed in the following section.

Regression Analyses
Table 5 shows the results of the multivariate logistics regression analyses used to assess the adjusted association of husbands' sociodemographic characteristics and knowledge about breast cancer with their wives’ attitudes and practices related to breast cancer screening. Husband age of 40-49, 50-59, and ≥60 years was significantly associated with their wives' practices of mammogram screening. However, only age of 40-49 years was significantly associated with their wives’ practices of CBE. Similarly, a husband age of 30-39 and 40-49 years was associated with their wives’ practices of BSE. Only older husbands aged 60 years or more had significantly lower odds in terms of their wives’ willingness to learn more about BSE. The results also revealed that husbands who were employed in the private sector had more than a 4-times higher odds that their wives had performed mammography screening than those who were retired or unemployed. Similarly, the husbands with higher household monthly income levels (≥10,000 SR) had approximately 2-times higher odds that their wife had undergone a mammogram and had more than 2-times higher odds that their wives had undergone a CBE. Additionally, the husbands’ high knowledge score was significantly associated with their wives’ utilization of mammograms and BSE, as well as their wives’ willingness to learn more about BSE. However, no association between husbands’ knowledge scores and wives’ utilization of CBE screening was found (Table 5).

Table 5. Multivariate logistic regression analyses of the effects of husbands’ knowledge on their wives’ attitudes and practices related to breast cancer screening.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Wife underwent a mammogram, AOR (95% CI)</th>
<th>Wife underwent a CBEb, AOR (95% CI)</th>
<th>Wife underwent a BSEc, AOR (95% CI)</th>
<th>Wife willing to learn more about BSE, AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>2.084 (0.638-6.812)</td>
<td>2.080 (0.781-5.54)</td>
<td>4.595 (1.482-14.246)**</td>
<td>1.457 (0.761-2.788)</td>
</tr>
<tr>
<td>50-59</td>
<td>5.34 (1.423-20.10)**</td>
<td>2.764 (0.897-8.515)</td>
<td>2.852 (0.722-11.263)</td>
<td>1.188 (0.522-2.705)</td>
</tr>
<tr>
<td>≥60</td>
<td>6.54 (1.325-32.56)**</td>
<td>1.880 (0.419-8.432)</td>
<td>2.414 (0.473-12.329)</td>
<td>0.220 (0.069-0.698)**</td>
</tr>
<tr>
<td>Saudi nationality</td>
<td>1.698 (0.639-4.513)</td>
<td>1.305 (0.495-3.437)</td>
<td>2.030 (0.726-5.677)</td>
<td>2.091 (0.954-4.584)</td>
</tr>
<tr>
<td>College/university degree</td>
<td>0.772 (0.355-1.67)</td>
<td>0.665 (0.323-1.381)</td>
<td>1.557 (0.641-3.780)</td>
<td>0.549 (0.296-1.018)</td>
</tr>
<tr>
<td>or higher</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>2.109 (0.398-11.183)</td>
<td>0.327 (0.039-3.588)</td>
<td>1.101 (0.177-5.639)</td>
<td>0.599 (0.167-2.15)</td>
</tr>
<tr>
<td>Government employee</td>
<td>0.646 (0.211-1.980)</td>
<td>0.997 (0.344-3.588)</td>
<td>0.387 (0.122-1.231)</td>
<td>0.644 (0.271-1.527)</td>
</tr>
<tr>
<td>Private sector employee</td>
<td>4.735 (1.319-16.990)**</td>
<td>2.677 (0.789-9.084)</td>
<td>1.394 (0.401-4.844)</td>
<td>1.097 (0.409-2.939)</td>
</tr>
<tr>
<td>Household monthly income</td>
<td>1.965 (0.925-4.174)</td>
<td>2.603 (1.269-5.341)**</td>
<td>1.222 (0.602-2.479)</td>
<td>0.710 (0.411-1.228)</td>
</tr>
<tr>
<td>≥10,000 SRd</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge score</td>
<td>1.089 (1.024-1.159)**</td>
<td>1.045 (0.989-1.108)</td>
<td>1.177 (1.105-1.255)**</td>
<td>1.138 (1.084-1.195)**</td>
</tr>
</tbody>
</table>

aAOR: adjusted odds ratio.  
bCBE: clinical breast examination.  
cBSE: breast self-examination.  
dSR: Saudi Riyal (1 SR=US $0.27).  
*P<.10, **P<.05, and ***P<.01.

Discussion
Principal Findings
Although previous studies have addressed the knowledge and attitude of breast cancer screening among Saudi women, this study illustrates the impact of husbands’ knowledge on their wives’ breast cancer screening behavior in Makkah city of the KSA using an online cross-sectional survey. The findings revealed that husbands’ knowledge has an important impact on their wives’ attitudes and practices related to the utilization of breast cancer screening methods. This study also showed...
socioeconomic gradients concerning wives’ utilization of mammogram and CBE.

Breast cancer survival is closely associated with cancer awareness [7,24]. Because of the conservative culture in the KSA, many women refrain from seeking medical advice until breast cancer presents at an advanced stage [25]. Moreover, some women cannot have any screening of their breasts without first obtaining approval from their male guardians [20]. Thus, men have an important role in supporting and encouraging women to obtain early diagnosis and treatment. However, the magnitude of the influence that husbands’ knowledge of breast cancer has on their wives’ screening behavior was unclear in earlier studies. Our findings have strengths that might be relevant in addressing the information needs of breast cancer patients [26] or implementing risk-stratified breast cancer prevention strategies [27].

One of the major findings of this study was that the husbands’ knowledge was significantly associated with their wives’ utilization of mammograms and BSE. This study also found that a 1-point increase in the husbands’ knowledge scores on breast cancer increased the odds of mammogram utilization by approximately 1.1 times and increased the odds of BSE utilization by approximately 1.2 times. In addition, a 1-point increase in the husbands’ knowledge scores on breast cancer increased the odds of their wives’ being willing to learn about BSE by approximately 1.1 times. If considered cumulatively, our findings suggest that the husbands’ knowledge substantially increased the probability of their wives’ participation in mammogram and BSE screening methods. Similar findings were also reported in another study [19].

Most previous studies have not controlled for all socioeconomic factors when investigating husbands’ knowledge about breast cancer [18-22]. However, several other studies found socioeconomic gradients in breast cancer incidence, mortality, and screening uptake behavior [17,28,29]. In our study, the findings of socioeconomic gradients were mixed, showing limited socioeconomic gradients in terms of mammogram (private sector employee) and CBE (income level) uptake. However, this study also found no association between education, nationality, and screening practices. This could be due to our small sample size. Despite the majority of our sample participants being highly educated, the level of breast cancer knowledge among the husbands in Makkah city was not satisfactory. Similar findings of men’s poor knowledge about breast cancer were also reported in the Jeddah [21,22], Hail [3], and Asir [14,19] regions of Saudi Arabia, as well as in other countries such as Jordan [18] and Ghana [30].

In line with existing evidence [19], our study also found a significant association between the age of the husbands and their wives’ utilization of mammograms, CBEs, and BSE, as well as their wives’ attitudes toward learning about BSE. We found that only a husband age of 40-49 years had a significant relationship with CBE uptake, whereas almost all ages (40-49, 50-59, and 60 years or older) showed a significant association with mammogram uptake. BSE was usually performed by the wives of younger husbands (30-39 and 40-49 years), whereas the wives of elderly husbands (60 years or older) were less willing to learn about BSE. Our findings suggest that the age distribution of the husbands had a significant impact on their wives’ utilization of screening methods and attitudes toward breast cancer.

In the KSA, a large number of breast cancer cases are discovered at late stages, which leads to a lower rate of recovery [31]. Despite free health services and free screening facilities, there is almost no use of mammograms in the KSA [15,16]. Thus, increasing the awareness about early detection tools for breast cancer is vitally important. Recent studies have found that breast cancer awareness interventions (eg, public health campaigns and educational programs) are effective to increase the uptake of BSE and mammogram behaviors, and to increase the probability of breast cancer screening attendance [32]. Studies have also found that target-based interventions can increase breast cancer awareness [9]. Our study findings indicate that there is a lot of work that needs to be done to improve cancer survival rates and to lower incidence rates. It is strongly recommended to empower women, raise cancer awareness, and remove barriers to fight breast cancer.

Limitations

The findings of this study should be interpreted in light of some limitations. This research concerned the Makkah region and urban settings only, where the majority of the men were well educated. In addition, the study design was cross-sectional in nature with the possibility of recall and self-reporting biases. Finally, the descriptive analysis cannot be generalized to all husbands in the KSA, as study participants were recruited through a convenience sampling method. However, care was taken to recruit participants that preserve the sociodemographic distribution of the KSA and, as already discussed, our descriptive analysis did not contradict the findings of past studies.

Conclusions

This study found evidence that husbands’ knowledge about breast cancer has an important role in encouraging the breast cancer screening behaviors of their wives. Furthermore, the study findings documented limited knowledge about breast cancer among Makkah residents. Moreover, the wives of elderly husbands, according to their husbands’ beliefs, are less willing to learn about BSE, whereas younger husbands’ wives had higher odds of performing BSE. We also found some limited socioeconomic gradients regarding the utilization of mammograms and CBEs. These findings have important implications for conservative cultures where men play a crucial role in women’s decisions and actions. Policies could be directed to raise breast cancer awareness, and interventions could be devised such that high-risk groups (eg, elderly or low socioeconomic status background) adhere to the recommended cancer screening protocol. Efforts should be made to empower women so that barriers to seeking medical help are alleviated. Future research is needed to evaluate whether implementing breast cancer awareness interventions increases cancer survival.
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Abstract

Background: In recent years, digital tools have become a viable means for patients to address their health and information needs. Governments and health care organizations are offering digital tools such as self-assessment tools, symptom tracking tools, or chatbots. Other sources of digital tools, such as those offered through patient platforms, are available on the internet free of charge. We define patient platforms as health-specific websites that offer tools to anyone with internet access to engage them in their health care process with peer networks to support their learning. Although numerous social media platforms engage users without up-front charges, patient platforms are specific to health. As little is known about their business model, there is a need to understand what else these platforms are trying to achieve beyond supporting patients so that patients can make informed decisions about the benefits and risks of using the digital tools they offer.

Objective: The aim of this study is to explore what patient platforms are trying to achieve beyond supporting patients and how their digital tools can be used to generate income.

Methods: Textual and visual data collected from a purposeful selection of 11 patient platforms from September 2013 to August 2014 were analyzed using framework analysis. Data were systematically and rigorously coded and categorized according to key issues and themes by following 5 steps: familiarizing, identifying a thematic framework, indexing, charting, and mapping and interpretation. We used open coding to identify additional concepts not captured in the initial thematic framework. This paper reports on emergent findings on the business models of the platforms and their income-generating processes.

Results: Our analysis revealed that in addition to patients, the platforms support other parties with interests in health and information exchanges. Patient platforms did not charge up-front fees but generated income from other sources, such as advertising, sponsorship, marketing (eg, sending information to users on behalf of sponsors or providing means for sponsors to reach patients directly), supporting other portals, and providing research services.

Conclusions: This study reports on the mechanisms by which some patient platforms generate income to support their operations, gain profit, or both. Although income-generating processes exist elsewhere on social media platforms in general, they pose unique challenges in the health context because digital tools engage patients in health and information exchanges. This study highlights the need to minimize the potential for unintended consequences that can pose health risks to patients or can lead to increased health expenses. By understanding other interests that patient platforms support, our findings point to important policy implications, such as whether (and how) authorities might protect users from processes that may not always be in their best interests and can potentially incur costs to the health system.

(J Med Internet Res 2021;23(2):e23654) doi:10.2196/23654

http://www.jmir.org/2021/2/e23654/
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Introduction

In recent years, digital tools have become a viable means for patients to address their health and information needs. Governments and health care organizations worldwide are offering digital tools to engage patients, such as self-assessment tools [1], apps to track daily symptoms [2], or chatbots to provide questions and answers [3]. In addition to government and health care organizations, digital tools, such as those found on patient platforms, are now freely available on the internet. Patient platforms are defined as health-specific websites that offer virtual tools to engage patients in their health care process, with peer networks to support user learning (eg, PatientsLikeMe, WebMD). Virtual tools can support the sharing of information that would otherwise be difficult to access, such as personal health information and experiences shared by other patients, thereby enabling some patients to actively learn virtually anywhere at any time, and to receive and provide peer support [4].

Despite the potential benefits, at least for patients who prefer to take an active role in managing their health issues, patient platforms introduce new challenges because their digital tools are not subject to the same rules, regulations, and norms as those offered by health care providers or health care organizations. In contrast, digital tools offered by health care providers or health plans, for example, are governed by privacy legislations such as the Health Insurance Portability and Accountability Act in the United States or the Personal Health Information Protection Act in Ontario, Canada. In the United States, the US Food and Drug Administration (FDA) is addressing regulation for software as medical devices and regulates a small subset of health apps at this time, for example, those that pose a higher risk if they do not work as intended [5,6]. In other countries such as Canada, new approaches to regulate digital health technologies are not yet in place.

Although the majority of digital tools freely available on the internet from patient platforms are not governed by health authorities, they can influence how patients manage their health issues and whom they consult with for health care advice (eg, health care providers or other patients with related disease or drug use experience). A US survey reported that 1 in 5 users decided to stop medication and 6% to 21% changed their physician as a result of using a patient platform [7]. These actions could influence how patients manage health issues in ways that might benefit or potentially harm them. Two factors that may influence how patient platforms engage their users include stakeholders whose interests the platform serves, including, but not limited to, health care providers, pharmaceutical companies, and insurance companies, and the business model or income-generating mechanisms of the platform. With a growing number of patients using social media tools [4,8], understanding these issues can help patients make informed decisions about the benefits and risks of using patient platforms and inform policy makers on whether and how they might be regulated. Thus, the purpose of this study is to gain insights into what patient platforms are trying to achieve beyond supporting patients, what other stakeholders they support, and how they generate income.

Methods

Overview

A total of 11 patient platforms were purposefully selected, as described later. Textual and visual data collected from these platforms from September 2013 to August 2014 were analyzed using framework analysis [9]. Ethics approval was obtained from the University of Toronto Research Ethics Board.

Platform Selection

Patient platforms were selected from academic literature, patient advocacy websites, industry websites, and internet searches using various search terms such as social media platforms, patient tools, and online patient communities. Platforms were chosen to partly capture variability across the following attributes: (1) for-profit and not-for-profit platforms; (2) platforms supporting single or multiple conditions; and (3) platforms supporting different disease dimensions, including rare conditions (as defined by the platform itself), mental health conditions, and progressive chronic conditions. Progressive chronic conditions were selected from 3 distinct types of illness trajectories, as described by Murray et al [10]: Trajectory 1, which refers to chronic conditions with short periods of evident decline (eg, incurable cancer); Trajectory 2, which refers to chronic conditions with long-term limitations and intermittent episodes of acute deterioration (eg, multiple sclerosis [MS]); and Trajectory 3, referring to chronic conditions with a prolonged gradual decline (eg, neurological conditions) [10]. We deliberately explored platforms offering tools in English (from the United States and Canada), which support patients who can have high but diverse health and information needs. This platform selection strategy allowed for the discovery of concepts and what platforms have in common and unique features in their situated context [11]. Table 1 describes the rationale for case selection using these platform dimensions.
Table 1. Platform dimensions guiding case selection.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Platform selection</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of disease groups</td>
<td>• Specific group of patients</td>
<td>Platforms that might achieve higher levels of patient engagement by pooling resources to support a specific group of target users versus platforms that might have rich resources to target a broader range of users</td>
</tr>
<tr>
<td></td>
<td>• Multiple patient groups</td>
<td></td>
</tr>
<tr>
<td>Disease-related characteristics</td>
<td>• Rare disease (eg, amyotrophic lateral sclerosis)</td>
<td>Platforms that might achieve higher levels of patient engagement by targeting potential users with high health and information needs</td>
</tr>
<tr>
<td></td>
<td>• Nonprogressive conditions (eg, anxiety disorder, physical disability, diabetes)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Progressive conditions (eg, Trajectory 1: steady progress and usually a clear terminal phase such as cancers; Trajectory 2: long-term limitations and gradual decline with intermittent episodes of acute deterioration and some recovery such as organ failure or multiple sclerosis; and Trajectory 3: prolonged gradual decline such as neurological conditions)</td>
<td></td>
</tr>
</tbody>
</table>

We made efforts to select platforms that provide rich information [12], such as platforms with high utilization (eg, number of registered users and user postings, site traffic as measured by industry tools such as Alexa Rank), and operating for long periods (website start date and date of user postings). Platforms with outdated content (ie, no new content in the last 6 months) or limited user postings were excluded from the analysis. This allowed us to explore how they might promote health and encourage information sharing. No additional platforms were added postanalysis because recurring patterns were discovered across the range of platforms [13], reaching saturation on a set of concepts. Table 2 presents the characteristics of the sample based on the aforementioned selection criteria.

Table 2. Characteristics of the selected platforms.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Single or multiple</th>
<th>Disease dimension</th>
<th>For profit or not for profit</th>
<th>Year started</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Single condition</td>
<td>Rare condition</td>
<td>Not for profit</td>
<td>2006</td>
</tr>
<tr>
<td>A2</td>
<td>Multiple conditions</td>
<td>Multiple related chronic conditions</td>
<td>Not for profit</td>
<td>1993</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trajectory 3: prolonged dwindling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>Single condition</td>
<td>Chronic condition</td>
<td>Not for profit</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trajectory 1: short period of evident decline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>Multiple conditions</td>
<td>Multiple different conditions</td>
<td>For profit</td>
<td>2005</td>
</tr>
<tr>
<td>A5</td>
<td>Multiple conditions</td>
<td>Multiple different conditions</td>
<td>For profit</td>
<td>1994</td>
</tr>
<tr>
<td>A6</td>
<td>Single condition</td>
<td>Chronic condition</td>
<td>Not for profit</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trajectory 2: long-term limitations with intermittent episodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A7</td>
<td>Single condition</td>
<td>Multiple related chronic conditions</td>
<td>For profit</td>
<td>2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trajectory 2: short period of evident decline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A8</td>
<td>Multiple conditions</td>
<td>Multiple different conditions</td>
<td>For profit</td>
<td>2004</td>
</tr>
<tr>
<td>A9</td>
<td>Multiple conditions</td>
<td>Multiple different conditions</td>
<td>For profit</td>
<td>N/A</td>
</tr>
<tr>
<td>A10</td>
<td>Single condition</td>
<td>Mental health condition</td>
<td>For profit</td>
<td>N/A</td>
</tr>
<tr>
<td>A11</td>
<td>Single condition</td>
<td>Mental health condition</td>
<td>For profit</td>
<td>2000</td>
</tr>
</tbody>
</table>

Data Collection

Textual and visual data were collected from the platforms’ homepages and other webpages relating to the platforms. Because websites are dynamic and subject to changes in design, content, and link structures (both from and to the website), data were captured as screenshots, saved, and stored for offline analysis [14]. These included 302 documents and screenshots collected from September 2013 to August 2014, saved, and stored for offline analysis using the NVivo 11 qualitative data analysis software. Table 3 describes the types of data collected, such as frequently asked questions, About Us pages, descriptions of tools, mission statements, registration forms, terms of use, and privacy policies.
These sources offered rich data to analyze what the platforms were trying to achieve, how, and for whom. Only publicly available data that did not require site registration were collected for analysis. No specific platforms, platform users, user groups, or communities are identified in this publication by name. Although platforms may be identifiable, the names of the platforms are masked, as our goal is to illustrate broader issues that can occur on any patient platform and not to single out any individual platform or platform owner. Interested readers may contact the authors for a list of platforms.

Table 3. Data from website home pages and other webpages.

<table>
<thead>
<tr>
<th>Data collected</th>
<th>Example of data collected</th>
<th>Total number of web pages or documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website home pages</td>
<td>Site purpose; platform characteristics (eg, target user groups, number of registered users); description of the platform tools</td>
<td>12</td>
</tr>
<tr>
<td>Frequently asked questions</td>
<td>Platform tools, funding sources, and rules pertaining to the website use</td>
<td>32</td>
</tr>
<tr>
<td>Site owner information</td>
<td>About us, site, site owners or investors, site mission, testimonials, news releases, and owner webpages</td>
<td>40</td>
</tr>
<tr>
<td>Registration process</td>
<td>Registration form</td>
<td>12</td>
</tr>
<tr>
<td>Sponsors and partners</td>
<td>Sponsors, partners, and promotional information for the sponsors and partners</td>
<td>37</td>
</tr>
<tr>
<td>Tools</td>
<td>Tools and description of tools</td>
<td>133</td>
</tr>
<tr>
<td>Terms of use</td>
<td>Policies relating to the use of the platform; how to dispute issues; how to remove user information or terminate account</td>
<td>11</td>
</tr>
<tr>
<td>Privacy policies</td>
<td>Policies relating to how user information are collected and used</td>
<td>11</td>
</tr>
<tr>
<td>Other rules or policies</td>
<td>Rules relating to forums, advertising and editorial policies, and other rules governing the platform use</td>
<td>5</td>
</tr>
</tbody>
</table>

Data Analysis

Data were systematically tracked and analyzed using framework analysis, which offers a systematic procedure for sift, charting, and sorting material according to key issues and themes [9] by following 5 steps: familiarizing, identifying a thematic framework, indexing, charting, and mapping and interpretation. Preliminary data were systematically and rigorously coded and categorized according to the initial thematic framework, as described elsewhere [15]. Open coding was used to identify additional concepts not captured in the initial thematic framework [16]. Data were subsequently grouped into additional categories, as new concepts were identified from the data. Finally, recurring and overarching themes, unique themes, relationships between various themes and other contextual factors were identified to form theoretical propositions. The coding of data and emergent themes were discussed at bimonthly work sessions with the first and last authors (CL, AS) to reduce potential bias that comes from a single researcher and to increase reliability in observations. Emergent themes were discussed at regular meetings with the research team, including all authors of this paper. This paper reports on concepts from the category of platforms’ business model and income-generating processes, which were identified through the aforementioned process of open coding outside of the initial framework.

Results

Platform Sponsors and Partners

Our analysis revealed that in addition to supporting patients, the platforms support other parties with interests in health and information exchanges on the patient platforms. These other parties include patient advocacy organizations, pharmaceutical companies, insurance companies, hospitals and health care providers, employers, health plan administrators, regulators and government organizations, corporations, foundations, and individual donors. Platforms referred to these other parties as sponsors, or partners, where the distinctions were not always clear; for example, sponsors referred to other parties who donated funds to the platform. However, sponsors can also provide or fund specific tools or purchase services such as advertising or marketing services. Partners referred to other parties, such as patient advocacy organizations or researchers who might collaborate with or without financial arrangements. However, partners can also provide tools or purchase services such as clinical trial recruitment services or marketing services. Table 4 provides a summary of sponsors and partners and their relationships with platforms.
### Table 4. Partners and sponsors and their relationships with platforms.

<table>
<thead>
<tr>
<th>Partners and sponsors</th>
<th>Relationship with platforms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient advocacy groups</td>
<td>Platforms owned by patient advocacy organizations (A3, A6); facilitated forums for patient advocacy groups (A4, A8) and supported patient advocacy platforms (A11)</td>
</tr>
<tr>
<td>Pharmaceutical companies, researchers, and insurance companies (eg, partners or stakeholders who may purchase data or research services)</td>
<td>Pharmaceutical companies, researchers, and other health companies (such as insurance companies) listed as partners or sponsors (A3, A4, A6, A7, A8, A9, A10, and A11)</td>
</tr>
<tr>
<td>Hospitals and health care providers (eg, health care providers who may purchase tools for their clients)</td>
<td>Hospitals and health care providers listed as partners and sponsors (A1, A7); hospitals and health care organizations described as clients (A5, A7, A9)</td>
</tr>
<tr>
<td>Employers, health plan administrators, regulators, and governments (eg, organizations that may purchase tools for a particular group of users)</td>
<td>Employers, health plan administrators, regulators, and innovative government organizations listed as partners or sponsors (A5, A7, A9, A11)</td>
</tr>
<tr>
<td>Corporations, foundations, and individual donors</td>
<td>Platforms seeking donations from corporations, foundations, and individual donors (A1, A3, A6)</td>
</tr>
</tbody>
</table>

### Income-Generating Mechanisms

All the platforms we studied offered tools free of charge and generated income in other ways, such as through advertisements, fundraising and donations, sponsored tools, marketing services, tools to support other platforms or portals, and research services. Examples are illustrated in Table 5 and described in detail later.
<table>
<thead>
<tr>
<th>Item</th>
<th>Category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Advertising</td>
<td>We also may use Behavioral Advertising cookies which are a way of providing advertisements on the websites you visit and making them more relevant to your interests. (A6)</td>
</tr>
</tbody>
</table>
| b    | Fundraising | Shop at AmazonSmile and Amazon will make a donation to [A1]: Get started (A1)  
Welcome to Shop for [A3]. Our partners have selected or created items specifically for the benefit of [A3]. A portion of the sale proceeds from your purchase of these items will be donated to [A3], which enables us to continue to provide our online resource to the millions of people we serve each year. Thank you for your contribution. (A3)  
Advocacy and Fund-Raising Fundraising Opportunities for [A3]  
16 Topics 252 Posts  
Help support our organization, [A3]! Please note, this is NOT a forum for fundraising for other organizations. (A3) |
| c    | Donations | Thanks To Our Sponsors  
Want to sponsor this site? Corporate and individual sponsors welcome… Help us help… Help us change even more lives by donating spare change. (A1)  
Thank you for your donation! Here is a forum to share with others who you're honoring with your donation. (A3) |
| d    | Sponsored tools | This dictionary is a compilation of numerous complex breast cancer terms defined in plain English. This program was developed by [A3], and is sponsored in part by an unrestricted educational grant from Bristol-Myers Squibb Oncology, and launched in partnership with… (A3)  
Start now: Each module below includes information to help you learn and manage your disease including: Videos, publications, worksheets, links to relevant web pages… [A6] gratefully acknowledges these educational grants to support this project. Bayer HealthCare. Biogen, Novartis, Sanofi Genzyme, Teva Neuroscience (A6) |
| e    | Marketing | We also provide a voluntary opt-in service to allow partners to directly communicate with patient members through our system. To learn more, see how we make money or read details on what is shared and sold in our Privacy Policy. (A8)  
We make managing chronic health conditions easier. We’ll work with your doctor and insurance provider to get your medications delivered right to your door at little or no cost.  
Save Money Every Month. What if you could save money every single month on the prescription medications you already need and use?...No Insurance? No Problem. What if you could save money every single month on the prescription medications you already need and use? What if you could pay less for your prescribed medications, even without insurance? Believe it or not, such a thing is possible. But don’t take our word for it, get in touch with us and find out for yourself! (A10) |
| f    | Recruit patients | A diabetes pharma brand sought to increase awareness and patient enrollment through branded placement within targeted content on [a diabetes patient platform]. Their goal was to recruit patients at a cost of under $100 per patient enrollment.  
A blood pressure pharma brand presented a coupon to a narrow, qualified audience using our xxx program. Of more than 28k leads delivered, nearly 10% converted to a prescription, well over target  
A pharmaceutical diagnostics brand sought qualified leads through our xxx program. We delivered more than 300k qualified leads and 27k new prescriptions. The cost per new patient was $60 and offered a value of $280 to the brand. They quadrupled their [platform] lead budget the following year. (A10 site owner) |
| e    | Support other portals | Important note for clinic patients.  
If you have been directed to [A7] by your clinic, do not join here. Instead, use the link that was sent to you via email, or sign up through your clinic's website. (A7) |
| f    | Research | [A8] may also periodically ask Members to complete short surveys about their experiences (including questions about products and services). Survey responses are analyzed, combined with Members’ Shared Data and shared with and/or sold to Partners. Member participation in these surveys is not required, and refusal to do so will not impact a Member’s experience on the Site. (A8)  
We take the information patients like you share about your experience with the disease and sell it to our partners (ie, companies that are developing or selling products to patients). These products may include drugs, devices, equipment, insurance, and medical services. Except for the restricted personal information you entered when registering for the site, you should expect that every piece of information you submit (even if it is not currently displayed) may be shared with our partners and any member of [A8], including other patients. (A8) |
Advertisements and Sponsored Content

Most patient platforms, including both for-profit and not-for-profit, generated income by posting advertisements and sponsored content at prominent places on their website. Posting advertisements was framed as beneficial for users, such as “to provide you with our award-winning content at no cost to you” (A9), for the “convenience to patients” (A5), or for helping patients “make educated healthcare choices” (A10). Platforms also noted how they tailored advertisements delivered to their users (examples on behavior advertising are given in Table 5). Advertisements were typically labeled as such. For example, 1 platform noted how they took “steps to ensure that you can clearly identify content that is provided by and is under the editorial control of our sponsors before you view it, so you can make an informed decision as to whether or not to view it” (A9). However, this was not always the case. Platforms sometimes did not make a clear distinction between content intended for the benefit of patients (eg, evidence-based health information) and content intended to benefit sponsors (eg, advertisements or sponsored content). For example, the terms of use for platform A7 described “marketing material from pharmaceutical manufacturers and company information and data about cancer care” in the same sentence as articles, news reports, or calculation tools intended to educate patients. In another case, platform A10 marketed its editorial page for posting sponsored content, as noted below:

Sponsorship

Highly marketable full editorial page —your content or ours. [A10 owner site]

LEVERAGE OUR BRAND TRUST

Let us introduce you to our users with a custom performance-based campaign. [A10 owner site]

Fundraising, Individual, and Corporate Donations

Three platforms (A1, A3, and A6), which operated not for profit, sought financial support through fundraisers, individual donations, corporate sponsorships, and grants. These platforms were condition-specific platforms and sought funds to support a rare disease (A1), cancer (A3), or chronic condition (A6). For example, we found instances where platforms asked users to shop at designated retailers from which the platform receives rewards for purchases (A1), buy mugs or products of which a portion of the sales are donated to the platform (A3), or participate in forums dedicated to fundraising opportunities (A3), as illustrated in Table 5. Donations were also sought from individual donors or corporate sponsors, where sponsors are acknowledged on the platform. We also found tools created from sponsorships or grants, which are described later.

Sponsored Tools or Disease Awareness

Five platforms (A1, A3, A4, A9, and A10), including both for-profit and not-for-profit platforms, provided users with sponsored tools, referring to tools produced or funded by platform sponsors or partners, such as pharmaceutical companies. Sponsored tools included tools peer reviewed by clinicians, tools produced through educational grants, or tools for disease awareness, as illustrated in Table 5, sponsored tools. The following is an example of a sponsored self-assessment tool funded by 2 pharmaceutical companies that sell drugs to treat MS:

Multiple Sclerosis Assessment

This content is selected and controlled by [A9’s] editorial staff and is brought to you by EMD Serono, Inc. and Pfizer Inc.

How Well Are You Managing MS?

… Answer a few questions, and you’ll get:
Treatment options for your type of MS

Information about the progression of the disease

Tips for dealing with symptoms while still enjoying life [Reviewed by [name]MD on [A9] (A9)]

Sponsored tools were presented as being mutually beneficial for sponsors who might also be interested in raising disease awareness.

Marketing Services

Seven platforms (A3, A4, A6, A7, A8, A9, and A10), including both for-profit and not-for-profit platforms, generated income by providing marketing services (Table 5). Users were often asked to consent to receiving marketing material to “inform you of other offers, services, or websites available from [A10] or third parties including our advertising partners” (A10). In some cases, the platforms provided sponsors with a means “to directly communicate with patient members through our system” (A8). Users were sometimes required to provide implicit consent for the sharing of their personal information with site sponsors during the site registration process or when they registered for using specific platform tools, such as patient communities, as noted below:

When you register to join a [A10] community and/or register for offers available through our advertising partners, you consent to sharing information about yourself, Personally Identifiable Information, so that we can make our services and the services of our partners available to you. [A10]

In addition, some platforms generate income by recruiting patients, such as for clinical trials. For example, platform A4 described how they help patients “find relevant clinical trials by inviting them to connect with researchers seeking qualified participant[s],” where the “clinical trial sponsors pay” platform A4 for the service. Besides clinical trial recruitment, I platform generated income by providing coupons to users, which was marketed to help them “save money on their healthcare costs” (A10). On the platform owner’s website, their services were marketed to sponsors for recruiting patients to change medical interventions to those of the platform’s sponsors (eg, blood pressure and diabetes medications or diagnostic products), as illustrated in Table 5.

Tools to Support Health Portals or Other Platforms

Three platforms (A7, A9, and A11), which operated for-profit platforms, marketed their tools (or services) to support the health portals of other organizations. For example, platform A7 advised “clinic patients” to sign up, or login using “the link that was sent to you via email or sign up through your clinic’s website,”
as noted in Table 5. Platform A9 described offering their external users with additional services, such as “online and offline health risk assessments, lifestyle education and telephonic health coaching” (A9). Similarly, platform A11 described how their publicly available patient platform offered tools to engage users free of charge for the purpose of beta-testing software (eg, testing software updates or new tools), which can later be marketed to other organizations, such as not-for-profit organizations, or pharmaceutical companies.

Research Services
Two platforms (A8 and A9), which operated for-profit platforms, generated income by supporting research services in 1 of the 2 ways. First, platforms described how they conducted surveys or questionnaires for other parties, as illustrated in Table 5. Beyond surveys or questionnaires, 1 platform (A8) described how they are available to support the writing of grant proposals or protocols for review boards, as illustrated below:

We are proud to collaborate with some of the leading research institutions in the world on useful and interesting academic research. Please write to the research team with your initial research proposal. If we think a research project has the potential to benefit our users, we would be happy to assist you in writing a grant proposal and helping to describe what we do for your local Internal Review Board (IRB). The proportion of funding we would receive depends on a number of factors including the contribution of our staff to the design, the difficulty of accessing the specific population of interest, and the source of funding. [A8]

Second, platforms collected a repository of user-generated health data through the platform itself, such as through user profiles or self-tracking tools, as illustrated below:

Track your healthcare
Chart your health over time and contribute to research that can advance medicine for all. [A8]

How is the optional background information used?
The more other users know about the users rating the drugs, the more valuable those ratings become. An 18-year-old college student might have a different experience with a particular medication than a post-menopausal woman of 60 on the same drug. Once we have a good sampling of this data, we’ll begin letting you search the effectiveness of a drug in individuals similar to you. [A9]

Although the repository of data can support other users doing research for themselves, 1 platform (A8) was transparent in disclosing their intention to sell the information to “companies that are developing or selling products to patients” which included companies that sell “drugs, devices, equipment, insurance, and medical service” (A8), as noted in Table 5. The information users were required to share included their health profile, biographical information, condition or disease information, treatment information, symptoms, health scores or charts over time, laboratory results, and connections with other people on the platform. In fact, this platform advised users to expect almost any piece of information they submitted, including information which may not be accessible to the users themselves (or not currently displayed), to be shared or sold (except restricted data such as their email address, name, and physical address). This platform (A8) was the only one transparent about this and had even warned users of the potential risks of sharing information online:

When sharing information online about your health or a specific condition, you should know there is always a risk that someone could use this information against you. For example, medical and life insurance companies have clauses that exclude pre-existing conditions or employers may not want to employ someone with a high-cost or high-risk disease. We know these risks are real. [A8]

Discussion
Overview
Despite the introduction of new ways for patients to participate in their health care process and the growing availability of institutional patient-oriented health information systems such as patient portals [17-19], patients often look to digital tools freely available on the internet to address their unmet health and information needs. This study identified several ways by which both for-profit and not-for-profit platforms generated income. These income-generating processes can have important implications for the health of patients and incur costs to the health care system, which will be discussed in detail later.

Advertising
Besides health information, patient platforms can act as a channel to deliver advertisements directly to patients. Advertisements were justified by platforms as necessary for the provision of digital tools to patients without charging up-front fees. Although platforms might claim that users have the choice to ignore advertisements, the labeling of advertisements does not necessarily negate the risks of increased costs. In previous studies, advertisements sent directly to patients, referred to as direct-to-consumer advertising, have been associated with increased health care costs because pharmaceutical companies tend to promote more expensive drug therapies (eg, new drugs, new formulations of existing drugs, or novel devices) [20,21]. This may also lead to an increased number of doctor visits or diagnostic testing. For instance, Layton et al [22] illustrated how increased television exposure to testosterone advertisements was associated with the ordering of more testosterone tests and prescribing of more testosterone without testing. Advertising through patient platforms poses unique challenges for many countries that are different from other, more traditional, media outlets. Advertisements posted on the internet from countries with less stringent advertising policies, such as the United States and New Zealand, can reach patients in countries where direct-to-consumer advertising is prohibited [23]. This study adds to the body of literature calling for changes to how advertising and marketing of drugs are regulated globally, as digital tools freely available on the internet enable new channels for advertisements to reach patients across geographic boundaries [24,25].
Sponsored Tools

Various funding arrangements, such as educational grants or sponsorship, have been described as a beneficial way for patients to access tools without paying up-front fees. Whether these tools may be beneficial to patients depends on a number of factors, including the quality of information delivered. Future research is needed to better understand the role that commercial influences might play in the accuracy of the health information provided, which can add to the body of literature on the quality of consumer health information on the internet [26,27]. This study illustrates the possibility of posting editorial content on patient platforms written to support platform sponsors. Moreover, acknowledging corporate sponsorships could encourage individuals to act more favorably toward sponsors in future purchases of products or services. For instance, Jong et al [28] studied the impact of a national campaign to raise awareness of onychomycosis (toenail fungal infection) in Denmark. Despite the availability of various antifungal treatment options, the campaign was followed by an increase in prescriptions for the drug sold by the campaign sponsor only but not for other antifungal drugs for onychomycosis.

In addition, this study identified tools offered by not-for-profit platforms in partnership with sponsors or partners, which may be motivated to raise awareness for rare diseases or specific types of cancers. Although some patients could potentially benefit from earlier detection or treatment of a rare disease or cancer, the full impact of disease awareness tools needs further studies. For example, Mailankody and Prasad [29] raised concerns over a disease awareness campaign for a rare disease (polycythemia vera) that was sponsored by a pharmaceutical company that sells a drug to treat the rare condition. In their view, increased awareness of the rare condition and the drug therapy to treat it could increase the number of patients diagnosed with the condition. However, the diagnostic criteria for the rare disease have not yet been clearly defined. Thus, the authors expressed concerns over the potential misuse of the drug beyond the indications studied and approved by the FDA. They argued that such efforts could drive “wasteful diagnostic testing, overdiagnosis and inappropriate therapy” [29].

As with disease awareness, we identified diagnostic or self-assessment tools provided directly to patients, including tools sponsored by pharmaceutical companies that sell drugs for treating the conditions. Although some patients could potentially benefit from earlier diagnosis, the impact of patients seeking drug therapies based on self-assessments is not known and could potentially cause harm [30-32]. For example, people can ask their physicians to prescribe drug therapies for conditions determined by self-assessments, attempt to obtain these medications directly from internet-based drug distributors (operating from global jurisdictions) [33,34], or order diagnostic tests online [35]. Therefore, this study highlights the need for more research to gain a better understanding of the benefits and risks and patient behaviors associated with the use of sponsored tools, including self-ordering of diagnostic tests and/or drug therapies.

New Ways to Reach Patients

This study identified how marketing services offered by patient platforms could potentially influence the way patients manage their health issues, including the choice of drug therapies or diagnostic tests or enrollment in clinical trials. For instance, coupons offered to help users save money can potentially lead to changes in drug therapies. Mintzes et al [36] raised concerns over pharmaceutical marketing efforts to encourage patients to shift drug use to marketed drug therapies, which may be more expensive. We also found that some platforms connect patients directly with pharmaceutical companies for clinical trials. However, the impact of such direct recruitment is largely unknown, as it deviates from the traditional process where patients consult with their health care provider for optimal therapy. Although some patients could potentially benefit from receiving information from site sponsors (such as pharmaceutical companies), this study highlights the need for more research to better understand the impact of processes that might eliminate traditional intermediaries, such as health care providers who help patients interpret technical information and make informed decisions.

Sharing User Information

This study found numerous examples where user information can be shared with sponsors, which operate for-profit platforms. In one case, the platform was transparent in warning users that their information could be sold to companies (eg, insurance companies) and the associated potential risks. Other platforms were not as transparent. As digital tools, including patient platforms, apps on mobile devices, and wearables, play an increasingly important role in defining what health data are being collected, accessed, and subsequently used for improving health outcomes, there is a critical need for more research and governance in this evolving area.

Conclusions and Policy Implications

In summary, this study revealed many mechanisms by which patient platforms generate income to support their operations, gain profit, or both. Although these income-generating processes can occur on social media in general, patient platforms are health-specific. Thus, they can have health implications on patients and financial impacts on patients and the health care system. Although digital tools may be mutually beneficial to patients, platform owners or operators, sponsors, and partners (eg, enrollment in clinical trials or services that would not otherwise be available to patients), in other cases, they may have negative consequences and potentially harm patients. Given that direct access to platform tools may serve as a way for many patients to gain control over their health issues, there is a need to improve how patients are informed about the risks and benefits of using digital tools freely available on the internet.

Besides transparency in disclosing income-generating processes, there is a broader question as to whether all patients have the capacity to understand the information provided. For instance, it has been reported that patients often lack the capacity to obtain, understand, and act upon health information and services to make appropriate health decisions on their own [37] and that improving health literacy is associated with improving health outcomes.
patient engagement [38]. Thus, broader system changes may be needed to increase health literacy at the population level [39,40]. Nevertheless, to ensure that patients can more thoroughly understand and make informed choices about the information and behaviors that these health-specific websites are marketing to them, there is a need for health authorities to extend their role to the evolving digital health landscape [41]. As new digital technologies change how we access and use health data, this study evokes the policy issue of whether and how authorities should protect users from processes that may not be in their best interests.

Limitations and Future Research

Although the collection of publicly available data from patient platforms provided a rich source of information about how platforms were doing, there are some limitations to this study and opportunities for future research. First, we analyzed platforms only but not the behavior of platform users. Future research is needed to explore how people actually use different types of digital tools and their impact on health utilization and expenditures. Second, although the platform selection process was designed to capture the variability of platforms across several attributes, our findings are not representative of all patient platforms, particularly because we only explored English websites (in the United States and Canada). Future studies can explore platforms in other languages or target other patient-important outcomes or dimensions, for example, different cultural values or norms, conditions with high cost, or lack of effective treatment options, which might offer other opportunities for income-generating processes. Third, our findings reflect processes occurring on the selected platforms during the data collection period only (September 2013 to August 2014). We acknowledge that the digital world has evolved since the time of our data collection and analysis. Further, we notice that many general social media platforms have updated their terms of use and privacy policy in light of recent events such as the Facebook or Cambridge Analytica scandal [42]. Similar changes may have occurred in patient platforms’ policies. Nevertheless, this study captures a snapshot of the platforms at the time of data collection, which offers a useful way to analyze what can happen. Our findings highlight critical policy implications for patients, providers, and policy makers that continue to be important in our digital health world. Finally, we did not assess the quality of information provided by the digital tools, which could affect whether their business models might offer a win-win situation. Given the current infodemia (or epidemiology of misinformation), where accurate and timely knowledge translation can be distorted by various factors such as political and commercial influences [43], and that fake news may be distributed or even generated (eg, using artificial intelligence) [42], future research to assess the quality of information on patient platforms will be beneficial. Related to this point, we described our analysis that focused on the written content on business models. Future research can expand our understanding of both the income-generating processes and transparency of disclaimers by exploring the visual presentation of content and the prominence of the placement of the messages on the site. Nevertheless, our findings point to important policy implications in the growing area of online resources provided to patients directly, particularly because platforms are not currently governed to ensure the sharing of accurate information or information that does not do harm.
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Using the Patient Portal Sexual Health Instrument in Surveys and Patient Questionnaires Among Sexual Minority Men in the United States: Cross-sectional Psychometric Validation Study

Kevon-Mark P Jackman, DrPH, MPH; Jeremy Kane, PhD, MPH; Hadi Kharrazi, PhD, MD; Renee M Johnson, PhD, MPH; Carl Latkin, MS, PhD

Background: Patient portal modules, including electronic personal health records, health education, and prescription refill ordering, may be leveraged to address the sexually transmitted infection (STI) burden, including HIV, among gay, bisexual, and other sexual minority men (SMM). Theoretical frameworks in the implementation sciences highlight examining constructs of innovation attributes and performance expectations as key determinants of behavioral intentions and the use of new web-based health technologies. However, behavioral intentions to use patient portals for HIV and other STI prevention and care among SMM is understudied.

Objective: The aim of this study is to develop a brief instrument for measuring attitudes focused on using patient portals for STI prevention and care among a nationwide sample of SMM.

Methods: A total of 12 items of the American Men’s Internet Survey-Patient Portal Sexual Health Instrument (AMIS-PPSHI) were adapted from a previous study. Psychometric analyses of the AMIS-PPSHI items were conducted among a randomized subset of 2018 AMIS participants reporting web-based access to their health records (N=1375). Parallel analysis and inspection of eigenvalues in a principal component analysis (PCA) informed factor retention in exploratory factor analysis (EFA). After EFA, Cronbach $\alpha$ was used to examine the internal consistency of the scale and its subscales. Confirmatory factor analysis (CFA) was used to assess the goodness of fit of the final factor structure. We calculated the total AMIS-PPSHI scale scores for comparisons within group categories, including age, STI diagnosis history, recency of testing, serious mental illness, and anticipated health care stigma.

Results: The AMIS-PPSHI scale resulting from EFA consisted of 12 items and had good internal consistency ($\alpha=.84$). The EFA suggested 3 subscales: sexual health engagement and awareness ($\alpha=.87$), enhancing dyadic communication ($\alpha=.87$), and managing sexual health care ($\alpha=.79$). CFA demonstrated good fit in the 3-factor PPSHI structure: root mean square error of approximation=0.061, comparative fit index=0.964, Tucker-Lewis index=0.953, and standardized root mean square residual=0.041. The most notable differences were lower scores on the enhanced dyadic communication subscale among people living with HIV.
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Conclusions: PPSHI is a brief instrument with strong psychometric properties that may be adapted for use in large surveys and patient questionnaires in other settings. Scores demonstrate that patient portals are favorable web-based solutions to deliver health services focused on STI prevention and care among SMM in the United States. More attention is needed to address the privacy implications of interpersonal use of patient portals outside of traditional health settings among persons with HIV.
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Introduction

Psychometrics in Health Technology Behavior Research

The use of digital strategies to address public health priorities, such as HIV, has increased tremendously in the United States in the last decade [1-4]. To inform implementation strategies, many survey instruments have been developed to measure contextual attitudes about health technology use across patient populations. The National Cancer Institute’s Health Information National Trends Survey (HINTS) is a biennial nationally representative survey to assess the impact of the health information environment. It includes useful items to describe individual perceptions about the privacy and security of electronic medical records in a national sample [5]. Instrument development has been applied to assess attitudes about health technology use in specific populations, such as among older adults [6]. Psychometric constructs assessed within instruments are sometimes the basis of path models developed to measure behavioral intentions among consumers using health information technology, such as the Health Information Technology Acceptance Model [7]. This study focuses on developing an instrument for a neglected area of study, patient portal use for the prevention and care of sexually transmitted infections (STIs), including HIV.

Patient Portals

Patient portals provide patients with secure web-based access to health information, such as laboratory results and prescription medications. The web-based personal health information that a consumer accesses when using their patient portal is a type of health information technology (Health IT), referred to as personal health records (PHRs) [8,9]. Health IT is a broad concept that encompasses an array of technologies applied in health systems, such as PHRs, electronic health records (EHRs), or e-prescribing [10]. Logging on to a patient portal, users may message doctors, locate health education content, and a variety of options, depending on the Health IT platform. Certification for Health IT products is established by standards, implementation specifications, and certification criteria adopted by the US Secretary of Health and Human Services [11]. Data security and privacy measures, such as encrypting authentication credentials, are outlined within standards [12]. This is important because privacy concerns and mistrust are known barriers to PHR adoption [13,14]. Nevertheless, among US sexual minority men (SMM), patient portals are highly acceptable for delivery of comprehensive sexual health services that support HIV preventative behaviors, such as disclosing STI PHRs with sex partners [15,16].

In a 2016 market of approximately 186 certified vendors, 92% of US hospitals contracted either Cerner, MEDITECH, Epic Systems, CPSI, McKesson, and MEDHOST to supply certified Health IT [17]. To be certified, EHR vendors must include a patient portal module and use Fast Healthcare Interoperability Resources specifications to allow communication across vendor platforms [12,18]. Examples of patient portals are Epic’s MyChart, Veterans Administration’s My HealtheVet, Geisinger’s MyGeisinger, and Kareo’s Kareo EHR Patient Portal. There are over 300 unique Health IT products with 2015 certification that allow patients (ie, consumers) to view, transmit, and download patient medical data to a third party [19]. PHR systems may also be standalone and untethered to a health system’s EHR system [9].

As a result of federal incentive programs, namely, the Merit-Based Incentive Payment System programs Advancing Care Information, which have replaced Meaningful Use, patient portal access in health care settings has grown exponentially in the last decade and provides an excellent opportunity to deliver important health communications to patients [20-22]. By 2015, 95% of hospitals and 63% of office-based physicians had IT solutions allowing patients to view web-based health records [22,23]. Patient medical records are often perceived as highly private and only to be viewed by the patient and authorized representatives, which are based on important ethical and societal concerns of privacy [24-26]. However, portals also allow patients to interpersonally use information in PHRs outside of health care settings, such as sharing laboratory results or prescriptions with family, friends, and partners when promoting health behaviors [27]. Furthermore, few empirical studies have measured the preferences for and potential health benefits of the patient portal for sexual health and well-being on both individual and interpersonal levels.

The Utility of Patient Portals for STIs

To date, little information is available on patients’ perceptions of patient portals and their potential use for the prevention and care of STIs, including HIV [28-30]. STIs are substantial public health problems, and they may be particularly well suited for prevention and management with patient portals. With billions of dollars in US health care costs, an estimated 20 million new infections each year, and as major causes of preventable disease, STIs are serious and growing public health threats [31]. In 2018, there were 2,457,118 combined cases of chlamydia, gonorrhea, and syphilis alone in the United States, continuing the trend of record-breaking numbers within the last decade [32]. The increasing prevalence of multidrug-resistant gonorrhea and the rise in syphilis infections also signal the urgent need for more effective prevention strategies [33,34].
Inefficient access and adherence to HIV medication among people living with HIV and pre-exposure prophylaxis (PrEP) among some SMM risk groups contribute to the burden of new HIV infections. In fact, persons with HIV who attain virologic suppression cannot transmit HIV to others, as regular PrEP use can effectively prevent the acquisition of HIV infection [35,36]. Adherence requires compliance with outpatient provider visits, filling in prescriptions, and taking antiretroviral therapy (ART) or PrEP over time; however, nonadherence can increase HIV disease progression and risk of disease transmission. Patient portals may effectively be able to create an easy-to-use system for organizing health information and be helpful in engaging SMM in care on all fronts of HIV infection.

Given the stigma about same-sex sexuality and talking about HIV and STIs, portals can also bridge communication gaps with providers and sex partners. According to the Centers for Disease Control and Prevention, gay, bisexual, and other SMM are disproportionately impacted by syphilis, HIV, and other STIs [37,38]. Factors such as patient-provider communication barriers and anticipated health care stigma experienced among SMM are known to hinder the use of STI preventive services such as testing [39-41]. In addition, controlling HIV is harder among persons with mental health issues, resulting in lower rates of HIV virologic suppression [42,43]. In a call to action for comprehensive HIV services for SMM, Beyrer et al [44] recommend health providers to provide integrated mental health services for SMM. SMM today have demonstrated high acceptability of medical and public health practice supported by mobile devices or mobile health (mHealth) in HIV interventions; however, these solutions have largely operated outside of the Health IT aegis of EHR and integrated PHR systems [45]. Previous studies examining perceptions of patient portal use for HIV care and STI prevention have demonstrated high acceptability and concern about potential breaches of privacy [28,30,46].

**Study Purpose**

With this changing environment, new studies continue to burgeon modeling the implementation of health innovations for behavioral interventions focused on SMM. However, little data are available on the attributes and expectations of patient portals among SMM broadly across the United States. Theoretical frameworks, such as the Diffusion of Innovation theory and the extended unified theory of adoption and use of technology, are often used in behavioral sciences to inform implementation of new health technologies across consumer populations [6,47,48]. The theories posit that attributes of health technology and performance expectations are drivers of behavioral intentions to use health technology, and further behavioral intentions and habits determine behaviors or patterns of use. At the foundation of optimizing the design and uptake of new health technologies is scaling consumer perceptions about technology. Therefore, the overall goal of this study is to evaluate the psychometrics and adaptation of an instrument for measuring attitudes about using patient portals for STI prevention and care. Within-group comparisons of instrument scale scores are examined for categorical variables, including age, US region, last STI test, STI diagnosis, anticipated health care stigma, and mental health status.

**Methods**

**Study Overview**

Data were obtained from the 2018 American Men’s Internet Survey (AMIS). AMIS is an annual cross-sectional web-based survey of US residents who are aged at least 15 years; are cisgender male; and are gay or bisexual or have ever had sex with a man [49]. The study was conducted in compliance with federal regulations governing the protection of human subjects, and the study protocol was reviewed and approved by the Institutional Review Board at Emory University.

A randomized subset of 4647 AMIS participants was presented with survey items focusing on using patient portal services for STI prevention and care. Only survey participants reporting the ability to view their web-based health records were included in the analysis. Of these 2566 participants with patient portal access, the participants with do not know and refuse to answer responses on patient portal items were excluded from the analysis, resulting in a final analytic sample of 1375 men.

**Measures and Instrument Development**

The Patient Portal Sexual Health Instrument (PPSHI) is a scale designed to evaluate perceptions of using patient portals to promote STI prevention and care behaviors. Items were originally adapted from a study among coed students at a historically Black university characterizing the perceived role of patient portals in supporting STI prevention behaviors—the Electronic Sexual Health Information Notification and Education (eSHINE) Study. In total, the eSHINE Study-Patient Portal Instrument (eSHINE-PPPI) consisted of 19 items representing 4 subscales: (1) sexual health engagement (4 items), (2) informational resource compatibility (3 items), (3) valuation of services (5 items), and (4) PHR impact (7 items). A complete list of eSHINE-PPPI items, factor loadings corresponding to unique subscales, and reliability coefficients can be found in Multimedia Appendix 1 [29,50]. To explore a more parsimonious instrument, we adapted 12 items from 3 eSHINE-PPPI subscales to a nationwide survey of SMM. We focused on eliminating the eSHINE-PPSI subscale items with the lowest factor loadings. Responses were also reduced from 7-point Likert scales to 4-point ordinal scales. We then adapted the eSHINE-PPSI instrument to the AMIS-2018 survey.

**Adapting the Sexual Health Engagement Subscale**

The lowest loading item on the sexual health engagement subscale, “I plan to manage my medical records with PHRs in the future,” was eliminated. The final adapted subscale (3 items) measured perceived attributes of using (vs not using) patient portals, specifically that (1) it is a more convenient way to manage my sexual health records, (2) it encourages people to be more aware of their sexual health, and (3) it will help people like me make better sexual health decisions. Responses were coded as follows: 0=strongly disagree, 1=disagree, 2=agree, and 3=strongly agree. Possible scores ranged from 0 to 9.

**Adapting the PHR Impact Subscale**

The following 4 items were eliminated from the PHR impact subscale: (1) PHRs make it easier for people to routinely have
check-in conversations with partners about STI prevention. (2) Partners using PHRs will start talking about STI prevention earlier in a relationship. (3) I would have more discussions with partners about STI testing if PHRs were more commonly used, and (4) Using PHRs with a partner builds trust. The final adapted subscale (3 items) measured agreement with beliefs that sharing STI PHRs with partners will (1) improve communication on HIV and other STIs, (2) improve confidence in the testing information a partner share, and (3) improve control over my sexual health and decision making. These responses were coded as follows: 0=definitely not, 1=probably not, 2=probably, and 3=definitely. Possible scores ranged from 0 to 9.

Adapting the Valuation of Services Subscale
The item In addition to electronic sexually transmitted disease (STD) results, which services are important for PHRs to include: Access to all of your medical records was eliminated from the valuation of services subscale. Given the increase in telehealth success, the Services to communicate with your doctor or health professionals item was modified to specify video chat services to communicate with health care providers [51,52]. In response to recent decade increases in the use of interactive games to improve HIV prevention behaviors and the use of home test kits for STI screening, we added 2 items assessing valuation for games to promote sexual health and the ability to order home test kits for HIV and STDs to the valuation of services subscale [45,53-58]. For the final adapted subscale (6 items), participants were asked to rate the value of 6 patient portal features: (1) games to promote sexual health, (2) ability to order home test kits for STIs, (3) counseling and resources for people with STIs, (4) telehealth services, (5) ability to locate STI testing centers, and (6) tips or tools for managing sexual health. Responses on patient portal functionality items were coded as follows: 0=no value, 1=low value, 2=moderate value, and 4=high value. Possible scores ranged from 0 to 18.

The Informational Resource Compatibility Subscale (3 items) was not adapted to AMIS. Possible scores for the total AMIS-PPSHI ranged from 0 to 36.

Statistical Analysis
First, we conducted a principal component analysis (PCA) of the 12 items to estimate an appropriate number of factors to retain. The retention of factors was determined by a parallel analysis and examining eigenvalues greater than 1.0 [59]. We used the exploratory factor analysis (EFA) to estimate the factor structure and loadings. Item loadings were examined for each factor using cutoff values $\geq 0.50$. Sampling adequacy was indicated by a Kaiser-Meyer-Olkin (KMO) score greater than 0.80 [60].

We estimated the overall scale and subscale internal reliability with Cronbach $\alpha$ for the new AMIS-PPSHI. Confirmatory factor analysis (CFA) was used to evaluate measures of fit, including the Tucker-Lewis index (TLI), the comparative fit index (CFI), the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR). Thresholds for fit statistics were values close to 0.95 for TLI and CFI, values close to 0.08 for SRMR, and values close to 0.06 for RMSEA [61]. For standardized factor loadings, we used a cutoff of 0.50 [62]. We calculated the total AMIS-PPSHI scale scores for comparisons within group categories, including age, STI diagnosis history, recency of testing, serious mental illness, and anticipated health care stigma. The Kessler 6-item (K6) scale for psychological distress was used to determine the presence of serious mental illness (score 13 or greater) [63]. Anticipated health care stigma was defined as whether the participant was ever afraid to seek health care services because of worrying that someone may learn they have sex with men. Two-sample $t$ tests were used to compare binary group differences in scale scores using a $P$ value of .05 as the criterion for statistical significance. Analysis of variance (ANOVA) was used to compare group differences in scale scores for variables with more than 2 groups, also using a $P$ value of .05 as the criterion for statistical significance.

Results
Sample Description
The sample consisted of 1375 US SMM with a median age of 34 years and an IQR of 25 to 50 years. The demographic characteristics of the study sample are presented in Table 1. Table 2 presents the items included in the questionnaire with calculated mean and mode scores. The KMO score (0.8492) established sampling adequacy. We used a Promax rotation because the factor correlations exceeded 0.32 [64]. On the basis of eigenvalues above 1.0 and parallel analysis, we estimated a 3-factor solution for factor analysis. Factor analysis yielded 3 distinct factors using the 0.50 cutoff and no cross-loading above 0.15.
Table 1. Demographic data for the study population, including age, region, and sexually transmitted infection diagnosis history, American Men’s Internet Survey 2018 (N=1375).

<table>
<thead>
<tr>
<th>Category</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>318 (23.13)</td>
</tr>
<tr>
<td>25-29</td>
<td>214 (15.56)</td>
</tr>
<tr>
<td>30-39</td>
<td>291 (21.16)</td>
</tr>
<tr>
<td>≥40</td>
<td>552 (40.15)</td>
</tr>
<tr>
<td><strong>US region</strong></td>
<td></td>
</tr>
<tr>
<td>Northeast (eg, New York and Vermont)</td>
<td>221 (16.07)</td>
</tr>
<tr>
<td>Midwest (eg, Illinois and Ohio)</td>
<td>314 (22.84)</td>
</tr>
<tr>
<td>South (eg, Florida and Alabama)</td>
<td>505 (36.73)</td>
</tr>
<tr>
<td>West (eg, California and Oregon)</td>
<td>335 (24.36)</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>75 (5.51)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>181 (13.30)</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>1020 (74.94)</td>
</tr>
<tr>
<td>Other or multiple race</td>
<td>85 (6.25)</td>
</tr>
<tr>
<td><strong>History of STI(^a) diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>No history of HIV or other STI diagnosis</td>
<td>1087 (79.05)</td>
</tr>
<tr>
<td>Living with HIV</td>
<td>118 (8.58)</td>
</tr>
<tr>
<td>Recent gonorrhea, chlamydia, or syphilis (and not living with HIV)</td>
<td>170 (12.36)</td>
</tr>
<tr>
<td><strong>STI test in the 12 months before the study</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1128 (82.04)</td>
</tr>
<tr>
<td>Yes</td>
<td>247 (17.96)</td>
</tr>
<tr>
<td><strong>Willing to access web-based STI test results</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>14 (1.02)</td>
</tr>
<tr>
<td>Yes</td>
<td>1361 (98.98)</td>
</tr>
</tbody>
</table>

\(^a\)STI: sexually transmitted infection.
Table 2. Descriptive statistics of suggested instrument items, American Men’s Internet Survey 2018 (N=1375).

<table>
<thead>
<tr>
<th>Questionnaire item</th>
<th>Mean (SD)</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient engagement with sexual health care items</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1. It is a more convenient way to manage my sexual health records.</td>
<td>2.56 (0.59)</td>
<td>3</td>
</tr>
<tr>
<td>Item 2. It encourages people to be more aware of their sexual health.</td>
<td>2.52 (0.60)</td>
<td>3</td>
</tr>
<tr>
<td>Item 3. It will help people like me make better sexual health decisions.</td>
<td>2.37 (0.71)</td>
<td>2</td>
</tr>
<tr>
<td><strong>Dyadic communication items</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 4. Improve communication on HIV and other sexually transmitted infections</td>
<td>2.49 (0.65)</td>
<td>3</td>
</tr>
<tr>
<td>Item 5. Improve my confidence in the testing information a partner shares with me</td>
<td>2.54 (0.63)</td>
<td>3</td>
</tr>
<tr>
<td>Item 6. Improve control over my sexual health and decision making</td>
<td>2.54 (0.64)</td>
<td>3</td>
</tr>
<tr>
<td><strong>Conceptual features (functionality)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 7. Tips or tools for managing sexual health</td>
<td>2.43 (0.68)</td>
<td>3</td>
</tr>
<tr>
<td>Item 8. Ability to locate STD(^a) test centers and services</td>
<td>2.63 (0.64)</td>
<td>3</td>
</tr>
<tr>
<td>Item 9. Video chat for communicating with health care providers</td>
<td>2.16 (0.85)</td>
<td>2</td>
</tr>
<tr>
<td>Item 10. Counseling and resources for people with STDs</td>
<td>2.54 (0.68)</td>
<td>3</td>
</tr>
<tr>
<td>Item 11. Ability to order home test kits for HIV and STDs</td>
<td>2.59 (0.68)</td>
<td>3</td>
</tr>
<tr>
<td>Item 12. Games to promote sexual health</td>
<td>1.54 (1.02)</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)STD: sexually transmitted disease.

The AMIS-PPSHI Structural Model

Table 3 displays the 12 items and their respective loadings across the 3 factors. Items 1-3 loaded on a factor named sexual health engagement and awareness, reflecting the perceived attributes of using patient portals to engage in sexual health care. Items 4-6 loaded on a factor named enhancing dyadic communication, reflecting the perceived attributes of using STI PHRs to share testing history with partners. Items 7-12 loaded on a third factor named managing sexual health care, reflecting the desired functionality of patient portals. Inter-factor correlation were 0.42 between the sexual health engagement and awareness and enhancing dyadic communication factors. Sexual health engagement and awareness and managing sexual health care had a correlation of 0.29. The estimated correlation between managing sexual health care and enhancing dyadic communication was 0.42. The CFA results (Table 4) suggested good fit indices for the 3-factor model (RMSEA=0.061, CFI=0.964, TLI=0.953, SRMR=0.041, and coefficient of determination =0.996).
Table 3. Exploratory factor analysis loadings and Cronbach α values, American Men’s Internet Survey 2018 (N=1375).

<table>
<thead>
<tr>
<th>Questionnaire item</th>
<th>Factor loadings&lt;sup&gt;a,b,c&lt;/sup&gt;</th>
<th>Factor 1. Sexual health engagement and awareness</th>
<th>Factor 2. Enhancing dyadic communication</th>
<th>Factor 3. Managing sexual health care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1. It is a more convenient way to manage my sexual health records</td>
<td>0.7994</td>
<td>−0.0268</td>
<td>−0.0061</td>
<td></td>
</tr>
<tr>
<td>Item 2. It encourages people to be more aware of their sexual health</td>
<td>0.8740</td>
<td>−0.0231</td>
<td>0.0123</td>
<td></td>
</tr>
<tr>
<td>Item 3. It will help people like me make better sexual health decisions</td>
<td>0.7374</td>
<td>0.1093</td>
<td>0.0224</td>
<td></td>
</tr>
<tr>
<td>Item 4. Improve communication on HIV and other sexually transmitted infections</td>
<td>−0.0171</td>
<td>0.7773</td>
<td>0.0465</td>
<td></td>
</tr>
<tr>
<td>Item 5. Improve my confidence in the testing information a partner shares with me</td>
<td>0.0012</td>
<td>0.8213</td>
<td>−0.0123</td>
<td></td>
</tr>
<tr>
<td>Item 6. Improve control over my sexual health and decision making</td>
<td>0.0494</td>
<td>0.8047</td>
<td>−0.0226</td>
<td></td>
</tr>
<tr>
<td>Item 7. Tips or tools for managing sexual health</td>
<td>0.0806</td>
<td>0.1323</td>
<td>0.5531</td>
<td></td>
</tr>
<tr>
<td>Item 8. Ability to locate STD&lt;sup&gt;d&lt;/sup&gt; test centers and services</td>
<td>−0.0058</td>
<td>−0.0348</td>
<td>0.6967</td>
<td></td>
</tr>
<tr>
<td>Item 9. Video chat for communicating with health care providers</td>
<td>0.0199</td>
<td>−0.0478</td>
<td>0.6382</td>
<td></td>
</tr>
<tr>
<td>Item 10. Counseling and resources for people with STDs</td>
<td>0.0208</td>
<td>0.0039</td>
<td>0.7415</td>
<td></td>
</tr>
<tr>
<td>Item 11. Ability to order home test kits for HIV and STDs</td>
<td>−0.0202</td>
<td>−0.0057</td>
<td>0.5621</td>
<td></td>
</tr>
<tr>
<td>Item 12. Games to promote sexual health</td>
<td>−0.0743</td>
<td>0.0741</td>
<td>0.5269</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Factor loadings above 0.5000 are italicized.

<sup>b</sup>Cronbach α for factors: factor 1, sexual health engagement and awareness, α=0.8678; factor 2, enhancing dyadic communication, α=0.8689; and Factor 3, managing sexual health care, α=0.7888.

<sup>c</sup>Interfactor correlations: $r_{factor1,factor2}=0.42$, $r_{factor1,factor3}=0.29$, and $r_{factor2,factor3}=0.42$.

<sup>d</sup>STD: sexually transmitted disease.
### Table 4. Confirmatory factor analysis of standardized factor loadings for Patient Portal Sexual Health Instrument, American Men’s Internet Survey 2018 (N=1375).

<table>
<thead>
<tr>
<th>Questionnaire item</th>
<th>Factor loadings</th>
<th>Enhancing dyadic communication</th>
<th>Managing sexual health care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sexual health engagement and awareness</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 1. It is a more convenient way to manage my sexual health records</td>
<td>0.7929</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Item 2. It encourages people to be more aware of their sexual health</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 3. It will help people like me make better sexual health decisions</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 4. Improve communication on HIV and other sexually transmitted infections</td>
<td>N/A</td>
<td>0.8119</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 5. Improve my confidence in the testing information a partner shares with me</td>
<td>N/A</td>
<td>0.8429</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 6. Improve control over my sexual health and decision making</td>
<td>N/A</td>
<td>0.8357</td>
<td>N/A</td>
</tr>
<tr>
<td>Item 7. Tips or tools for managing sexual health</td>
<td>N/A</td>
<td>N/A</td>
<td>0.6633</td>
</tr>
<tr>
<td>Item 8. Ability to locate STD&lt;sup&gt;b&lt;/sup&gt; test centers and services</td>
<td>N/A</td>
<td>N/A</td>
<td>0.6840</td>
</tr>
<tr>
<td>Item 9. Video chat for communicating with health care providers</td>
<td>N/A</td>
<td>N/A</td>
<td>0.6202</td>
</tr>
<tr>
<td>Item 10. Counseling and resources for people with STDs</td>
<td>N/A</td>
<td>N/A</td>
<td>0.7760</td>
</tr>
<tr>
<td>Item 11. Ability to order home test kits for HIV and STDs</td>
<td>N/A</td>
<td>N/A</td>
<td>0.5493</td>
</tr>
<tr>
<td>Item 12. Games to promote sexual health</td>
<td>N/A</td>
<td>N/A</td>
<td>0.5339</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.  
<sup>b</sup>STD: sexually transmitted disease.

### AMIS-PPSHI Scores

Table 5 presents factor scores for AMIS-PPSHI total and Table 6 factor scores for AMIS-PPSHI subscales by group categories using the sum of scores for variables with factor loadings above a cutoff of 0.50 [65]. The mean (M) and standard deviation (SD) AMIS-PPSHI total score was mean 28.94 (SD 5.14). Mean PPSHI subscale scores were as follows: sexual health engagement and awareness mean 7.46 (SD 1.70), enhancing dyadic communication mean 7.57 (SD 1.71), and managing sexual health care mean 13.90 (SD 3.22). By region, AMIS-PPSHI total scores were moderately higher than average in the South and West compared with the Northeast and Midwest regions. Mean AMIS-PPSHI scores decreased with increasing age category, most notably in the enhancing dyadic communication scale (F<sub>3,1371</sub>=10.87; P<.001). Participants who were tested 12 months before the study had slightly higher mean scores on sexual health engagement and awareness, mean 7.52 (SD 1.66) versus mean 7.18 (SD 1.83), and enhancing dyadic communication, mean 7.62 (SD 1.69) versus mean 7.38 (SD 1.82). The largest difference in the AMIS-PPSHI score were in comparisons of participants according to their history of HIV or recent STI. The overall highest scores were among people without HIV and without recent STI. Participants living with HIV have the lowest overall AMIS-PPSHI mean scores, mean 27.57 (SD 5.89), primarily because of enhancing dyadic communication scores, mean 6.85 (SD 2.13). There are no significant differences in scores by anticipated health care stigma or serious mental illness. However, scores were marginally higher among participants with a Kessler 6-item psychological distress scale (K6) score≥13.
Table 5. Psychometrics of the Patient Portal Sexual Health Instrument by group, American Men’s Internet Survey 2018 (N=1375).

<table>
<thead>
<tr>
<th>Group</th>
<th>AMIS-PPSHI&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Test statistic&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cronbach α</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=1375)</td>
<td>.8430</td>
<td>28.94 (5.14)</td>
<td></td>
</tr>
<tr>
<td>Total (N=1375)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test statistic&lt;sup&gt;b&lt;/sup&gt;</td>
<td>F test (df)</td>
<td>t test (df)</td>
<td></td>
</tr>
<tr>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>.005</td>
</tr>
<tr>
<td>US region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast (eg, New York and Vermont; n=221)</td>
<td>.8208</td>
<td>28.35 (4.88)</td>
<td></td>
</tr>
<tr>
<td>Midwest (eg, Illinois and Ohio; n=314)</td>
<td>.8529</td>
<td>28.29 (5.46)</td>
<td></td>
</tr>
<tr>
<td>South (eg, Florida and Alabama; n=505)</td>
<td>.8461</td>
<td>29.39 (5.13)</td>
<td></td>
</tr>
<tr>
<td>West (eg, California and Oregon; n=335)</td>
<td>.8378</td>
<td>29.24 (4.92)</td>
<td></td>
</tr>
<tr>
<td>Age category</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>15-24 (n=318)</td>
<td>.8149</td>
<td>29.52 (4.62)</td>
<td></td>
</tr>
<tr>
<td>25-29 (n=214)</td>
<td>.8095</td>
<td>29.44 (4.57)</td>
<td></td>
</tr>
<tr>
<td>30-39 (n=291)</td>
<td>.8422</td>
<td>29.28 (5.03)</td>
<td></td>
</tr>
<tr>
<td>≥40 (n=552)</td>
<td>.8608</td>
<td>28.22 (5.60)</td>
<td></td>
</tr>
<tr>
<td>STI&lt;sup&gt;d&lt;/sup&gt; test in 12 months before study</td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Yes (n=1,128)</td>
<td>.8403</td>
<td>29.04 (5.10)</td>
<td></td>
</tr>
<tr>
<td>No (n=247)</td>
<td>.8548</td>
<td>28.45 (5.28)</td>
<td></td>
</tr>
<tr>
<td>History of STI diagnosis</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No history of STI diagnosis (n=1087)</td>
<td>.8385</td>
<td>29.21 (4.98)</td>
<td></td>
</tr>
<tr>
<td>Living with HIV (n=118)</td>
<td>.8617</td>
<td>27.57 (5.89)</td>
<td></td>
</tr>
<tr>
<td>Recent gonorrhea, chlamydia, or syphilis and no HIV (n=170)</td>
<td>.8437</td>
<td>28.13 (5.36)</td>
<td></td>
</tr>
<tr>
<td>Anticipated health care stigma</td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>No (n=1037)</td>
<td>.8431</td>
<td>28.95 (5.18)</td>
<td></td>
</tr>
<tr>
<td>Yes (n=338)</td>
<td>.8433</td>
<td>28.88 (5.02)</td>
<td></td>
</tr>
<tr>
<td>Serious mental illness</td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>No (K6&lt;sup&gt;e&lt;/sup&gt;≤13; n=1113)</td>
<td>.8455</td>
<td>28.82 (5.20)</td>
<td></td>
</tr>
<tr>
<td>Yes (K6≥13; n=262)</td>
<td>.8288</td>
<td>29.44 (4.82)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> American Men’s Internet Survey-Patient Portal Sexual Health Instrument.

<sup>b</sup> Test statistic: for analysis of variance (ANOVA) the F-value (degrees of freedom groups, degrees of freedom residuals) test statistic is reported; for t tests, the t value (degrees of freedom) test statistic is reported.

<sup>c</sup> N/A: not applicable.

<sup>d</sup> STI: sexually transmitted infection.

<sup>e</sup> K6 refers to the Kessler 6-item psychological distress scale.
<table>
<thead>
<tr>
<th>Group</th>
<th>AMIS-PPSHI&lt;sup&gt;a&lt;/sup&gt; Subscales</th>
<th>Enhancing dyadic communication</th>
<th>Managing sexual health care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) Test statistic&lt;sup&gt;b&lt;/sup&gt; &lt;br&gt;&lt;i&gt;F&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;t&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;P&lt;/i&gt; value</td>
<td>Mean (SD) Test statistic&lt;sup&gt;b&lt;/sup&gt; &lt;br&gt;&lt;i&gt;F&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;t&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;P&lt;/i&gt; value</td>
<td>Mean (SD) Test statistic&lt;sup&gt;b&lt;/sup&gt; &lt;br&gt;&lt;i&gt;F&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;t&lt;/i&gt; test (df) &lt;br&gt;&lt;i&gt;P&lt;/i&gt; value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast (eg, New York and Vermont; n=221)</td>
<td>7.36 (1.75) 2.41 (3,1371) N/A</td>
<td>7.43 (1.68) 0.75 (3,1371) N/A</td>
<td>13.90 (3.22) N/A N/A N/A</td>
</tr>
<tr>
<td>Midwest (eg, Illinois and Ohio; n=314)</td>
<td>7.30 (1.79) 7.46 (1.70) N/A</td>
<td>5.63 (3,1371) N/A N/A N/A</td>
<td>.001</td>
</tr>
<tr>
<td>South (eg, Florida and Alabama; n=505)</td>
<td>7.48 (1.70) 7.64 (1.55) N/A</td>
<td>14.29 (3.25) N/A N/A N/A</td>
<td>.001</td>
</tr>
<tr>
<td>West (eg, California and Oregon; n=335)</td>
<td>7.64 (1.55) 7.64 (1.55) N/A</td>
<td>14.00 (3.06) N/A N/A N/A</td>
<td>.001</td>
</tr>
<tr>
<td>Age category</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24 (n=318)</td>
<td>7.51 (1.55) 4.64 (3,1371) N/A</td>
<td>7.86 (1.38) 10.87 (3,1371) N/A</td>
<td>.22</td>
</tr>
<tr>
<td>25-29 (n=214)</td>
<td>7.70 (1.44) 7.76 (1.93) N/A</td>
<td>14.15 (3.20) N/A N/A N/A</td>
<td>.22</td>
</tr>
<tr>
<td>30-39 (n=291)</td>
<td>7.59 (1.65) 7.70 (1.64) N/A</td>
<td>14.15 (3.20) N/A N/A N/A</td>
<td>.22</td>
</tr>
<tr>
<td>≥40 (n=552)</td>
<td>7.26 (1.87) 7.26 (1.93) N/A</td>
<td>13.70 (3.38) N/A N/A N/A</td>
<td>.22</td>
</tr>
<tr>
<td>STI&lt;sup&gt;4&lt;/sup&gt; test in 12 months before study</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=1,128)</td>
<td>7.52 (1.66) 2.86 (1,373) .004</td>
<td>7.62 (1.69) 1.99 (1,373) .05</td>
<td>1.47 (3,1371) N/A .93</td>
</tr>
<tr>
<td>No (n=247)</td>
<td>7.18 (1.83) 7.38 (1.82) N/A</td>
<td>13.89 (3.18) N/A N/A N/A</td>
<td>.93</td>
</tr>
<tr>
<td>History of STI diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No history of STI diagnosis (n=1087)</td>
<td>7.49 (1.68) 1.02 (2,1372) N/A</td>
<td>7.66 (1.64) 12.25 (2,1372) N/A</td>
<td>.36</td>
</tr>
<tr>
<td>Living with HIV (n=118)</td>
<td>7.39 (1.72) 7.25 (2,1372) N/A</td>
<td>6.85 (2.13) 14.06 (2,1372) N/A</td>
<td>.36</td>
</tr>
<tr>
<td>Recent gonorrhea, chlamydia, or syphilis and no HIV (n=170)</td>
<td>7.30 (1.78) 7.52 (2,1372) N/A</td>
<td>5.20 (1.74) 13.33 (2,1372) N/A</td>
<td>.36</td>
</tr>
<tr>
<td>Anticipated health care stigma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (n=1037)</td>
<td>7.47 (1.70) 0.47 (1,373) .64</td>
<td>7.60 (1.74) 1.02 (1,373) .31</td>
<td>0.35 (1,373) N/A .73</td>
</tr>
<tr>
<td>Yes (n=338)</td>
<td>7.42 (1.67) 7.49 (1.63) N/A</td>
<td>13.89 (3.26) N/A N/A N/A</td>
<td>.73</td>
</tr>
<tr>
<td>Serious mental illness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (n=1037)</td>
<td>7.47 (1.70) 0.68 (1,373) .49</td>
<td>7.60 (1.74) 1.79 (1,373) .07</td>
<td>1.58 (1,373) N/A .11</td>
</tr>
<tr>
<td>Yes (n=338)</td>
<td>7.42 (1.67) 7.49 (1.63) N/A</td>
<td>13.89 (3.26) N/A N/A N/A</td>
<td>.11</td>
</tr>
</tbody>
</table>
A Closer Look at PPSHI

The resulting instrument consists of 12 items and 3 subscales measuring constructs of (1) sexual health engagement and awareness, (2) enhancing dyadic communication, and (3) managing sexual health care. Constructs cover unique aspects of patient portal use. First, portals should communicate personalized sexual health information to the user. Second, interpersonal use of patient portals may occur outside of health settings, particularly in events that share test histories with sexual partners. Third, patient portals should empower patients to engage with an array of sexual health care management services, such as testing and telehealth.

A Closer Look at PPSHI

PPSHI and its 3 subscales had a strong overall internal consistency. As expected, younger participants are more receptive to technology use. Scores have an indirect relationship with age; SMM aged 15-24 years had the highest scores. Scores stratified by STI diagnosis reveal interesting dynamics, most notably in the enhancing dyadic communication subscale. Scores on the enhancing dyadic communication subscale are the lowest among participants with HIV, an indicator of the highly stigmatized nature of HIV. Interpersonal use of patient portals with sexual partners may likely be lower for participants with HIV or other chronic STIs. Interventions are needed to reduce this stigma and to strengthen self-efficacy for discussing with partners the topics pertinent to sexual health and wellness.

Similar scores by anticipated health care stigma may be an indicator of acceptability of patient portals among participants who may be less likely to receive HIV care services [39,41]. Slightly higher AMIS-PPSHI scores among participants with mental health illness support the acceptability of the patient portal use among patients with mental health disorders [66]. Together with earlier studies, findings support patient portals as a promising avenue to plan interventions around increasing health engagement among marginalized groups, including persons with HIV [28,30,46]. The overall high mean sample score on AMIS-PPSHI may also indicate that patient portal interventions may extend to other areas of health care engagement, such as achieving hepatitis A and B vaccination and screening recommendations for SMM [67-69]. Messages delivered through patient portals have been demonstrated to increase herpes zoster vaccination in adults [70]. Thus, the current global climate of hepatitis A outbreak among SMM reflects missed opportunities to leverage patient portals to deliver hepatitis A and B vaccination screening messages to SMM [71-75]. The application of machine learning algorithms to identify PrEP candidates using EHR data may also be applied to identify candidates for hepatitis A and B vaccination; however, research is needed to develop efficacious algorithms [76].

Strengths and Limitations

The strength of AMIS-PPSHI is that it is based on empirical research, and it is very timely to the growing technology-based STI prevention models. The scale is shortened in item numbers however, research is needed to develop efficacious algorithms to identify PrEP candidates using EHR data may also be applied to identify candidates for hepatitis A and B vaccination; however, research is needed to develop efficacious algorithms [76].

Table 1. AMIS-PPSHI Subscale Scores by STI Diagnosis

<table>
<thead>
<tr>
<th>Group</th>
<th>AMIS-PPSHI Subscale</th>
<th>Mean (SD)</th>
<th>( F ) test (df)</th>
<th>( t ) test (df)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sexual health engagement and awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (K6\textless; n=1113)</td>
<td>7.44 (1.72)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (K6\geq; n=262)</td>
<td>7.52 (1.61)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Enhancing dyadic communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (K6\textless; n=1113)</td>
<td>7.53 (1.75)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (K6\geq; n=262)</td>
<td>7.74 (1.51)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Managing sexual health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (K6\textless; n=1113)</td>
<td>13.84 (3.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (K6\geq; n=262)</td>
<td>14.19 (3.17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aAmerican Men's Internet Survey-Patient Portal Sexual Health Instrument.
bTest statistic: for analysis of variance (ANOVA) the F-value (degrees of freedom groups, degrees of freedom residuals) test statistic is reported; for \( t \) tests, the \( t \) value (degrees of freedom) test statistic is reported.
cN/A: not applicable.
dSTI: sexually transmitted infection.
eK6 refers to the Kessler 6-item psychological distress scale.

Discussion

Principal Findings

The goal of this study is to develop a brief instrument for measuring attitudes focused on using patient portals for STI prevention and care among a nationwide sample of SMM. HIV and other STIs are costly and have a high burden on SMM. Patient portals could be used to address risky sexual behaviors; however, past studies have not looked at service design and consumer adoption models for patient-facing IT solutions. Therefore, we created a brief instrument to enable the measurement of attitudes toward using patient portals for STI prevention and care among SMM with access to a patient portal. The instrument was adapted from earlier scientific work, is short, and may be added to health questionnaires focused on sexual health–related technology use. Furthermore, we demonstrated that AMIS-PPSHI might be adapted to include novel consumer-oriented features as technology evolves.

The strength of AMIS-PPSHI is that it is based on empirical research, and it is very timely to the growing technology-based STI prevention models. The scale is shortened in item numbers However, research is needed to develop efficacious algorithms to identify PrEP candidates using EHR data may also be applied to identify candidates for hepatitis A and B vaccination; however, research is needed to develop efficacious algorithms [76].

Similar scores by anticipated health care stigma may be an indicator of acceptability of patient portals among participants who may be less likely to receive HIV care services [39,41]. Slightly higher AMIS-PPSHI scores among participants with mental health illness support the acceptability of the patient portal use among patients with mental health disorders [66]. Together with earlier studies, findings support patient portals as a promising avenue to plan interventions around increasing health engagement among marginalized groups, including persons with HIV [28,30,46]. The overall high mean sample score on AMIS-PPSHI may also indicate that patient portal interventions may extend to other areas of health care engagement, such as achieving hepatitis A and B vaccination and screening recommendations for SMM [67-69]. Messages delivered through patient portals have been demonstrated to increase herpes zoster vaccination in adults [70]. Thus, the current global climate of hepatitis A outbreak among SMM reflects missed opportunities to leverage patient portals to deliver hepatitis A and B vaccination screening messages to SMM [71-75]. The application of machine learning algorithms to identify PrEP candidates using EHR data may also be applied to identify candidates for hepatitis A and B vaccination; however, research is needed to develop efficacious algorithms [76].

Strengths and Limitations

The strength of AMIS-PPSHI is that it is based on empirical research, and it is very timely to the growing technology-based STI prevention models. The scale is shortened in item numbers and response options and still holds a strong internal consistency. The factor analysis is based on both an acceptable and response options and still holds a strong internal consistency. The factor analysis is based on both an acceptable
variables. Overall, the instrument performed statistically well in psychometric analysis. The age distribution of the sample offers some comparisons and extrapolation across groups of adolescent, young, and adult SMM. However, neither AMIS-PPSHI nor its subscales have been validated as constructs related to patterns of patient portal use for sexual health and wellness. Future validation studies may explore the relationship of constructs with patterns of patient portal use specific to sexual health and wellness. Clinical researchers may test the enhancing dyadic communication subscale as a determinant of an individual’s likelihood to use PHRs for sharing STI test histories with main and nonmain partners [16]. The subscale may then be applied in clinical settings with decision analytics to identify patients for interventions that are less likely to disclose STI PHRs with partners. More data are needed on patterns of patient portal use for sexual health services such as viewing electronic STI test results, viewing health information on STIs, and ordering medications to prevent and treat STIs.

African American or Black SMM are notably underrepresented in the study sample. Future studies are needed to apply PPSHI across a broad nationwide sample of Black SMM and youth—the race or ethnic group most overburdened by HIV and other STI incidence and prevalence [34,38]. Additional validation studies are needed among other priority populations for STI prevention in the United States and other countries with burgeoning mHealth environments. A further limitation is that the instrument does not include items focused on the use of patient portals to report sexual health–related behaviors and outcomes. Ecological momentary assessment and patient-reported outcome measures are mechanisms that can feed data into patient portal systems and inform decision support algorithms for the user or health care providers [77-79]. Given the adaptability of PPSHI, items may be added to patient-reported outcomes to assess perceptions about reporting personal data to the patient portal for sexual health.

Conclusions

In summary, we suggest that PPSHI and its components could predict behavioral intentions and patterns for patient portal use for health behaviors related to STI prevention and care among SMM. PPSHI is feasibly adaptable to questionnaires and may have useful applications in electronic patient intake surveys. Short surveys on patient intake forms assessing risk behaviors have been used to inform clinical decision support algorithms, prompting providers to encourage STI screening for patients [80]. Assessing PPSHI constructs in patients may similarly be useful in informing provider messaging within decision support algorithms, for example, encouraging patients to share STI PHRs with partners.
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Abstract

Background: Online medical records are being used to organize processes in clinical and outpatient settings and to forge doctor-patient communication techniques that build mutual understanding and trust.

Objective: We aimed to understand the reasons why patients tend to avoid using online medical records and to compare the perceptions that patients have of online medical records based on demographics and cancer diagnosis.

Methods: We used data from the Health Information National Trends Survey Cycle 3, a nationally representative survey, and assessed outcomes using descriptive statistics and chi-square tests. The patients (N=4328) included in the analysis had experienced an outpatient visit within the previous 12 months and had answered the online behavior question regarding their use of online medical records.

Results: Patients who were nonusers of online medical records consisted of 58.36% of the sample (2526/4328). The highest nonuser rates were for patients who were Hispanic (460/683, 67.35%), patients who were non-Hispanic Black (434/653, 66.46%), and patients who were older than 65 years (968/1520, 63.6%). Patients older than 65 years were less likely to use online medical records (odds ratio [OR] 1.51, 95% CI 1.24-1.84, P<.001). Patients who were White were more likely to use online medical records than patients who were Black (OR 1.71, 95% CI 1.43-2.05, P<.001) or Hispanic (OR 1.65, 95% CI 1.37-1.98, P<.001). Patients who were diagnosed with cancer were more likely to use online medical records compared to patients with no cancer (OR 1.31, 95% CI 1.11-1.55, P<.001). Among nonusers, older patients (≥65 years old) preferred speaking directly to their health care providers (OR 1.76, 95% CI 1.35-2.31, P<.001), were more concerned about privacy issues caused by online medical records (OR 1.79, 95% CI 1.22-2.66, P<.001), and felt uncomfortable using the online medical record systems (OR 10.55, 95% CI 6.06-19.89, P<.001) compared to those aged 18-34 years. Patients who were Black or Hispanic were more concerned about privacy issues (OR 1.42, 1.09-1.84, P=.007).

Conclusions: Studies should consider social factors such as gender, race/ethnicity, and age when monitoring trends in eHealth use to ensure that eHealth use does not induce greater health status and health care disparities between people with different backgrounds and demographic characteristics.

(J Med Internet Res 2021;23(2):e24767) doi:10.2196/24767
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Introduction

Communication is a key element in providing high-quality health care services [1]. If communication is effective, it can lead to significant health care provision and positive outcomes, including decreased anxiety, guilt, pain, and disease symptoms. Moreover, effective communication can increase patient satisfaction, acceptance, adherence, and cooperation with the medical team, and it can improve the physiological and functional status of the patient [1]. Conversely, poor communication between doctors and patients can lead to poor
quality and continuity of care [2]. Patients with communication-related disabilities or problems were 3 times more likely to experience medical or clinical complications compared to other patients [3]. Thus, ensuring good communication by recording, handling, and sharing health information with patients remains a necessity and an integral component of the health care process that may improve outcomes and limit or prevent costly duplication of tests and treatments [4,5].

Information exchange is not only limited to the visit. It is moving beyond that, as patients have the opportunity to access their information regardless of location or time via technologies [4]. Technological advancement has provided opportunities not only to improve doctor-patient information exchange but also to inform and empower patients’ role in decision making. Information and communication technology is often used for communication and information exchange purposes and may be a valuable tool for handling these challenges [6,7]. Other potential solutions include means for patients to access their online medical records, including personalized health records [8-11] and patient portals [12]. These centralized health information systems could also have the greatest benefit for information transmission. Although patient portals such as MyPreventiveCare [13], Ask an Expert [14], and others are considered important tools for the development of patient-centered care, their current use is not optimal, and portals are still less patient-centered than they could be [15-17]. Known barriers to the use of portals for patients and providers include security and privacy concerns, the potential negative impact on provider workflow, and limited user friendliness [12,18].

The ability of patients or individuals to access their online medical records serves as one of the backbones to improve patient engagement in and the outcomes of our health care system. Historically, patients have had low access to online medical records. For instance, only 3 out of 10 patients were offered access to medical records in 2013, and almost half of those offered access viewed their online records at least once (page number not for citation purposes)

Table 1. Questions for nonusers and corresponding factors.

<table>
<thead>
<tr>
<th>Factor name</th>
<th>Questiona</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpeakDirectly</td>
<td>You prefer to speak to your health care provider directly?</td>
</tr>
<tr>
<td>NoNeed</td>
<td>You did not have a need to use your online medical record?</td>
</tr>
<tr>
<td>ConcernedPrivacy</td>
<td>You were concerned about the privacy or security of your medical records’ website?</td>
</tr>
<tr>
<td>NoRecord</td>
<td>You do not have an online medical record?</td>
</tr>
<tr>
<td>LogInProb</td>
<td>You found it difficult to login (for example, you had trouble remembering your password)?</td>
</tr>
<tr>
<td>Uncomfortable</td>
<td>You are not comfortable or experienced with computers?</td>
</tr>
<tr>
<td>MultipleRec</td>
<td>You have more than one online medical record?</td>
</tr>
</tbody>
</table>

aAll questions had binary (yes or no) responses.

Data Analysis

Descriptive statistics for the HINTS 5 Cycle 3 populations were generated for demographic variables (gender, age, race/ethnicity) and the cancer diagnosis variable. We investigated the relationship between the use of online medical records and the demographic or diagnosis variables using an unadjusted model—Fisher exact test. We focused on patients who had not used online medical records to better understand the reasons behind their avoidance of this particular technology. We report odds ratios (OR) and corresponding 95% confidence intervals; statistical significance was determined based on P<.05. All
Analyses were conducted using R statistical software (version 3.6.3; packages: Ime4 and Stats).

**Results**

**Sample Characteristics**

HINTS 5 Cycle 3 had a total of 4328 respondents, and 57.74% of the respondents (2499/4328) were female. Most respondents were older than 50 years (2926/4328, 67.61%) and non-Hispanic White (2992/4328, 69.13%), and 16% of respondents (693/4328) had been diagnosed with cancer (Table 2).

**Table 2.** Demographic characteristics of the patients.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Respondents (N=4328), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1829 (42.26)</td>
</tr>
<tr>
<td>Female</td>
<td>2499 (57.74)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>580 (13.40)</td>
</tr>
<tr>
<td>35-49</td>
<td>822 (18.99)</td>
</tr>
<tr>
<td>50-64</td>
<td>1406 (32.49)</td>
</tr>
<tr>
<td>≥65</td>
<td>1520 (35.12)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>683 (15.78)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>2992 (69.13)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>653 (15.09)</td>
</tr>
<tr>
<td>Cancer diagnosis</td>
<td></td>
</tr>
<tr>
<td>Have cancer</td>
<td>693 (16.01)</td>
</tr>
<tr>
<td>No cancer</td>
<td>3635 (83.99)</td>
</tr>
</tbody>
</table>

**Use of Online Medical Records**

Among the 4328 respondents, 2526 (58.36%) were nonusers. The ratio of nonusers across demographics ranged between 53% to 67%, with patients who were Hispanic (460/683, 67.35%) and patients who were non-Hispanic Black being highest (434/653, 66.46%). Patients who were non-Hispanic White (1360/2992, 45.45%) and patients between 18 and 34 years of age had the highest online medical record use (269/580, 46.38%). Table 3 presents percentages of users and nonusers across demographics and nonuser comparisons.
Table 3. Use of online medical records.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All, n (%)</th>
<th>Nonuser, n (%)</th>
<th>User, n (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1829 (42.26)</td>
<td>1130 (61.78)</td>
<td>699 (38.22)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>2499 (57.74)</td>
<td>1396 (55.86)</td>
<td>1103 (44.14)</td>
<td>0.78 (0.69-0.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>580 (13.40)</td>
<td>311 (53.62)</td>
<td>269 (46.38)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>35-49</td>
<td>822 (18.99)</td>
<td>450 (54.74)</td>
<td>372 (45.26)</td>
<td>1.04 (0.84-1.30)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>1406 (32.49)</td>
<td>797 (56.69)</td>
<td>609 (43.31)</td>
<td>1.13 (0.92-1.38)</td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>1520 (35.12)</td>
<td>968 (63.68)</td>
<td>552 (36.32)</td>
<td>1.51 (1.24-1.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>2992 (69.13)</td>
<td>1632 (54.55)</td>
<td>1360 (45.45)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>683 (15.78)</td>
<td>460 (67.35)</td>
<td>223 (32.65)</td>
<td>1.71 (1.43-2.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>653 (15.09)</td>
<td>434 (66.46)</td>
<td>219 (33.54)</td>
<td>1.65 (1.37-1.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cancer diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have cancer</td>
<td>693 (16.01)</td>
<td>365 (52.67)</td>
<td>328 (47.33)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>No cancer</td>
<td>3635 (83.99)</td>
<td>2161 (59.95)</td>
<td>1474 (40.05)</td>
<td>1.31 (1.11-1.55)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Patients who avoided using online medical records were more likely to be male (OR 0.78, 95% CI 0.69-0.88, P<.001). The oldest patients (aged ≥65 years) were less likely to use online medical records (OR 1.51, 95% CI 1.24-1.84, P<.001). Patients who were non-Hispanic White were more likely to use online medical records than patients who were Hispanic (OR 1.71, 95% CI 1.43-2.05, P<.001) or non-Hispanic Black (OR 1.65, 95% CI 1.37-1.98, P<.001). Finally, patients diagnosed with cancer were more likely to use online medical records than patients without cancer (OR 1.31, 95% CI 1.11-1.55, P=.001).

Reasons for Nonuse of Online Medical Records

In the second phase of the analysis, we only focused on nonusers (n=2526) and explored factors regarding their preference for not using online medical records. We compared the different demographics for each factor. The survey had 7 listed factors asked to each respondent. Each participant responded to each question with “yes” or “no.” We summarized the percentage for each demographic group among nonusers. The “desire to speaking directly to the health care provider” was the primary factor (1575/2526, 62.35%) influencing the nonuse of online medical records. Across all demographic characteristics, more than half of respondents answered “yes” for this question. For instance, 63.68% (889/1396) of female nonusers reported “desire to speaking directly” as one of the primary reasons. Almost half of the participants also expressed “no need” as a reason to avoid online medical records. The 18-34 years age group of nonusers had the highest rate of “no need” factor to explain their avoidance of online medical record use (194/311, 62.38%). Privacy concerns were not a primary reason to avoid online medical record use across all groups (range 12% to 23%). Table 4 illustrates all descriptive statistics for the overall nonuser population and each demographic group.
Table 4. Frequencies of reasons that explain nonuse of online medical records.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Factor, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SpeakDirectly</td>
</tr>
<tr>
<td>All</td>
<td>1575 (62.35)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>686 (60.71)</td>
</tr>
<tr>
<td>Female</td>
<td>889 (63.68)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>166 (53.38)</td>
</tr>
<tr>
<td>35-49</td>
<td>231 (51.33)</td>
</tr>
<tr>
<td>50-64</td>
<td>530 (66.50)</td>
</tr>
<tr>
<td>≥65</td>
<td>648 (66.94)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>1004 (61.52)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>294 (63.91)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>277 (63.82)</td>
</tr>
<tr>
<td>Cancer diagnosis</td>
<td></td>
</tr>
<tr>
<td>Have cancer</td>
<td>260 (71.23)</td>
</tr>
<tr>
<td>No cancer</td>
<td>1315 (60.85)</td>
</tr>
</tbody>
</table>

The statistical analysis also yielded significant differences across the different demographics (Table 5). Older patients (≥65 years old) were more likely to avoid using online medical records. They preferred speaking directly to their health care providers (OR 1.76, 95% CI 1.35-2.31, P < .001), were more concerned about privacy issues caused by online medical records (OR 1.79, 95% CI 1.22-2.66, P < .001), and felt uncomfortable using the systems (OR 10.55, 95% CI 6.06-19.89, P < .001) compared to patients aged 18-34 years; however, they were more likely to be in need of online records (OR 0.47, 95% CI 0.36-0.62, P < .001).
Table 5. Reasons for not using online medical records.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SpeakDirectly</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.13 (0.96-1.33)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>35-49</td>
<td>0.92 (0.68-1.24)</td>
</tr>
<tr>
<td>50-64</td>
<td>1.73 (1.31-2.2)*</td>
</tr>
<tr>
<td>&gt;65</td>
<td>1.76 (1.35-2.31)**</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.10 (0.88-1.38)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.10 (0.88-1.38)</td>
</tr>
<tr>
<td>Cancer</td>
<td></td>
</tr>
<tr>
<td>Have cancer</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>No cancer</td>
<td>0.62 (0.48-0.80)**</td>
</tr>
</tbody>
</table>

*P<.05; **P<.01; ***P<.001.

Female respondents were more likely to use online medical records, and they were more likely to have records (OR 0.74, 95% CI 0.61-0.90, P=.003 for female). Patients who were Black or Hispanic were more concerned about privacy issues (Black: OR 1.42, 95% CI 1.09-1.84, P=.007; Hispanic: OR 1.42, 95% CI 1.09-1.84, P=.007) but were more conscious about the need for online records (Black: OR 0.46, 95% CI 0.37-0.58, P<.001; Hispanic: OR 0.46, 95% CI 0.36-0.57, P<.001). Patients who were Black were more likely to have problems logging in to their records (OR 0.59, 95% CI 0.42-0.82, P=.002).

Patients with cancer preferred to speak directly to the health care providers (OR 0.62, 95% CI 0.48-0.80, P<.001) and were more likely to feel uncomfortable using online medical records (OR 0.52, 95% CI 0.41-0.67, P<.001).

Discussion

General

Many studies that aim to improve information sharing and technology use in health care settings are based on exploring design improvements in patient-centered tools. Some discuss the environmental and technical barriers of adopting these tools [12,18], and others focus on providing training to enhance use-related skills [24]. We used nationally representative data from 2019 and examined attitude and other factors influencing nonuse of online medical records across different groups of patients. The results portray trends just prior to the pandemic, which has undoubtedly precipitated a paradigm shift toward online and telehealth medical use since the beginning of 2020.

The results showed that online medical record use was improving compared to use in previous years—41% overall in 2019 compared to 28% in 2017 [25]. However, online medical record use was still only approximately 30% for older adults (65 years and above) and respondents who were Black or Hispanic. Older adults were less likely to use online medical records compared to younger patients. Previous studies have also found that those older than 65 years would be less likely to use the internet to find health information [26,27] and less likely to use electronic personal health records [28]. Another study [29,30] also demonstrated that older adults have rather negative attitudes toward computers. Patients who were Black or Hispanic in our sample were more likely to be nonusers of online medical records than patients who were White. This was consistent with the findings of a previous study [27] that collected data between 2010 and 2017; however, in our study, there were increased rates of online medical record use among older adults.
minorities compared to those of previous years. Due to chronic underlying health conditions, adults aged ≥65 years and individuals who are Black or Hispanic were the two groups hit hardest by the COVID-19 pandemic [31]. These groups often need continued care due to chronic health conditions [32]; however, visiting hospitals and clinics during the pandemic may increase the risk of infection. The online medical use rate would likely be increased among these groups due to the pandemic.

In this study, we explicitly focused on the reasons people avoid online medical record use across demographics. The major reason that emerged from the data is that patients would prefer to “see their physicians in person.” This was the primary reason for all groups except younger patients. Older patients were more likely to prefer to “speak in person with physicians” than younger patients. Furthermore, the preference to “speak in person with physicians” was also high for all race groups (1575/2526, 62.35%). These findings are not surprising since most patients value in-person visits with their doctors due to the more personal nature of the interaction, the opportunity to use nonverbal cues, and the ability to explain specific symptoms to doctors more clearly. Since March of 2020, however, the health care system is experiencing a paradigm shift due to an unprecedented pandemic, and telehealth visits have become a new normal, often replacing in-person visits, especially for older and chronically ill patients who are at high risk for COVID-19 infection. There is a tremendous rise in virtual care via telehealth technology during the pandemic [33]. Future studies will undoubtedly show changes in the demand for in-person visits after these forced experiences.

In the event of a population-wide infectious disease outbreak such as COVID-19, people’s online activities may affect public concerns and health behaviors. Many studies [34,35] have explored people’s active use of online information in various crises, including a public health crisis. The recent COVID-19 pandemic also sparked a paradigm shift in using online health care communication tools such as telehealth. It showed the importance and necessity of information sharing and communication beyond the walls of clinics.

The technology acceptance model explains that people use technologies when they are perceived as useful and necessary [36]. Almost half of the nonusers stated that there was no need for them to use online medical records. Young respondents (aged 18-34 years) among the sample were shown to be more likely to use online electronic medical records. Those who did not use online medical records in this group were likely to express that they had “no need” for their online medical record during this time period. This showed a significant difference compared to older patients (P<.001). Intuitively, younger patients are healthier than older patients, but they also tend to be more comfortable using online health technologies. After the COVID-19 pandemic, a new necessity may emerge which also might influence young patients use of online medical records for any information exchange with their providers. Future HINTS data collected during or after the pandemic might also show this shift among young patients. Finally, respondents who were Black or Hispanic were less likely to state the reason of “no need” than respondents who were White.

Privacy has always been an issue for some users regarding the use of technologies for information sharing, especially information as sensitive and personal as medical records. Some participants also declared this as one of the factors for avoiding online medical record use. Respondents who were Black or Hispanic were more likely to have privacy concerns compared to those who were White. Historically, minorities have less trust in the health care system due to disparities they have experienced [24,37-39]. This might also influence their perception of privacy regarding any online health information exchange. Furthermore, older patients are highly likely to state “being uncomfortable using online record” as a reason for avoiding online medical records compared to younger patients. The US population had almost 52 million people older than 65 years as of 2018 [40]. This population will be the major consumer of health care systems for the foreseeable future; therefore, any online tools need to be redesigned to be user friendly (ie, for this population to use easily and comfortably).

Finally, our study also showed that patients with cancer use online medical records more than patients who do not have cancer. This was consistent with the findings of previous studies [41-43] showing that patients with such conditions may have a greater need for health tracking and sharing health information with multiple health care professionals than others. Among nonusers of online medical records, patients with cancer are likely to prefer speaking with physicians in person compared to patients who do not have cancer. The complexity of treatment options and the emotional aspect of visits make it more necessary for patients with cancer to meet with doctors in person. On the other hand, the health care system should have alternative plans to maintain quality online visits with these patients during the pandemic.

Limitations
This study also has limitations. First, the nature of HINTS data is cross-sectional and relies on subjective responses; therefore, it is not able to offer information on causality. Second, the low response rate (20%-30%) might raise some bias concerns, especially related to nonrespondents and sampling strategy. We should also note that the sampling and weighting strategy used by HINTS administrators helps minimize biases and improve national representativeness and generalizability of findings. Nonetheless, some local studies with more detail and a higher response rate should be conducted to validate the findings.

Conclusion
This study showed factors that lead people to avoid online medical record use across different demographics using a nationally representative survey. The findings show that there is an increased rate of online medical record use compared to previous years; however, this rate is still not at the expected level. The study shows that most patients still prefer speaking in person with their providers instead of using online medical records. Future studies should also look at how the education level of patients impacts these studied factors; our data did not have that component.

We also acknowledge that the recent COVID-19 pandemic has shifted the culture of virtual visits and online medical record use after these forced experiences.
use in health care. Future studies should look at online medical record use trends and factors during and after the pandemic to see how these have shifted. Finally, future designs and concepts of online medical communication technologies may also consider the importance of preparing a common ground for patients where different technology acceptance levels are respected.
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Abstract

Background: Use of patient portals has been associated with positive outcomes in patient engagement and satisfaction. Portal studies have also connected portal use, as well as the nature of users’ interactions with portals, and the contents of their generated data to meaningful cost and quality outcomes. Incentive programs in the United States have encouraged uptake of health information technology, including patient portals, by setting standards for meaningful use of such technology. However, despite widespread interest in patient portal use and adoption, studies on patient portals differ in actual metrics used to operationalize and track utilization, leading to unsystematic and incommensurable characterizations of use. No known review has systematically assessed the measurements used to investigate patient portal utilization.

Objective: The objective of this study was to apply systematic review criteria to identify and compare methods for quantifying and reporting patient portal use.

Methods: Original studies with quantifiable metrics of portal use published in English between 2014 and the search date of October 17, 2018, were obtained from PubMed using the Medical Subject Heading term “Patient Portals” and related keyword searches. The first search round included full text review of all results to confirm a priori data charting elements of interest and suggest additional categories inductively; this round was supplemented by the retrieval of works cited in systematic reviews (based on title screening of all citations). An additional search round included broader keywords identified during the full-text review of the first round. Second round results were screened at abstract level for inclusion and confirmed by at least two raters. Included studies were analyzed for metrics related to basic use/adoption, frequency of use, duration metrics, intensity of use, and stratification of users into “super user” or high utilizers. Additional categories related to provider (including care team/administrative) use of the portal were identified inductively. Additional analyses included metrics aligned with meaningful use stage 2 (MU-2) categories employed by the US Centers for Medicare and Medicaid Services and the association between the number of portal metrics examined and the number of citations and the journal impact factor.

Results: Of 315 distinct search results, 87 met the inclusion criteria. Of the a priori metrics, plus provider use, most studies included either three (26 studies, 30%) or four (23 studies, 26%) metrics. Nine studies (10%) only reported the patient use/adoption metric and only one study (1%) reported all six metrics. Of the US-based studies (n=76), 18 (24%) were explicitly motivated by MU-2 compliance; 40 studies (53%) at least mentioned these incentives, but only 6 studies (8%) presented metrics from which compliance rates could be inferred. Finally, the number of metrics examined was not associated with either the number of citations or the publishing journal’s impact factor.

Conclusions: Portal utilization measures in the research literature can fall below established standards for “meaningful” or they can substantively exceed those standards in the type and number of utilization properties measured. Understanding how patient
Introduction

A patient portal is a secure online website, managed by a health care organization, that provides patients access to their personal health information [1-3]. Portals were developed to provide patients with a platform through which to claim ownership over their health care. For patients that adopt health care portals, usage of the portal has been shown to positively impact health outcomes [1]. Despite their introduction in the late 1990s to augment patient engagement [2], widespread adoption of patient portals was not seen until 2006 [2,4]. As of 2018, a reported 90% of health care organizations offer patients portal access, with the remaining 10% reporting plans to adopt this tool [5].

Numerous studies have investigated the relationship between patient portal utilization and health outcomes, specifically indicating a link between increased portal use and increased rates of patient engagement [6-9]. Notably, engaged individuals more actively participate in the management of their health care [10] and report enhanced patient satisfaction [11], a finding increasingly critical in patients with chronic diseases [12]. Patient portal utilization has been linked to “significant decreases in office visits,…, changes in medication regimen, and better adherence to treatment” [13], along with improved chronic disease management and disease awareness [8,9]. Interestingly, even the content of patient messages was recently found to be associated with estimated readmission rates in patients with ischemic heart disease [14]. In these ways, patient portals have been cited as essential components of the solution to the cost and quality health care crisis in the United States [2].

A driving force behind the adoption and current progression of patient portals is the meaningful use (MU) criteria [13,15,16]. Introduced in 2009, the American Recovery and Reinvestment Act [2,16] included $30 billion [17] for the incentive program’s implementation to fund government reimbursements for patient-centered health care [13] with the goal of utilizing electronic exchange of health information to improve quality of care [2]. Specific program guidelines, including an emphasis on increasing patient-controlled data and financial incentives to interact with patients through a patient portal [1,18], resulted in increased portal utilization [1]. Interactive, MU-mandated features of patient portals currently include (1) a clinical summary following each patient visit, (2) support of secure messaging between the patient and health care provider, and (3) the functionality of viewing, downloading, and transferring patient data [2].

Coupled with advances in technology and continued movement toward focusing on patient-centered care, features beyond those described by MU criteria have been implemented, including online appointment scheduling and bill payments, and continue to shape portal evolution. Mirroring the benefits of this technology, numerical projections demonstrate that the rate at which patients wish to utilize patient portals far exceeds the rate at which this technology is provided to them by their health care providers [19], with an estimated 75% of individuals accessing their personal health records via patient portals by 2020 [19].

Despite widespread portal interest and adoption, as well as comprehensive reviews on patient engagement with portals [2], no review has systematically assessed measurements investigating patient portal utilization. Currently, measurement of patient portal use varies widely, with inconsistent conceptual definitions serving as a consistent limitation to robust analysis [20]. Understanding how patient portal use has been defined and operationalized, both previously and currently, will encourage consistent and well-defined utilization of patient portals. Further, standardization of patient portal measurements will provide a basis from which to systematically analyze how to continue developing patient portals best suited to consumer needs.

Methods

Study Eligibility Criteria

This systematic review includes original studies with quantifiable metrics of portal use, broadly construed. Subjective reporting on usability, design requirements, or other qualitative analyses were excluded as nontopical. Systematic reviews were also excluded, although their bibliographies were utilized for reference crawling. The criteria used to determine eligibility of studies employing self-reported use and prospective studies emerged inductively through interrater review and discussion (between TM, LLB, and JMK) based on preliminary results. Self-reporting measures were excluded unless they reported direct portal usage data that were quantifiable and similar to actual portal use tracking (eg, by frequency of logins, duration of sessions, number of functions used, etc). Prospective trial designs were omitted if they artificially influenced portal use but were included if the portal use metric could be reasonably abstracted from its experimental context (eg, as either a quantified outcome or an uncontrolled baseline measure).

Studies available in English, published between 2014 and the end search date of October 17, 2018, were eligible for inclusion. The year 2014 was selected due to the full rollout of Centers for Medicare & Medicaid Services (CMS) meaningful use (MU) stage 2 (MU-2) requirements and the emergence of “Patient Portals” as a Medical Subject Headings (MeSH) term (automatically including cognate terms “Patient Internet Portal,”
“Patient Portal,” “Patient Web Portal,” and “Patient Web Portals,” and subsumed under “Health Records, Personal,” with previous indexing via the less focused term, “Electronic Health Records,” from 2010-2016). Although US MU-2 regulations were of particular interest, we did not exclude studies from other countries so that potentially informative use metrics employed outside the United States would also inform the results. Studies from outside the United States were not included in the analysis focused on MU.

**Identification and Selection of Studies**

The search proceeded in two major rounds. In round 1, authors JMK and LLB identified studies in PubMed by applying the MeSH term “Patient Portals” with no other limiters. All round 1 results were initially reviewed in English full text if available rather than relying on title/abstract screening alone. Full texts were read to better orient the raters to the patient portal utilization literature, suggest secondary sources and search terms, confirm a priori data charting categories of interest (use/adoption, frequency, duration, intensity, and super user), and suggest additional charting elements inductively. Within the round 1 results, secondary searching was performed on all article bibliographies, and relevant titles were retrieved for review. Results prior to 2014 were excluded based on the emerging relevance and centrality of CMS MU.

After reviewing the literature (241 full-text articles from round 1, including 148 articles from PubMed and 93 articles from the bibliographic search), themes that emerged as commonly studies metrics became the basis of our coding for the complete two-part search process. These confirmed our a priori themes of interest and would serve as relevant limiters in the broader keyword-based search to complement the more restrictive round 1 MeSH-based search. Round 2 searching (by TM) applied the following terms at title/abstract and keyword levels: “patient portal” AND (frequency OR use OR duration OR intensity). Duplicate results were removed by an automatic process using Stata matching on title, author, and year, followed by a manual check to remove additional duplicates that were missed (eg, formatting, punctuation, etc).

The full results were screened at the abstract level to exclude non–English articles, those without full text, sources older than 2014, and articles lacking quantified portal metrics. Two raters (LLB and JMK) assessed inclusion at the abstract level, followed by full text review; any inclusion or data charting discrepancies were resolved in rater meetings (by LLB, JMK, and TM). Figure 1 summarizes the screening and inclusion process.

**Data Collection and Study Appraisal**

For coding purposes, use/adoption, frequency, duration, intensity, and super user (or similar user stratification) were considered a priori themes from which to extract definitions; provider use emerged as a theme inductively. Super user, in this context, is synonymous with high utilizel and should not be confused with the information technology standard definition implying a user with elevated privileges. All metrics were coded as binary, indicating the presence of a measure for and/or definition of each respective metric. These data were coded and recorded in a spreadsheet containing the article citation information and columns for themes of interest for both portal use metric definitions and MU criteria. Extractors’ working definitions of metric types are summarized in Table 1.
Table 1. Study inclusion metric definitions.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition used for data charting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider use</td>
<td>Portal use by providers, care teams, or other staff. This use could be in terms of adoption, frequency, intensity, duration, or super user, per below; patient utilization grouped by provider practice/specialty also implies provider/practice adoption.</td>
</tr>
<tr>
<td>Patient use/adoption</td>
<td>Patient use/adoption, including proxies, parents, or surrogates acting on behalf of patients. Total number/percentage of registrations, logins, or other basic access information falls under this category.</td>
</tr>
<tr>
<td>Frequency</td>
<td>Metrics that involve count variables per time unit or within a study window (eg, patient logins per week, message rates per month, functions used during an inpatient window).</td>
</tr>
<tr>
<td>Duration</td>
<td>Duration as a continuous time variable (eg, an average patient login session time of “n” minutes, months/years during which a user account remained active, time from visit to first login); “length” variables for message threads (two vs three messages per thread) were also interpreted as a type of duration, although only in one instance.</td>
</tr>
<tr>
<td>Intensity</td>
<td>Counts that include a qualitative “depth” component beyond clicks or page accesses, including counts of messages with clinical relevance, message threads leading to clinical resolution, and use of functions entailing substantive input/data entry, such as diaries or care preference plans.</td>
</tr>
<tr>
<td>Super user</td>
<td>Users stratified in a way that distinguishes a high-utilization or high-activity group (eg, in terms of greater intensity, a categorically higher frequency, consistent duration of use, etc).</td>
</tr>
</tbody>
</table>

For included articles from the United States, a set of CMS MU themes emerged as relevant and were added upon agreement by all raters. An “MU motive” coding tag indicated either explicit desire for MU compliance in the article or at least mention of MU (eg, in the introduction or discussion). “MU consistent” tags rated apparent compatibility between the metric used and basic MU-2 requirements (regardless of motive), and included (1) “access”—coded if the percentage of patients accessing the portal information could be derived; (2) “send”—coded if patient-initiated messaging was tracked; (3) “view-download-transmit” (VDT)—coded if the percentage of patients who could VDT (specifically within the 4-day window following an office visit or 36 hours after discharge from hospital) could be derived from the metrics reported; and (4) MU-2—coded as shorthand when all three conditions, which together entail the full MU-2 compliance requirements, were met.

Finally, in lieu of assessing the methodological quality of these wide-ranging patient portal studies, we assessed quality based on two criteria: the quality of the journals in which articles were published based on their 2019 impact factor (except in one instance where the 2018 impact factor was used), and the citation count of each article. For the latter, we extracted the total number of citations (as of September 22, 2020) to calculate the mean number of citations per year that each article received based on the time period that elapsed since online publication date. Regression analyses were conducted to determine if the number of use metrics was predictive of the mean number of citations per year or the impact factor of the journal in which the article was published.

Results

A total of 315 search results remained after the removal of duplicates. All 315 articles were examined for defined patient portal metrics, with records excluded (n=100) for the following reasons: lack of the full-text English-language article or a suitably detailed abstract (non–English-language [n=18] or no text available [n=1]), study publication date prior to 2014 (n=47), and/or nonapplicable study focus (n=34). The remaining 215 studies were analyzed; of these, 128 were excluded, leaving 87 studies for inclusion in the analysis (see Figure 1). Notably, the abstracts (or translations thereof) of 18 non–English-language exclusions also met other exclusion criteria (eg, qualitative only/no metrics defined, portal development or usability studies, or literature reviews of unrelated portal topics).

Patient use was the most commonly studied patient portal metric, analyzed in 90% (78/87) of studies. Super user designations were only found in 24% (21/87) of studies, making this the least commonly studied metric. Table 2 identifies the frequency with which each metric was included in each study, with totals for each metric [6-10,18,22-102]. There were 32 different combinations of study metrics, identified in Table 3, with the two most common metric combinations being patient use/adoptions, frequency, and intensity (n=9) and patient use/adoptions alone (n=9). The majority of studies (53/87, 61%) analyzed three or fewer metrics, with 3.11 as the average number of metrics reported. The definitions of these 271 metrics are summarized by study in Multimedia Appendix 1.
Table 2. Frequencies of metric inclusion in analyzed studies (N=87).

<table>
<thead>
<tr>
<th>Study</th>
<th>Provider use</th>
<th>Patient use/adooption</th>
<th>Frequency</th>
<th>Duration</th>
<th>Intensity</th>
<th>Super user</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackerman et al, 2017 [60]</td>
<td>✓ b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ahmedani et al, 2016 [92]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Aljabri et al, 2018 [69]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Alpert et al, 2017 [98]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Arcury et al, 2017 [47]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bajracharya et al, 2016 [89]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Baldwin et al, 2017 [83]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bell et al, 2018 [50]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Boogerd et al, 2017 [31]</td>
<td>✓ c</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bose-Brill et al, 2018 [67]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bower et al, 2017 [93]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Chung et al, 2017 [70]</td>
<td>✓ c</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Crotty et al, 2014 [58]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Crotty et al, 2015 [100]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dalal et al, 2016 [101]</td>
<td>✓ c</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Davis et al, 2015 [96]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Devkota et al, 2016 [51]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dexter et al, 2016 [77]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Emani et al, 2016 [30]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fiks et al, 2015 [68]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fiks et al, 2016 [53]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Forster et al, 2015 [22]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Garrido et al, 2014 [39]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Garrido et al, 2015 [23]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gheorghiu and Hagen, 2017 [24]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gordon and Hornbrook, 2016 [62]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Graetz et al, 2016 [86]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Griffin et al, 2016 [18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Groen et al, 2017 [49]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Haun et al, 2014 [73]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Henry et al, 2016 [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jhamb et al, 2015 [44]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jones et al, 2015 [71]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kamo et al, 2017 [56]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kelly et al, 2017 [72]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>King et al, 2017 [34]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kipping et al, 2016 [25]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Krasowski et al, 2017 [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Krist et al, 2014 [61]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lacetti et al, 2016 [41]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Metric&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Provider use</td>
<td>Patient use/adoption</td>
<td>Frequency</td>
<td>Duration</td>
<td>Intensity</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>-----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Lau et al, 2014 [29]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyles et al, 2016 [9]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mafi et al, 2016 [45]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manard et al, 2016 [35]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masterman et al, 2017 [99]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masterson Creber et al, 2016 [7]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mickles and Mielenz, 2014 [78]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miles et al, 2016 [82]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mook et al, 2018 [74]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuner et al, 2015 [42]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>North et al, 2014 [102]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Oest et al, 2018 [80]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payne et al, 2016 [84]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearl, 2014 [38]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pecina et al, 2017 [54]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peremislov, 2017 [91]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perzynski et al, 2017 [63]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petullo et al, 2016 [75]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phelps et al, 2014 [52]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pillen et al, 2016 [37]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quinn et al, 2018 [97]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redelmeier and Kraus, 2018 [26]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reed et al, 2015 [57]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reicher and Reicher, 2016 [64]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riippa et al, 2014 [27]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robinson et al, 2017 [81]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ronda et al, 2014 [48]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runaa et al, 2017 [28]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sarkar et al, 2014 [8]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shaw et al, 2017 [65]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shenson et al, 2016 [76]</td>
<td>✓, ✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shimada et al, 2016 [95]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith et al, 2015 [85]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sorondo et al, 2017 [43]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steitz et al, 2017 [87]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thompson et al, 2016 [32]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toscos et al, 2016 [40]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tulu et al, 2016 [10]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vydra et al, 2015 [90]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
MU serves as a driving criterion for patient portal adoption and utilization, reflected by the 87% (66/76) of US publications that included MU criteria, irrespective of an explicit motive, and 24% (18/76) of US studies explicitly implicating MU criteria as a driving force behind their publication. However, 33% (29/87) of the total manuscripts did not include any MU motive, whether because of foreign publication (n=11) or, among the 76 US sources, lack of statement of MU motivation (n=17) or a statement that the data and analysis did not fit the MU criteria because the study conduct predated its release (n=1). These studies indicate that investigation of metrics surrounding portal utilization extends beyond MU motives and metrics. Lau and colleagues [29] mentioned that while exact login time stamps were noted to be available, frequency, duration, and intensity metrics went unanalyzed in favor of a simplified metric. Similarly, the study conducted by Emani et al [30] mentioned MU stage 1 requirements, yet researchers purposefully extended the CMS 3-day window to 5 days for patients to access their postvisit summary. Further, Boogerd and colleagues [31] analyzed portal implementation through portal inaccessibility; this was achieved through measuring login difficulties and downtime while stratifying implementation efficacy through self-reported parenting stress, an efficacy measure not widely seen in the published literature. Mirroring Boogerd, Thompson et al [32] included information regarding the number of patient and proxy portal password changes, and Woods et al [33] reported on the number of unsuccessful or incomplete logins per study subject. Thus, several studies examined meaningful metrics of portal use and usability exceeding, or at least not anticipated by, MU-2 requirements. These metrics reflect portal utilization beyond the criteria of MU.

The patient use/adoption metric was the most frequently studied of the analyzed variables, included as a study metric in 90% (78/87) of studies (Table 2). Comparatively, provider use was analyzed in only 34% (30/87) of studies and rarely studied without simultaneously investigating patient use/adoption (5/87, 6%). Teasing apart patient use from provider use is an important distinction; however, some studies combine these distinct data points together and analyze the summed use [34]. Mirroring this, other studies group together patients not registered for the portal with registered patients that haven’t messaged, highlighting the variability in reported metrics [35]. Similarly to the definitions of other analyzed metrics, provider use definitions revealed variability: while Krasowski et al [36] and Pillemer et al [37] tabulated provider use through “manual release of test results ahead of automatic release,” others calculated this metric through provider response to patient messages [38,39]. The combined analysis of patient and provider use continues in more recent literature. Margolius et al [103] found that having a wealthier or larger patient population and working more days per week resulted in primary care physicians receiving more messages from patients, which the authors stratified into message types. Provider use has been shown to lead to patient use [20], but while patients can be led toward engagement with a system required by their physicians, they can also be led away from a system not utilized by their providers [104] (eg, if patients message their providers but don’t receive a response). As mentioned previously, patient portal utilization has been employed as a proxy for patient engagement, with increased portal usage associated with better patient outcomes [105].

Notably, of the investigated metric groupings seen in Table 3, 59 studies (68%) included intensity as an analyzed metric, signaling the perceived importance of the depth at which patients were engaging with the portal. The definitions utilized by these studies varied: Emani et al [30] distinguished between portal sessions and portal message use; Toscos et al [40] included intensity as the proportion of users engaging the daily health diary function; and Laccetti et al [41] investigated “staff MyChart actions performed per patient-initiated message.”

See Multimedia Appendix 1 for full definition of each metric from each article.

Indicates presence of the metric.

Special contexts shaped the form of the metric in ways atypical of direct use analysis (eg, due to experimental controls).
Table 3. Number of metrics and metric combinations analyzed in 87 studies.

<table>
<thead>
<tr>
<th>Number of metrics analyzed</th>
<th>Studies analyzing stated metrics, n (%)</th>
<th>Metric combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9 (10)</td>
<td>• Patient use/adoption (n=9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + intensity (n=9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency (n=4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + duration (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + patient use/adoption (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + intensity (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Frequency + intensity (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Frequently + super user (n=1)</td>
</tr>
<tr>
<td>2</td>
<td>18 (21)</td>
<td>• Patient use/adoption + frequency + intensity (n=9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency + duration (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + provider use + intensity (n=4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + provider use + frequency (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Frequency + intensity + super user (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + frequency + duration (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Frequency + duration + intensity (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + intensity + super user (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + patient use/adoption + duration (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + duration + intensity (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency + super user (n=1)</td>
</tr>
<tr>
<td>3</td>
<td>26 (30)</td>
<td>• Patient use/adoption + frequency + intensity + super user (n=6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency + duration + intensity (n=6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + patient use/adoption + duration + intensity (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + patient use/adoption + frequency + intensity (n=3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency + duration + super user (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + frequency + intensity + super user (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + provider use + frequency + super user (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + frequency + duration + intensity (n=1)</td>
</tr>
<tr>
<td>4</td>
<td>23 (26)</td>
<td>• Provider use + patient use/adoption + frequency + intensity + super user (n=4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + patient use/adoption + frequency + duration + intensity (n=4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Patient use/adoption + frequency + duration + intensity + super user (n=1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Provider use + frequency + duration + intensity + super user (n=1)</td>
</tr>
<tr>
<td>5</td>
<td>10 (11)</td>
<td>• Provider use + patient use/adoption + frequency + duration + intensity + super user (n=1)</td>
</tr>
<tr>
<td>6</td>
<td>1 (1)</td>
<td>• Provider use + patient use/adoption + frequency + duration + intensity + super user (n=1)</td>
</tr>
</tbody>
</table>

Neither of the quality variables (ie, journal impact factor and citation count) were shown to be statistically significantly associated with the number of patient portal metrics described in Table 3. The relationship between the number of patient portal metrics examined and the journal impact factor and the mean number of citations per year are visually depicted in Figures 2 and 3, respectively.
Table 4 depicts studies that were consistent with some metric of MU criteria. Articles not published in the United States were excluded from MU analysis due to variability in portal guidelines by country. Combining the three MU metrics (ie, access, send, and VDT), 10 studies (13%) out of the 76 studies conducted in the United States did not meet at least one of the MU metrics, meaning that 66 studies (87%) did analyze MU criteria in some capacity, irrespective of an explicit motive. However, only 18 (24%) of the 76 US studies explicitly implicated MU criteria as a driving force behind their study.

Further data analysis revealed that a larger percentage of manuscripts investigated three (30%) or four (26%) metrics rather than two metrics (21%), nodding to the perceived
complexity of the relationship between variables influencing portal utilization. Only one study, by Neuner and colleagues [42], investigated all six variables included in MU guidelines, focusing on investigating enrollment and use based on MU guidelines, as well as satisfaction, highlighting the lack of exhaustive analysis of all available metrics. While “use” in this manuscript was defined as patients accessing their patient portal, use in other studies has been defined as number of enrollees [32], access plus protocol-specific assessments and secure messaging [43], percentage with at least one login [44], and number of patients who viewed physician notes within 30 days of their visit [45]. While Henry and colleagues [46] defined use as registration versus not, Arcury et al [47] and Graetz et al [86] analyzed use as a patient-reported binary metric, highlighting the variability in this metric’s composition. The many studies stratifying use based on at least one login could be capturing the login required to create the account and not portal utilization as proxy for health care engagement [6,29,48-50]. Some of these studies created specific classifications for users, including “nonusers,” “readers,” and “readers and writers” [51], potentially to mitigate their definition of use. As an example of the complexity of patient portal data, in an effort to ensure accuracy of the study population, Phelps et al [52] stratified users by the absence of any portal login in the past 6 months, despite at least two lab uploads, to ensure the population studied was alive and had reason to access the portal. Others classified use by the completion of at least one survey during the study period [53], the total number of patients on the mobile app [38], the number of patients initiating the online refill function [8], or contact with the care messenger via the portal [54], highlighting the variability in the definition of this fundamental metric.

Table 4. Meaningful use (MU) definitions in US studies (n=76).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition</th>
<th>Studies with requisite measure, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Study citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit MU motive</td>
<td>Authors state outright that the motivation behind the study stemmed from MU criteria</td>
<td>18 (24)</td>
<td>[7,18,30,32,37,42,45,55-65]</td>
</tr>
<tr>
<td>Mention of MU</td>
<td>Some mention of MU was made in the introduction or discussion</td>
<td>40 (53)</td>
<td>[6,8-10,33,36,38-40,43,44,47,50,53,54,66-90]</td>
</tr>
<tr>
<td>Access</td>
<td>Patient login into the portal</td>
<td>45 (59)</td>
<td>[6,9,18,30,32,33,36,38,40,42-45,50,51,53-56,58,60-66,69,71,72,80-82,85,87-96]</td>
</tr>
<tr>
<td>Send</td>
<td>Sending a secure message to the health care provider</td>
<td>45 (59)</td>
<td>[8-10,18,30,32,35,39,40,42-44,50,51,54-60,62,63,65,67,70-73,75-78,85-88,91,94-99]</td>
</tr>
<tr>
<td>View-download-transmit (VDT)</td>
<td>Ability to view, download, and transmit health information within 4 days of an office visit (providers) or 36 hours of discharge (hospital)</td>
<td>9 (12)</td>
<td>[36,42,56,60,61,65,72,81,96]</td>
</tr>
<tr>
<td>MU-2</td>
<td>Met requirements for access, send, and VDT</td>
<td>6 (8)</td>
<td>[42,56,60,65,72,96]</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages exceed 100% total because studies could meet more than one criterion, and MU-2 represents studies that met all three conditions (access, send, and VDT) that together entail the full requirements of Centers for Medicare & Medicaid Services MU stage 2.

Lacking standardized definitions, variable consistency in the application of MU terminology appears throughout the published literature [2,32,43,106]. At the most fundamental level, the lack of distinction between the patient health record (PHR), whose ownership and management lies with the patient, and the patient portal, whose ownership and management lies with the health care organization, was evident in publications that investigated patient portals but included information on PHRs in the literature [2,32,43,106]. At the most fundamental level, the lack of distinction between the patient health record (PHR), whose ownership and management lies with the patient, and the patient portal, whose ownership and management lies with the health care organization, was evident in publications that investigated patient portals but included information on PHRs in the literature [2,32,43,106].

**Discussion**

**Principal Findings**

Portal analyses have extended beyond MU-2 criteria in an effort to best meet provider and patient needs. Fast Pass—an “automated rescheduling system” requiring opt-in through a patient portal—not only indirectly measured patient use/ adoption through logins to enter the program but showed that automated...
rescheduling prompts reduced no-show appointments by 38% [108]. Patient portal utilization extending beyond MU criteria has been critical during the COVID-19 pandemic, with Patel et al [109] describing how pediatric patient portals pivoted from traditional, in-person enrollment methods and Judson et al [110] detailing the creation of a COVID-19 self-triage and assessment tool for primary care patients. The widespread patient portal adoption in the United States provides the necessary foundation for patients to access telemedicine visits while simultaneously creating a digital divide—a topic vastly cited since the emergence of patient portals [111-113]. Graetz et al [86] asserted that the digital divide particularly impacts disadvantaged groups; they observed that the use of a personal computer and internet access “explained 52% of the association between race and secure message use and 60% of the association between income and use,” and suggested that providing portal access across multiple platforms, including telephones, could reduce message use disparities. Further, initiation of portal use has been found to be “lower for racial and ethnic minorities, persons of lower socioeconomic status, and those without neighborhood broadband internet access,” leading to a digital divide in portal utilization [63]. A mismatch between “MU-based metrics of patient engagement and the priorities and needs of safety net populations” has also been cited [60], mirroring the recent combination of patient and provider use by Margolius et al [103] that found an increased quantity of patient-driven messages received by clinicians with a more robust or wealthier patient base. We recognize that portal utilization varies widely across institutions, with some institutions using patient portals for appointment scheduling, uploading demographic data and completing assessments prior to clinical visits, and even downloading parking passes for on-site visits, while other institutions emphasize portal use more heavily for message utilization and/or lab results. While our investigation was focused primarily on definitional differences in use across institutions, future investigations should explore portal-specific patient education and training, along with differences in portal functionality.

Recognizing that the intended target/purpose of portal interventions varies widely, it follows that the patient portal metrics utilized will be based on the functionalities being tested in each intervention. This fact results in the inability to generate specific overarching recommendations regarding portal analysis; however, systematic analysis of portal functions using clear definitions provides a foundation from which future studies can more readily compare portal use. Further, defining “use” more substantively by removing the baseline of single login—which could be the login used to create the portal itself without meaningful interaction with portal functions—could further facilitate the generation of meaningful utilization data. Therefore, we recommend that future studies clearly and specifically define the portal metrics utilized to allow for comparisons across studies and avoid using a binary measure of patient use/adoption that includes just one login, as the creation of a portal account often requires an initial login that does not necessarily equate to any MU. Relatedly, Gheorghiu and Hagens [106] criticized analyzing only the aggregate number of portal accesses because this cannot distinguish between a large yet infrequent number of users from a few frequent users. Further, we recommend that all future patient portal studies include the following population characteristics: the total organization population that could have access to the portal; the number of patients (and percentage of total) that currently have a patient portal account (regardless of use); and the number of patients that have used their account within the past year, with use being defined as two logins. This information will allow for meaningful comparisons across studies without being overly cumbersome to attain.

The diversity of metrics found in this review may also inform patient portal operations and dashboards of what may be worth tracking for research purposes. Additionally, the categories that emerged during this review could be used going forward to classify the variables of interest in future patient portal studies (ie, patient and/or provider use/adoption, duration, frequency, intensity, and super user). A few articles noted in the study limitations that a metric the authors deemed valuable to report could not be tracked for lack of available data. These included data on frequency for early adopters [84], intensity in the form of portal components accessed [35], and patient access to radiology images—the importance of which the authors noted was independent of MU-2 compliance, but, being unrelated to compliance, was not available [64]. One cannot study—or improve—what one does not track or offer to patients.

Further, the stratification of patient use/adoption provides an important area for future analysis. For instance, Zhong et al [79] cited the lack of quantification of active use (eg, in terms of per-user frequency or by-function intensity) as a study limitation. Some studies analyzed portal utilization through more “active” measures using a variety of multicomponent or stratified criteria. For instance, Devkota et al [51] grouped patients into “nonusers” who either did not activate their account or activated the account but did not write a message, “readers” who accessed but did not reply to emails, and “readers and writers” who read and subsequently wrote emails [51]. Oest et al [80] delineated commonly accessed portal features, including access to outpatient laboratory and radiology results. Miles et al [82] stratified use by types of available reports accessed—that is, the percentage of patients who viewed their radiology results were compared with views for other reports among all portal-registered patients. Manard et al [35] delineated active versus no active use by patients who wrote messages versus those who did not register or registered but only read messages. Examples of methods used to stratify patient use/adoption in more “passive” terms include grouping patients by login versus no login (eg, Ronda et al [48] and Price-Haywood and Luo [6]) and defining use as patients registered for notifications versus those not registered at all (Henry et al [46]). Jones et al [71] defined an “active user” as one who had at least two portal sessions over the study period, with session defined as login-to-logoff or until the 20-minute timeout occurred. Mirroring this, Petullo et al [75] distinguished account activation, defined as “active,” from patients sending messages, defined as “users.” Both Jones et al [71] and Petullo et al [75] created an interesting dynamic in which the publication employed the terminology of “active” without necessitating further portal engagement beyond login. Further, Masterson Creber et al [7] defined their own “Patient Activation Measure”
to gauge patient engagement with portal functions, highlighting the need to more concretely define the parameters surrounding “active” versus “passive” portal use (and to disambiguate “active” as in user activity from merely “active” as in activated/registered accounts of otherwise passive users). Future measures should attempt to create a distinction between active and passive use.

Provider portal utilization drives patient utilization, with provider messaging levels and types predicting subsequent patient communication behavior [56] and provider responses to other patients’ messages driving a statistically significant increase in messages initiated by their patients [59]. A total of 30 studies in our systematic review specifically analyzed provider use, with nearly half of those studies analyzing provider-initiated messages. This fact further highlights the notion of physician use predicting patient use of portal functions and the intersection of physician portal use with institutional support of portal utilization. Recognizing that organizational policies mandate physician portal use, and nonuse, future studies should examine metrics for provider use more distinctly from patient use. As mentioned previously, provider use was only analyzed separately from patient use in 6% of studies, generating an untapped lens through which to investigate the driving forces of patient portal utilization. Mafi et al [45] found that individualized physician reminders to patients alerting them of completed visit notes drove patient portal utilization and engagement. However, provider and patient utilization are also intrinsically linked: Laccetti et al’s [41] analysis on portal use by clinical staff hinged on the clinical actions performed based on received patient messages, and Crotty et al’s [100] analysis of characteristics of unread messages necessitated message sending by the provider and lack of message reading by the patient. A recent study by Huerta et al [105] provided guidance on patient portal log file analysis and developed a taxonomy of computed analytic metrics. Patients who utilize their portal for longer periods are more likely to prefer communication through said portal, highlighting the importance of analyzing both patient and provider utilization [114].

Conclusion

Our investigation supports the claim that not all health care systems study patient portal utilization systemically; thus, health care system support of different communication modalities is essential. Currently, the published literature is limited to analysis that is mostly based on patient portal utilization, as defined by MU criteria. More in-depth studies, mirroring the log file analysis conducted by Huerta et al [105] and, more recently, Di Tosto et al [115] that included a blueprint of individual patients’ portal actions, would fulfill our endeavor to utilize patient portal data more completely than the literature currently reports routinely. A systematic approach to measurement of portal usage is necessary to more readily draw comparisons across existing and future studies. Investigation of both provider and patient use/ adoption will provide insight to generate a platform that is most beneficial for all users. One important limitation to note is that our review was limited to one database, but the main outlets for patient portal studies were included. Further, this is the largest known review examining patient portal research and the only review focusing on associated MU compliance assessment. Future investigation should more holistically analyze patient portal components in combination with the utilization of health services to elicit potential relationships currently unseen between portal use and patient health outcomes and to explore use that is, in the given context, truly meaningful.
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Abstract

Background: Early adolescence (13-17 years) is a critical developmental stage for physical activity promotion. Virtual reality (VR) exergaming is a promising intervention strategy to engage adolescents in physical activity.

Objective: The vEngage project aims to develop a physical activity intervention for adolescents using VR exergaming. Here, we describe the formative intervention development work and process of academic-industry collaboration.

Methods: The formative development was guided by the Medical Research Council framework and included recruiting an adolescent user group to provide iterative feedback, a literature review, a quantitative survey of adolescents, qualitative interviews with adolescents and parents, inductive thematic analysis of public reviews of VR exergames, a quantitative survey and qualitative interviews with users of the augmented reality running app Zombies, Run!, and building and testing a prototype with our adolescent user group.

Results: VR exergaming was appealing to adolescents and acceptable to parents. We identified behavior change techniques that users would engage with and features that should be incorporated into a VR exergame, including realistic body movements, accurate graphics, stepped levels of gameplay difficulty, new challenges, in-game rewards, multiplayer options, and the potential to link with real-world aspects such as physical activity trackers. We also identified some potential barriers to use, such as cost, perceived discomfort of VR headsets, and motion sickness concerns. A prototype game was developed and user-tested with generally positive feedback.

Conclusions: This is the first attempt to develop a VR exergame designed to engage adolescents in physical activity that has been developed within a public health intervention development framework. Our formative work suggests that this is a very promising avenue. The benefit of the design process was the collaborative parallel work between academics and game designers and the involvement of the target population in the game (intervention) design from the outset. Developing the game within an intervention framework allowed us to consider factors, such as parental support, that would be important for future implementation. This study also serves as a call to action for potential collaborators who may wish to join this endeavor for future phases and an example of how academic-industry collaboration can be successful and beneficial.

(J Med Internet Res 2021;23(2):e18161) doi:10.2196/18161
Introduction

Background

The benefits of performing sufficient physical activity (PA) are well established and include prevention of noncommunicable disease and better mental health [1,2]. Early adolescence (12-17 years) [3] is particularly important because there is a substantial age-related decline in activity levels from childhood into adolescence [4], and active adolescents are more likely to become active adults [5]. In addition, sustained moderate-to-vigorous PA (MVPA) in adolescence is positively associated with multiple markers of metabolic health, such as blood pressure levels, insulin, C-reactive protein, lipoprotein cholesterol, and triglycerides among others [6]. There is also some evidence that depression and anxiety rates are lower in more active adolescents [7], and PA reduces depressive symptoms in this group [8]. However, most of the adolescents are insufficiently active. Engaging adolescent girls in PA is particularly important because the age-related decline is greater for girls [9]. Objectively measured data from the Health Survey for England in 2016 showed that less than 15% of UK adolescents met the government’s PA recommendations of at least 60 min MVPA per day [10]. Similarly, the United States Department of Health and Human Services estimates that over 80% of American adolescents do not meet guidelines [11], and low PA levels are observed globally [12,13]. Leisure-time PA throughout adolescence is increasingly replaced by sedentary behaviors such as screen time [14], highlighting screen time as a potential intervention target.

The Challenge of Engaging Adolescents in PA

Although it is clear that an intervention is required, how to change adolescent PA behavior at a population level remains unknown. A 2012 meta-analysis of 30 randomized controlled trials of PA interventions in children and adolescents up to 16 years of age found that interventions had negligible to small effects on accelerometer measured total activity levels and small effects of MVPA, equivalent to approximately 4 additional minutes per day. Only two of these interventions specifically targeted adolescents [15]. A 2019 meta-analysis of 17 school-based interventions, including children and adolescents, found no increase in objectively measured daily MVPA in the intervention group compared with control groups [16]. These authors suggested that interventions were failing at the implementation stage, and the paper was a call to action for a careful description of the intervention development and process evaluation [16]. A multimodal approach may be required to target school or home environments, policies, and parents [17,18]. However, multicomponent interventions are labor-intensive, and it remains unclear how feasible they are for wide-scale implementation. Digital interventions have been proposed as a solution, but their efficacy for promoting PA in adolescents is not clear. A systematic review identified 17 digital interventions for adolescents designed to promote PA and diet, but studies were generally small and had mixed findings [19].

In addition, the majority were web-based, which may not reflect current volitional adolescent technology behavior [19].

Gaming to Engage Adolescents in PA

Some industries have been very successful in engaging adolescents, particularly the gaming industry. Gaming is a recreational activity regularly performed by over 90% of adolescents, popular across socioeconomic groups and with girls and boys [20]. Gaming was recently highlighted as a promising avenue for health promotion [21]. Games requiring bodily movement—exergames—can encourage PA. A meta-analysis of 35 trials in children and adolescents found that previous generation exergames such as Wii Fit and Dance Dance Revolution had a similar physiological benefit to active controls (running or field-based PA) [22]. Exergames also enhanced self-efficacy, liking or enjoyment, and intrinsic motivation for PA [22]. In a 3-arm randomized controlled trial of participants aged between 15 and 19 years with obesity, those encouraged to play Wii Fit for 40-60 min per day cooperatively (working with a peer to expend calories) lost significantly more weight and had increased self-efficacy compared with competitive (competing against each other) or control conditions (regular daily activities) [23]. In another small trial by the same researchers, the percentage of body fat was reduced in girls who adhered to a dance exergame [24]. Although most exergames were not designed in a research context, McBain et al [25] developed a high-intensity training (HIT) exergame for adult males in deprived communities and found that the game delivered sustained progressive HIT training over a 6-week pilot [25]. A mobile app-based game called Pokémon Go, which has activity as a byproduct of the gaming and fun element, has had huge commercial success—with over 800 million downloads—and resulted in short-term increases in users' step count [26]. A longitudinal survey found that exergaming may be effective in engaging adolescent girls in sustained PA and that gender and motivation may be particularly important to consider when designing exergames [27].

The gaming industry has been commercially successful in building engaging products, but these were not developed as public health interventions or evaluated using traditional academic approaches. Collaboration between sectors offers a solution but can pose challenges, with industry and academia having different skills, goals, timeframes, epistemic cultures, and definitions of success [28]. The challenges of cross-sectoral collaboration between industry and academia and health services have long been recognized as barriers to innovation adoption in health care [20]. There are also differences within academia between researchers from a health background and those from a computing background. Blandford et al [29] note the contrast between the former having a focus on summative evaluation and the latter focusing on formative evaluation, as well as the differences in epistemology and reporting culture [29].

Academic computer science research is closer to software industry practice in a number of ways, such as the nature of filling the gaps in research (summative vs formative reviews), the accepted evidence, and the way research is reported [29].
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Potential of Virtual Reality

As part of a previous small industry-partnered innovation grant designed to explore the potential of virtual reality (VR) to educate young people about the benefits of PA, Innerselfie [30], we conducted technology workshops with adolescents aged between 13 and 17 years allowing them to try top range virtual and augmented reality (AR) and observed how engaging they found immersive VR. VR has the potential to enhance the impact of an exergaming experience, as VR creates presence and allows the user to be fully immersed in the virtual environment [31]. VR headsets are increasingly portable, and wireless headsets and tracking allow for whole-body movement. Statista reported projected worldwide shipments of VR headsets to reach 15 million in 2022 [32]. There is early evidence from laboratory studies in adults that immersive VR exergaming is more engaging than standard exercise. For example, in 88 university staff and students, heart rate was higher in VR versus standard exercise conditions, with lower fatigue ratings and higher enjoyment in VR [33]. A pre-post study including 9 children found that playing an older generation VR exergame, Astrojumpers, for 15 min enhanced self-reported motivation to exercise, but this study had no follow-up to test whether behavior changed [34]. However, to the best of our knowledge, when we began this work, there were no VR exergaming interventions designed to promote PA in adolescents and none where substantial formative development work had been conducted to inform content.

For the work presented in this paper, we followed the Medical Research Council (MRC) framework for developing and evaluating complex interventions published in 2000 and updated it in 2019 [35]. MRC guidance consists of 5 steps, (1) developing, (2) piloting, (3) evaluation, (4) reporting, and (5) implementation, specific to epidemiology, public health, and even social policy [35]. In line with the MRC framework of developing interventions and other coherent approaches to intervention development [35], substantial formative development work is recommended to understand the target behavior and end users’ views. Although the interventions will likely need to target multiple social and environmental determinants of PA to achieve sustained PA change [36], we hypothesized that VR exergaming could be a platform to engage and motivate adolescents to be physically active and could ultimately form the core of a multidimensional intervention. However, it was recognized that to make a high-quality, appealing VR exergame that adolescents would want to play, industry experts would have to lead the development. Here, we describe the steps involved in the early intervention development process of a true industry-academic partnership aimed at designing a VR exergaming intervention for adolescents.

Objectives

The overarching objective of the vEngage project is to develop and test a PA intervention for younger adolescents involving VR exergaming. The purpose of this paper is to describe the process of the academic-industry partnership, formative development studies that fed into game development, and user testing of the prototype VR game. Future phases (subject to funding) will involve developing the game to full specification and identifying additional components (including real-world activity partners) to encourage sustained behavior change.

Funding was awarded by the UK MRC Public Health Intervention Development scheme to conduct the formative stages of intervention development outlined in Table 1. The project was a true academic-industry partnership whereby the industry partner Six to Start (led by AH) was a coinvestigator on the grant and involved since the project’s inception; the grant gave structure to the collaboration. The collaboration was only possible because of the prior problematization [37] based on Six to Start’s previous experience with the National Health Service, interest in the promotion of PA, and establishment of relationships across the research team (AH had been on the Innerselfie steering committee as an industry expert).

The academic team was led by AF, a behavioral scientist with a background in promoting PA for the prevention and treatment of chronic diseases. Other academic partners have expertise in sports science and epidemiology (LS), health informatics and statistics (HP), psychology and epidemiology (AS), risk perception and health behavior (KN), and psychology (NF). The industry partners (led by AH) are Six to Start [38], commercial game designers who developed the world’s most successful mobile app AR narrative (audio)–based exergame Zombies, Run!
Table 1. Steps in phase I vEngage intervention development work.

<table>
<thead>
<tr>
<th>Academic team</th>
<th>Update meeting</th>
<th>Industry team</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Completed steps: phase I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC(^a) step 1: developing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Literature review to identify determinants of PA(^b) and mechanisms of change</td>
<td>X(^c)</td>
<td>Scoping and finalizing suitable technologies</td>
</tr>
<tr>
<td>MRC step 2: piloting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Recruit user group</td>
<td>X</td>
<td>Set up development environment and toolchain</td>
</tr>
<tr>
<td>3. Pilot quantitative survey with 695 adolescents</td>
<td>X</td>
<td>Preconception and technology feasibility</td>
</tr>
<tr>
<td>4. Qualitative interviews with adolescents and parents</td>
<td>X</td>
<td>Preconception and technology feasibility</td>
</tr>
<tr>
<td>5. Thematic analysis of public reviews of VR(^d) exergames</td>
<td>X</td>
<td>Preconception</td>
</tr>
<tr>
<td>6. Survey of Zombies, Run! users with qualitative interviews</td>
<td>X</td>
<td>Develop and iterate prototype game using real hardware and exercise integration</td>
</tr>
<tr>
<td><strong>Future steps: phase II</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC step 3: evaluation and MRC step 4: reporting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC step 5: implementation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. User/steering committee testing</td>
<td>X</td>
<td>Prototype released to the research team</td>
</tr>
<tr>
<td>8. Pre-post study</td>
<td>_(^e)</td>
<td>Not applicable for the industry team</td>
</tr>
<tr>
<td>9. Outline components for community PA link up and parental support</td>
<td>—</td>
<td>Outline necessary iterations to prototype game and possible link up technologies to integrate into game (eg, smartphone tracking)</td>
</tr>
</tbody>
</table>

\(^a\)MRC: Medical Research Council.  
\(^b\)PA: physical activity.  
\(^c\)Steps completed by both teams.  
\(^d\)VR: virtual reality.  
\(^e\)Data not available.

Methods

Process for the Academic-Industry Collaboration

An important aspect of our intervention development was managing the academic-industry collaboration. It was essential to establish a process that could balance the need for formative development work using traditional research processes with the speed of working of game designers in a fast-moving technology-based industry within the period of grant funding for phase I (12 months). Ideally, formative work would have been conducted before game development, but this was not feasible within the funding period, so work had to be conducted in parallel, with ongoing dialog and regular meetings involving presentations of research findings (academic team) and game demonstrations (industry partners). Key steps and timings of meetings are shown in Table 1. The industry partner was always aware of the need for flexibility to be built into the game design in case new evidence arose from our work or the work of other researchers.

Literature Review: Identifying Theoretical and Behavioral Constructs

A key first step in the research process was to identify which determinants may influence younger adolescents’ PA and therefore which theory may inform the intervention. NF extensively reviewed the literature and identified potentially modifiable targets (summarized in Table 2). The determinants identified most closely aligned with the Self-Determination Theory (SDT) of motivation [39], and it has been posited that the appeal of gaming may be grounded in their ability to satisfy basic psychological needs for competence, autonomy, and relatedness, core constructs of SDT [40]. The identified determinants and SDT were presented to the industry partners in our first formal meeting; then, the group discussed which would be feasible to target using the exergame component. As highlighted in the introduction, there is meta-analytic evidence that older generation exergaming can enhance PA self-efficacy, intrinsic motivation, and enjoyment in children and adolescents [22,41]. A pre-post VR exergame study in 9 children suggested VR exergaming may enhance motivation and enjoyment of PA [34]. Therefore, it was determined that a VR exergame could target PA self-efficacy, motivation, and identity by allowing young people to experience movement in an immersive and fun environment (Table 2). Determining the wider intervention components (Table 2) is a key part of phase II (future work, subject to funding).
Table 2. Behavioral determinants of adolescent physical activity from literature reviews and hypothesized method of inclusion in the intervention.

<table>
<thead>
<tr>
<th>Potentially modifiable targets and description</th>
<th>Proposed intervention components</th>
<th>Proposed BCTs(^a) [42]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR(^b) exergame(^c)</td>
<td>Game features that encourage feedback on performance, small in-game rewards, and multiplayer elements for social support/feedback on the performance of others</td>
<td>Feedback on performance • Goal setting • Rewards (in-game) • Social support • Time management</td>
</tr>
<tr>
<td>Self-efficacy: individuals own beliefs about their capability to carry out a task</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation: particularly intrinsic motivation driven by internal reward</td>
<td>Delivery of PA(^d) using a platform that is highly appealing to target users, perform PA in a fun and visually appealing immersive environment, and specific game targets to access next levels</td>
<td>Goal setting • Self-reward • Incentive</td>
</tr>
<tr>
<td>PA identity: individuals view themselves as someone who is physically active (or not)</td>
<td>PA as a byproduct of fun and enjoyment, immersion as a distraction from negative physiological effects of exertion, and shifting negative perceptions of PA</td>
<td>Framing and reframing • Identity associated with changed behavior</td>
</tr>
<tr>
<td>Wider intervention(^e)</td>
<td>Design a nonviolent game; Displace sedentary with active screen time</td>
<td>Social support • Monitoring of behavior by others without feedback (awareness) • Time management</td>
</tr>
<tr>
<td>Parental support: identify ways to reduce concerns about gaming and garner parental support for intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community/external PA opportunities: link up with PA partners that appeal to target users</td>
<td>User group suggestions were web-based influencers and users of trampolines, skate parks, or climbing walls</td>
<td>Restructuring the physical and social environment • Behavioral practice or rehearsal</td>
</tr>
<tr>
<td>Link up with wearables and trackers: synchronize game with wearables or PA trackers to feed into the game</td>
<td>Most common or preferred by target group smartphone app</td>
<td>Self-monitoring of behavior • Feedback on behavior</td>
</tr>
<tr>
<td>Habits</td>
<td>Encourage game play at the same time and the same context to develop a PA habit; Displacing sedentary behaviors with active gaming</td>
<td>Habit formation • Planning</td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavior change technique.  
\(^b\)VR: virtual reality.  
\(^c\)Focus of the current phase (although some aspects like multiplayer could not be built into the prototype).  
\(^d\)PA: physical activity.  
\(^e\)Future work, subject to funding.

Behavior Change Techniques

The intervention required specific behavioral targets. It was not entirely possible to determine these from adolescent literature, since (as highlighted in the introduction) there is a lack of effective interventions to draw from. However, retrospective coding of more than 200 trials of PA interventions in more than 12,000 participants using behavior change techniques (BCTs) [43] found that BCT taxonomies such as goal setting, self-monitoring, and feedback on behavior were consistently associated with successful PA change [42,44]. The aforementioned review of digital interventions for adolescents also suggested that these BCTs may be particularly important [45]. However, part of the work within this grant (user group visits and quantitative survey with adolescents) aimed to determine which BCTs they would engage with in a digital intervention. Table 2 includes the proposed BCTs that could be linked to specific elements of the intervention.

Establishing and Working With a User Group

A key part of our formative work was establishing a group of adolescent users to obtain iterative feedback on ideas, help us design questions for empirical research, and try technologies. It was important to ensure representation from girls and boys. A total of 36 participants aged 13-16 years (19 boys and 17 girls) from 3 London schools were recruited. The user group was separated from the research participants. A number of visits to schools were conducted to (1) discuss initial ideas to shape the grant application, (2) discuss experiences of gaming and VR and rank BCTs in order of preference, and (3) try our prototype game and consider what the wider intervention might contain.

Quantitative Survey With Adolescents

A cross-sectional quantitative survey of adolescents was conducted through 2 London-based schools and web-based platforms (girls’ schools were recruited in the hope of...
understanding more about the views of girls, but the web-based version was open to anyone aged 13-24 years). The survey aimed to understand adolescent PA behavior, beliefs about and desire to change PA, and identify which BCTs they would like to see in a digital intervention. The survey also asked adolescents to report which platforms they used or preferred to help understand which companion technologies might accompany a VR exergame (to allow self-monitoring). Full analyses are in progress, but the summary findings using descriptive statistics (provided to the industry partner to incorporate into the game) are described in this paper.

Qualitative Interviews With Adolescents and Parents
Semistructured interviews were conducted with target users (adolescents aged 13-17 years) to explore their interest in VR, views about VR as a way to encourage activity, potential barriers, and which features they would like to see in a VR game. Interviews were conducted by 2 graduate psychology researchers. Data were analyzed using thematic analyses conducted by the academic team (AF, NF, and KN). To incorporate findings into game development, NF presented results as they emerged and created a table of desired game features. Full thematic analyses were performed [46,47] in parallel, fulfilling sufficient sample size requirements [48], and the findings were published (including the table of recommendations provided to the industry partner) in JMIR Serious Games in 2019 [49].

A separate qualitative study aimed to understand how parents of adolescents felt about VR as a way to encourage adolescent PA and how best to gain their support for this type of intervention. Summary findings necessary for game development were presented to the industry partners in a meeting, and full findings were published in JMIR Serious Games [50].

Inductive Thematic Analysis of Public Reviews of VR Exergames
To investigate game features that were particularly enjoyed or disliked in VR exergames reported players themselves, we thematically analyzed 498 publicly available reviews of exergames from the top 3 VR marketplaces Steam (Valve Corporation), Viveport (Valve Corporation), and Oculus (Oculus VR). A table of key recommendations was generated for the industry partner as soon as possible to share findings to feed into our game development, and the full study (including the table) has been published in Journal of Medical Internet Research [51].

Survey and Interviews With Zombies, Run! Users
The exergame developed by our industry partner (Zombies, Run!) is an immersive audio AR mobile app released in 2012 [52]. The app became the highest-grossing health app on Apple’s App Store 2 weeks post release. Since 2012, Zombies, Run! has accrued 5.5 million downloads, with approximately 200,000 monthly active users [53]. Zombies, Run! combines exercise and a postapocalyptic radio story, a narrative-based game delivered via the smartphone app. To understand what appealed to the users of popular and widely used exergames and their potential impact on PA behavior, we surveyed Zombies, Run! users between November and January 2019. The survey was cross-sectional and included 36 questions around experiences of using Zombies, Run!, likes and dislikes of app features, and engagement with BCTs. Users were also asked to report their PA levels (number of days and length of sessions of MVPA using the items from Coleman et al [54]) before and after using Zombies, Run! The survey also aimed to explore their interest in VR exergaming and perceived benefits and barriers to this. The users were reached via in-app notifications, Zombies, Run! social media, and Zombies, Run! newsletter. The survey asked Zombies, Run! users if they were willing to be interviewed qualitatively to tell us more about their experiences, and 30 Zombies, Run! users were interviewed.

Building the Prototype
At the conception of the project, the industry partners developed gameplay concepts for the VR prototype based on some key findings that emerged from our research (summarized in Table 3). Six to Start then established some basic principles to widen the potential game audience in terms of technology and appeal:

1. The game should not require any special equipment other than a standard Vive/Oculus VR setup, that is, no weights, additional Vive trackers, exercise bikes, or pull-up bars (because this would limit future implementation).
2. Gameplay should not be overtly about fitness or exercise (because our user group almost universally reported they would prefer a fun game with physical movement as a byproduct).
3. The game must work in a standard household environment, such as a living room with a ceiling with normal height.

Six to Start reviewed a wide set of basic gameplay types, such as Simon Says (similar to Dance Dance Revolution), Dodgeball, Point and Shoot, Building, Plate-spinning (maintenance of a chaotic system, eg, Diner Dash), and Photography. They also established some desirable principles such as quick sessions, peaks and troughs in physical exertion, and quick start-up, all of which are common in very popular casual and hypercasual games that tend to reach a very wide audience. Finally, both teams discussed the content of the game and how it might be scaled—whether the game’s levels should be all human-authored or randomized or semirandomized. Two broad concepts were arrived at with the working titles Action Photography and Hole in the Wall. These were discussed with our user group, ultimately to develop solely the latter concept to have more time for iteration and graphical polish. Development took place on the Unity platform and Steam VR to ease cross-platform deployment to different VR hardware. The prototype was designed for room-scale use and tested on HTC Vive hardware with the standard 2 hand controllers to allow for full-body movement tracking. Gameplay was iterated during development, adding music, and developed levels that increased in difficulty and built level design tools for nonprogrammers.
Table 3. Key features of research fed into the game design.

<table>
<thead>
<tr>
<th>Study</th>
<th>Key findings that fed into game design</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Review of the literature</td>
<td>• Presented in Table 2</td>
<td>Table 2</td>
</tr>
<tr>
<td>User group</td>
<td>• Preferences for game types and preferred BCTs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>• Iterative feedback on prototype ideas</td>
<td></td>
</tr>
<tr>
<td>Adolescent survey</td>
<td>• Strong desire to increase PA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>In preparation</td>
</tr>
<tr>
<td></td>
<td>• Preferred BCTs such as goal setting and feedback on performance</td>
<td></td>
</tr>
<tr>
<td>Adolescent qualitative interviews</td>
<td>• Desired VR&lt;sup&gt;d&lt;/sup&gt; exergame features: being able to exercise at home; rewards; increasing challenges; social or multiplayer aspects; using own music</td>
<td>Published in a study by Farič et al, 2019a [49]</td>
</tr>
<tr>
<td></td>
<td>• Barriers: high cost; the need for parental buy-in</td>
<td></td>
</tr>
<tr>
<td>Parent qualitative interviews</td>
<td>• Approval of harnessing gaming for something positive</td>
<td>Published in a study by McMichael et al 2020 [50]</td>
</tr>
<tr>
<td></td>
<td>• Intervention must be nonviolent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Mental health most salient reason for encouraging PA, and a calming virtual environment preferred</td>
<td></td>
</tr>
<tr>
<td>Thematic review of VR exergame</td>
<td>• Desired VR exergame features: removing motion sickness owing to the immersive quality and accurate graphics; gradual acquisition of skill and multiplayer options with music</td>
<td>Published in a study by Farič et al, 2019b [51]</td>
</tr>
<tr>
<td>reviews</td>
<td>• Disliked features: motion sickness, poor graphics, and unresponsive developers</td>
<td></td>
</tr>
<tr>
<td>ZR&lt;sup&gt;e&lt;/sup&gt; survey</td>
<td>• Global appeal to those who identified as gamers and nongamers of all ages; primary use of ZR was running but also walking, gardening, cycling, and training for weight and fitness control, even to run marathons</td>
<td>In preparation</td>
</tr>
<tr>
<td>ZR interviews</td>
<td>• The narrative and interactive storyline as the reason for engagement, not the actual gameplay; a distraction from negative and mundane aspects of running; community feel; more than half used ZR to improve mental health (improved mood)</td>
<td>In preparation</td>
</tr>
</tbody>
</table>

<sup>a</sup>BCT: behavior change technique.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>PA: physical activity.
<sup>d</sup>VR: virtual reality.
<sup>e</sup>ZR: Zombies, Run!

**Intellectual Property: Game Code**

Establishing intellectual property (IP) agreements with multiple partners can be complex, and establishing an IP contract that satisfies all collaborators took many months. A funder requirement was that, at the end of the project, the code for our game would be made available open source under the Open Source License GPL v3 (General Public License version 3) and available on our website. Open-source code is beneficial for future software development and the academic community. A benefit of acquiring external funding for a research endeavor meant that Six to Start were also involved in an exploratory research capacity, rather than for financial gain. If other partnerships requiring similar IP contracts wish to see the content of the agreement to expedite their own process, they are welcome to contact the corresponding author for sharing.

**Ethical Consideration**

The University College London (UCL) Ethics Committee provided ethical approval for all relevant steps described above (Project IDs: 10213/001, 12669/001, and 3777/004) and adolescents or parents provided informed written consent. The results of each stage of this work have been or will be disseminated through presentations at conferences in PA, public health, and gaming, and peer-reviewed publications.

**Results**

**Quantitative Survey of Adolescents**

A total of 511 adolescents from schools and youth organizations completed the survey. Of these, 48.9% (250/511) were aged 13-15 years, 35.6% (182/511) aged 16-18 years and 15.5% (79/511) were aged 19-24 years. Analyses are ongoing, and we plan to explore differences in preferred BCTs and technology features by gender and age; however, 77.1% (394/511) were interested in advice to increase their PA and most likely to go on the web or use a tablet or mobile app to find information about PA. About 50.0% (256/511) used some kind of health tracker. Preliminary data on preferred BCTs suggest that goal
setting, personalized feedback on behavior, instructions on how to perform a behavior, self-monitoring, and rewards were strongly desired. Features that were less desired were information about the health consequences of not performing sufficient PA and features that included social networks or forums or photo feedback.

**Qualitative Interviews With Adolescents and Parents**

Qualitative interviews were conducted with 31 adolescents (18/31, 58% female; 19/31, 62% non-White ethnicities). Boys and girls were equally positive about the use of VR for PA promotion. Both highlighted fun or enjoyment as fundamental. Participants identified rewards, increasing challenges, and including social or multiplayer and real-world aspects as important game features. Barriers included the cost of high-end systems and the need for parental approval [49]. Exercising at home was perceived as very appealing and a way to overcome social and cultural barriers to PA, particularly for girls. A total of 18 parents of adolescents took part in interviews and believed that VR exergaming would engage their adolescents with PA, and although they would prefer real-world PA, they were very supportive of an intervention that harnessed gaming for a positive outcome (promotion of PA). In addition, they consistently reported that to garner their support, a game must be nonviolent, and that mental health was their most salient reason for encouraging PA in their adolescents, so a game would ideally be calming or relaxing rather than aggressive. For more details on the results of the studies, see studies by Farič et al [49] and McMichael et al [50].

**Thematic Analysis of Public Reviews of VR Exergames**

The results of the review found that VR exergaming was a way to engage with PA in a fun, enjoyable, and playful way, without PA being the focus of the activity. Promisingly, users reported feeling that VR exergaming had provided exertion comparable with real-world PA. However, some notable drawbacks were also identified, such as those pertaining to the technology itself (eg, the mechanics of the games and unintuitive controls) and a lack of real-world feeling while playing the games. The full details of this study are available in a study by Farič et al [51].

**Survey of Zombies, Run! Users**

This work was in progress at the time of writing, and we plan to explore findings by age and gender, but summary findings are presented here. A total of 6423 participants opened the link, and 83.19% (5343/6423) completed the survey. Participants’ age ranged from 16 to 71 years (mean 33.1, SD 10.1), with 58.62% (3131/5341) of them identified as female, 38.04% (2032/5341) as male, and 2.52% (135/5341) as other. Most participants were White (4498/5341, 84.21%), and approximately half were from the United States (2594/5343, 48.54%). The most common education category was a bachelor’s degree education (1979/5341, 37.05%). Zombies, Run! app usage was associated with a reported mean increase of 84 min in PA per week (95% CI 82-87). Overall, 39.89% (2119/5311) of participants experienced a positive identity shift (from not a runner to a runner). The BCTs or game features with the strongest perceived impact on the PA behavior were positive outcomes of PA, goal setting, and obtaining intrinsic reward (through fun), whereas the least important were obtaining reward money and social comparison. The most popular game features of Zombies, Run! included simulation, customization, self-monitoring, roleplay, and obtaining a within-game reward. A total of 57.92% (3095/5343) had not tried VR exergaming but would like to, 20.11% (1075/5343) had not tried it and did not want to, 7.44% (398/5343) had tried and liked it, 1.59% (85/5343) had tried and did not like it, and 1.94% (104/5343) did not know what it was. By far, the most appealing perceived positive aspects of VR were immersion and fun or enjoyment. The perceived negative aspects were cost and discomfort (heavy or bulky headset).

Preliminary thematic analysis of 30 interviews revealed that people became immersed in PA through the story’s narrative, which motivated them to keep going and distracted them from negative associations with PA. The app was not solely used for running by all participants, but also for walking, gardening, or cycling. A total of 70% (21/30) of the interviewed sample reported positive effects on mental health. The qualitative and quantitative work is being written for publication by NF as part of her PhD work.

**The Prototype**

The key findings of the formative research fed into the prototype game are described briefly in Table 3. The game was given the working title Walls (although we subsequently asked the user group to suggest appealing names; Figure 1). In the game, the player needs to use the VR controllers to complete complex patterns that appear on walls by moving their arms and body to be as accurate as possible. An image of a player trying the prototype is presented in Figure 2. The accuracy and speed of completion earn players high scores. The game includes PA movements such as stretching, fast and slow arm motions, and dodging. The idea is that if games were developed further, additional levels would become physically challenging. However, the virtual environment was also designed to be calming (based on parental views).
Figure 1. Walls exergame developed and evaluated as part of the project.
User Testing of the Prototype

Before trying our prototype, 89% (17/19) of the boys and 59% (10/17) of girls had tried some form of VR. This was almost always a smartphone-based headset rather than a fully immersive experience. All but one who had tried it reported enjoying it, except for one reporting motion sickness. When asked which features they would like to see in our game, goal setting, rewards, social aspects, choosing their own music, custom levels or custom storyline, player creation, and progressive game challenges were reported as the most important features. Most students (but not all) enjoyed the prototype gameplay (23/31, 74%). Issues were lack of instructions at the setup to practice, confusing controller functions, and not seeing the overview of other people’s scores at the end to compare their performance. Almost all students reported feeling excited about the potential of the VR game once it had been further developed and provided additional feedback ranging from alternative names, features that would make the game even more appealing, to ideas for the wider intervention.

Other Important Outcomes: Training of Researchers and Engaging Adolescents With Science

The formative development work described here has facilitated substantial postgraduate training. In a short funding timeframe, when a large proportion of the grant has to necessarily go toward game development, to conduct and disseminate work, it has been invaluable to involve graduate psychology researchers. In total, 4 UCL Master of Science students (listed in the Acknowledgments sections in this paper and authors on the relevant papers) conducted their dissertations on this work, and the data will contribute to the PhD of NF (who was employed as a research assistant during the funding period). This project’s novelty and the opportunity to spend time in a research center and a gaming lab made the projects appealing and extremely enjoyable and valuable for students. In addition, teachers from the schools where the user groups were recruited informed us that an unanticipated benefit was the engagement of their young people in the scientific process, with a number of their girls and boys expressing feeling motivated to pursue careers in scientific research or computer science or game development.

Discussion

Principal Findings

This paper described the formative intervention development work that resulted in the development of a prototype VR exergame designed to engage adolescents with PA. The results of the vEngage formative development phases demonstrate that our target population—younger adolescents aged between 13 and 17 years—see great potential in VR technology as a means of engaging in PA, and this enthusiasm was reflected by users of another exergame population (Zombies, Run!). We identified a number of desired features of VR exergames, including realistic body movements, removing motion sickness and accurate graphics, gradual acquisition of skills, and multiplayer options with music. However, notable perceived drawbacks to a VR exergaming intervention were affordability, accessibility, and potential discomfort. In addition, our study using inductive thematic analysis of public VR exergame reviews suggested that although VR exergaming can elicit levels of exertion that users equate with other forms of MVPA and distract participants from the negative perception of performing PA, the affordability of high-end VR equipment, graphics, and motion sickness are still drawbacks to VR becoming more mainstream [51].

The benefit of the applied design was that academics used traditional academic methods of inquiry to study the target population and, in turn, informed the game developers. Feedback on our prototype was encouraging, and future work (subject to
funding) will seek to develop the prototype and wider intervention components further. The academic-industry collaboration was successful because of its iterative nature and frequent meetings where goals were set and the work was performed in parallel and shared in real time. We hope that our process can guide researchers who wish to design an intervention together with their target population and an industry partner. We established ways of distilling top-line academic findings quickly to provide to an industry partner. In addition, we used methods of accessing information quickly, such as analyzing existing publicly available reviews of VR exergames [51] or collecting data from the existing Zombies, Run! user base, along with more traditional recruitment processes.

Study Strengths and Limitations
This study has several strengths and limitations. The collaborative approach and involvement of end users were strengths. However, within the limits of early-phase funding, it was only possible to develop the game to a standard that would facilitate user input, meaning that we could not assess the game’s potential for impact on PA. We have an ongoing experimental study exploring the potential exertion (heart rate and perceived exertion) that can be achieved by playing some of the popular, commercially available VR games.

The mixed methods were a strength; we employed a number of different methods, including thematic analysis of player reviews, app surveys, standard surveys, and qualitative interviews. However, formative studies had limitations. The quantitative surveys were cross-sectional self-report (although questions about interest and engagement cannot be assessed objectively), and a future aim would be to test the fully developed game and use accelerometers to measure PA. The school-based survey was completed as a class activity following opt-out consent. However, it is very likely that the Zombies, Run! user survey was completed by users who felt most positive about the exergame, introducing some selection bias. Our user group and those interviewed qualitatively were recruited from schools in and around the research center in London, which may not reflect others’ views in different geographical locations (although the sample of interviewed Zombies, Run! users was global). The vast majority of those we surveyed or interviewed did not own or use VR frequently, which meant that barriers and benefits were generally perceived rather than based on experience. Prolonged and frequent exposure in the context of a trial would allow us to explore how these factors influence their PA behavior and user experience. A multimodal intervention would likely be required, targeting multiple influences on adolescent PA [17,18], and this work only focused on VR exergaming (which we hypothesized may enhance motivation for PA). In line with frameworks such as the COM-B model (capability, opportunity, motivation, behavior) and behavior change wheel, it is important that an intervention considers the broader influences on behavior and not just individual motivation [42].

Long-Term, Sustained Behavior Change
It is worth considering the broader application of our findings, including steps toward implementation of VR (and AR) exergaming interventions. Implementation of VR games to sustain behavior change would be made easier if VR gyms or fitness centers using VR existed in the United Kingdom, but at present (August 2020), there are none, and the cost of an average head-mounted VR is still relatively high (average Can $585 [US $460]). The virtual gyms (eg, Digne) that do exist do not allow full immersion via head-mounted pieces but modify the user’s experience by similar means such as theater performances and AR (eg, use of music and lights) and display certain features on the screens in front of users [55]. The availability and accessibility of VR for PA is still tied to cost, the technological market, and PA competitors (eg, gyms, fitness clubs, sports centers, apps, and outdoors). VR exergaming would have to offer people a distinct and accessible PA experience. However, it has been predicted that VR console homeownership will continue to rise [32]. The COVID-19 pandemic and the need for social distancing or restrictions placed on exercise facilities mean that tools that can facilitate home-based exercise have never been more important.

Future Work
There are a number of challenges in the next steps of the project. First, funding must be acquired for future phases. The funding was awarded for formative development work, and we believe that we have established that VR exergaming is promising for engagement with PA in our target group. However, significant development work is required for the game to be at the stage where it is ready to trial. As highlighted in the introduction, a multimodal intervention would likely be required to facilitate sustained PA change [17,18]. We have always acknowledged that the game alone is unlikely to be sufficient for long-term change and working with our user group identified that linking with real-world technologies (eg, trackers) and real-world activity partners (eg, vouchers to try a range of real-world activities like climbing wall, boxing class, and trampoline park). However, these options will have to consider the post–COVID-19 pandemic world and the need for socially distanced exercise, which our vEngage project did not directly address. The implementation also requires the game to be promoted in order to gain a sufficient user base to support further testing and warrant further development. To be successful as more than a testbed, the game needs a funding mechanism beyond the initial research funding.

Future intervention development steps (phase II) include developing the VR game to a high specification, identifying components that can link PA to the game (eg, smartphone phone tracking), linking with real-world PA partners (eg, schools and community or leisure centers, gaming conferences), and linking with vloggers (video bloggers). Ultimately, we would like to empirically test our intervention’s potential to enhance motivation and change behavior (phase II).

Conclusions
This vEngage project is the first attempt to develop a VR exergame designed to engage adolescents with PA using an academic-industry collaboration [56]. Our findings suggest that VR exergaming has potential as a public health intervention designed to engage adolescents in PA. We plan to take this work forward and invite collaboration for future stages.
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Abstract

Background: The current opioid crisis in the United States impacts broad population groups, including pregnant women. Opioid use during pregnancy can affect the health and wellness of both mothers and their infants. Understanding women’s efforts to self-manage opioid use or misuse in pregnancy is needed to identify intervention points for improving maternal outcomes.

Objective: This study aims to identify the characteristics of women in an online health community (OHC) with opioid use or misuse during pregnancy and the self-management support needs of these mothers.

Methods: A total of 200 web posts by pregnant women with opioid use participating in an OHC were double coded. Concepts and their thematic connections were identified through an inductive process until theoretical saturation was reached. Statistical tests were performed to identify patterns.

Results: The majority of pregnant women (150/200, 75.0%) in the OHC exhibited signs of misuse, and 62.5% (125/200) of the participants were either contemplating or pursuing dosage reduction. Self-managed withdrawal was more common ($P < .001$) than professional treatment among the population. A total of 5 themes of self-management support needs were identified as women sought information about the potential adverse effects of gestational opioid use, protocols for self-managed withdrawal, pain management safety during pregnancy, hospital policies and legal procedures related to child protection, and strategies for navigating offline support systems. In addition, 58.5% (117/200) of the pregnant women expressed negative emotions, of whom only 10.2% (12/117) sought to address their emotional needs with the help of the OHC.

Conclusions: OHCs provide vital self-management support for pregnant women with opioid use or misuse. Women pursuing self-managed dosage reduction are prone to misinformation and repeated relapses, which can result in extreme measures to avoid testing positive for drug use at labor. The study findings provide evidence for public policy considerations, including universal screening of substance use for pregnant women, emphasis on treatment rather than legal punishment, and further expansion of the Drug Addiction Treatment Act waiver training program. The improvement of web-based platforms that can organize geo-relevant information, dispense clinically validated withdrawal schedules, and offer structured peer support is envisioned for harm reduction among pregnant women who opt for self-management of opioid misuse.

(J Med Internet Res 2021;23(2):e18296) doi:10.2196/18296
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Introduction

Background

I literally feel like this is the end. Like there is no way out...I don’t want the heroin to harm the baby and I don’t want withdrawals to harm the baby. And I don’t have the money... [P1311]

This is a quote from a pregnant woman in an online health community (OHC) who shared her dire circumstances. She is one of an estimated 21,000 pregnant women who reported misuse of opioids in the past month in the United States [1]. In a recent Centers for Disease Control and Prevention study, 6.6% of women reported using prescription opioids during pregnancy, among whom 21.2% reported misuse (ie, illicit use or nonmedical use of prescription opioids) [2]. Pregnant women who misuse opioids face obstetric complications, and their infants are at risk of developing neonatal abstinence syndrome (NAS), which can impede neonatal growth and increase the risk of other physical and developmental problems [3].

Study Aims

Opioid use during pregnancy is heavily stigmatized and may be legally prosecuted in many states [4,5]. Therefore, we hypothesize that women may choose to self-manage their drug use without the assistance of a health care provider, and as a result, little is known from clinical data about their health challenges and behaviors. To better understand their experiences, we examine data from an OHC, where women seek help, in part, because of the community’s anonymity. This study aims to identify (1) the characteristics of women in a public OHC who self-manage their opioid use during pregnancy and (2) their self-management support needs by qualitatively analyzing personal narratives posted in the community. In doing so, we hope to identify intervention points at the policy, organizational, and technology levels that can support the unique needs of this population and achieve harm reduction.

Next, we will briefly review the related literature on the treatment of opioid misuse during pregnancy, barriers to care for pregnant women with opioid use, self-management support, and OHCs.

Treatment for Opioid Misuse During Pregnancy

Research on the best clinical practice for managing opioid use disorder (OUD) in pregnancy has significantly advanced in the past two decades [6-8]. The American College of Obstetricians and Gynecologists recommends medication-assisted treatment (MAT) over medically supervised withdrawal (because of high relapse rates associated with withdrawal), modified prenatal care elements for OUD-related health needs, and postpartum psychosocial support services [9]. Among MAT medications, buprenorphine may result in better neonatal outcomes than methadone, including higher birth weights and lower treatment times for NAS [10]. Definitions related to OUD and treatment can be found in Multimedia Appendix 1 [8-14].

Barriers to Care for Pregnant Women With Opioid Use

Survey studies and interview-based qualitative analyses have provided a contextual understanding of the barriers to care, including prenatal care and substance use treatment, encountered by pregnant women with opioid misuse. They are often of low socioeconomic status and experience significant obstacles such as lack of insurance coverage and transportation to access prenatal care, with their opioid use making it more difficult to resolve these barriers [15,16]. With regard to seeking substance use treatment in pregnancy, fear of losing child custody and concerns about being stigmatized are cited by pregnant women as barriers [17].

Self-Management Support

Health agencies in the United States and across the world have recently recognized the importance of facilitating patients’ self-efficacy in managing chronic conditions. Self-management support focuses on empowering individuals to take active steps in managing their own chronic conditions by providing the necessary skills and confidence via interventions such as physical activities, education, and peer support [18-20]. Studies have demonstrated the effectiveness of self-management support programs, to an extent, for managing long-term conditions such as diabetes, heart failure, dementia, and Parkinson disease [21-27].

There is evidence that self-management support interventions alongside standard care can be effective for severe mental health problems [28,29], although specific interventions for substance use disorders (SUD) have not been designed or studied [30]. A search on self-management support for substance use disorder on PubMed yielded few relevant results at the time of writing (November 2020). Brown and Altice [31] studied themes related to self-management of MAT medications and found that online participants discussed personal experience and strategies of using unprescribed medication, distrust with health care providers, and desire to recover. Schaub et al [32] demonstrated the effectiveness of a web-based self-help intervention for participants with problematic cannabis use if it can be supplemented by brief chat counseling.

OHCs

Multiple studies point to the utility of web-based interventions in the negotiation of self-management work [27,29,33-35]. A meta-analysis found 4 mechanisms of self-management support in online groups: collective knowledge and identity building through lived experience, social support through readily accessible gifting relationships, sociability beyond illness, and online disinhibition [35]. Here, we view OHCs in their broadest sense: they are self-organizing web-based interest groups voluntarily joined by patients, caretakers, and sometimes health professionals with a shared interest in similar health conditions. OHCs can exist in dedicated forums, such as PatientsLikeMe [36] and BabyCenter [37]; in mobile health apps, such as fertility and dietary tracking apps; or on general-purpose social media platforms, such as Facebook and Reddit. They can be created and governed by health care organizations, technology companies, or patient advocacy groups.
The majority (61%) of US adults use the internet to find health information [38]. Health consumers turn to OHCs, where participants exercise collective sense making to process competing online viewpoints [39,40], to gain experiential expertise from peers that their physicians may not provide [41-44], and to formulate actionable insights for health management [44-46]. Pregnant women seek peer support from OHCs because of constrained access to health care, dissatisfaction with care received, limited offline support, and the unavailability of information from other venues [47]. In addition to information dissemination, several studies point to OHC’s utility in enhancing human connection [48-51] and in helping participants overcome stigma [49,52]. Social ties formed in online groups provide space for self-management work that can improve the experience of participants with long-term illnesses [35]. As such, OHCs provide a suitable setting by which we can obtain an initial understanding of people’s experiences in sensitive and stigmatized situations, capturing not only their circumstances but also their emotional states [42,45,53]. The disadvantages of OHCs, however, include their lack of quality assurance on the consumer health information provided [54], a lack of recognized credibility from health care providers [55], and possible reinforcement of negative behaviors among people in the same network [56].

Methods

Data Source

We analyzed participant-generated content from an OHC (name omitted for the protection of user privacy) that has a long-standing history and active user participation. Compared with other social media platforms, the OHC (1) is anonymous, allowing for discussion of stigmatized and sensitive health topics; (2) does not have length limits, thereby providing space for relatively detailed accounts of personal experiences; (3) has a wide range of coverage in health condition topics, including pregnancy, substance use, and pain management, so that participants are not constrained to discuss only one aspect of their health given the complex nature of gestational opioid use; and (4) has a long history that allows us to study the activities of OHC participants at the beginning of the millennium when reports of overdoses from prescribed opioids began to rise sharply [57].

Ethics and Privacy Protection

OHC content is considered public and exempt by institutional review boards as publicly available social media data per the Code of Federal Regulations (CFR) Title 45 Part 46.101 Paragraph (b) Categories of exempt human subject research (4) [58]. We took precautions in handling the OHC data because of its sensitive nature [59,60]. The data set was deidentified by removing users’ screen names and assigning a randomly generated identifier number independent of the OHC. In reporting the findings, quoted sentences were removed from potentially sensitive personal information (eg, state of residence), misspellings were corrected to help mask linguistic identity, and recounts of events were paraphrased.

Data Collection

We queried the said OHC for posts made from 2000 to 2019 that contain a pregnancy concept equivalent and at least one OUD-related drug name. A set of pregnancy concept equivalents, namely, “pregnant, pregnancy, expecting, baby, infant, fetus, preggers, and preggy”, was iteratively developed by incorporating common expressions in sample posts and synonyms to the term pregnant. A list of drugs was built with the generic and brand names of the top 10 prescribed opioids among commercially insured pregnant women in the United States [61] and commonly abused prescription opioids and heroin listed by the National Institute on Drug Abuse [11]. Opioid antagonists as MAT medications were also included. The list of 36 drugs can be found in Multimedia Appendix 2. Due to the nature of the string-matching query, false-positive posts were discarded during the coding process. For example, nonpregnant SUD recovery participants may use the word expecting in the context of anticipating an outcome.

Data Analysis

The unit of analysis is an initiating post that refers to pregnancy and opioids and does not include its comments. We performed an inductive thematic analysis on the qualifying posts following the procedures outlined by Braun and Clarke [62]. An inductive approach is driven by data without forcing emerging themes to a pre-existing coding framework [62]. The sample size was determined by the saturation principle, namely, coding was conducted until additional samples yielded no additional insights into the topic of research [63].

Two researchers (a doctoral student with a public health background and a master’s student with a nursing background) iteratively annotated the same set of 200 randomly sampled posts divided into 3 coding runs. We first annotated 100 posts and recorded all appearing concepts, which were then grouped into key themes to form a codebook. For example, upon seeing many posts that described efforts of reducing the opioid dosage, we created the themes opioid experience, trimester, recovery stage, and recovery method, as it was clear that women usually mentioned their opioid experience and stage of gestation as a context for discussing the recovery methods and their recovery progress. Second, we annotated 50 additional posts and refined the codebook by placing similar concepts together. For example, inquiries on neonatal withdrawal were combined with general questions about the drug safety of opioids as adverse effects of gestational opioid use. Third, we annotated another 50 posts to confirm that no new concepts emerged from the annotation to reach saturation. The development of the codebook was supervised by an experienced researcher in human-computer interaction. The definitions and exemplary quotes of the key themes and concepts are provided in Table 1. Among the variables, up to 3 (the maximum number found in the posts) emotions and self-management support needs were annotated, as participants can express more than one concept (emotion or concern) in the same post. To measure interrater reliability, the annotations have a Cohen kappa of 0.863, which suggests a high level of agreement. Interpretative differences were discussed among the 3 researchers and resolved.
<table>
<thead>
<tr>
<th>Study aim, theme, and concept definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study aim 1</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Opioid experience</strong></td>
<td></td>
</tr>
<tr>
<td>Opioid naïve:</td>
<td>• “I had stomach pains and went to the emergency room. The doctor gave me morphine.” [P3660]</td>
</tr>
<tr>
<td>• Temporary use of opioid prescriptions for acute pain lasting fewer than 3 months</td>
<td></td>
</tr>
<tr>
<td>Opioid misuse:</td>
<td>• “I have been self-medicating myself a total of 18.75 mg daily for about a year and a half. When I stopped, I experienced withdrawal symptoms! Pretty intense ones too.” [P90]</td>
</tr>
<tr>
<td>• Meeting one or more DSM-V diagnostic criteria for OUD$^b$ [64]</td>
<td></td>
</tr>
<tr>
<td>• Receiving treatment for OUD</td>
<td>• “I’m currently on methadone for an opiate addiction.” [P1600]</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>• “I am 3 weeks pregnant and on Norco, Flexeril, Xanax. I have been taking them for 2 years.” [P1830]</td>
</tr>
<tr>
<td><strong>Recovery stage</strong></td>
<td></td>
</tr>
<tr>
<td>Precontemplation:</td>
<td>• “I’ve been taking Vicodin and Percocet and I’m 20 weeks pregnant.” [P5357]</td>
</tr>
<tr>
<td>• No mention of interest in reducing the opioid dosage</td>
<td></td>
</tr>
<tr>
<td>Contemplation:</td>
<td>• “I am ready and would like to quit the suboxone cold turkey.” [P4191]</td>
</tr>
<tr>
<td>• Expressing interest in reducing the dosage</td>
<td></td>
</tr>
<tr>
<td>Action:</td>
<td>• “I am on day 2 of detoxification. How long till I feel better?” [P4074]</td>
</tr>
<tr>
<td>• Describing experience during withdrawal or relapse</td>
<td></td>
</tr>
<tr>
<td>No misuse</td>
<td>• “I am 38 weeks pregnant and my Ob prescribed me Percocet for kidney stones. I passed the stone today, so I won’t be needing the pain killers anymore.” [P6315]</td>
</tr>
<tr>
<td><strong>Recovery method</strong></td>
<td></td>
</tr>
<tr>
<td>Tapered withdrawal (self-managed):</td>
<td>• “I have been detoxing for 2 months and have gone down to 29 mgs.” [P1649]</td>
</tr>
<tr>
<td>• Describing preference for gradually reducing the dosage of opioids</td>
<td></td>
</tr>
<tr>
<td>Sudden discontinuation (self-managed):</td>
<td>• “I have 2 weeks left till my delivery date I stopped taking the Norco today.” [P1339]</td>
</tr>
<tr>
<td>• Using expressions that indicate full discontinuation of opioids</td>
<td></td>
</tr>
<tr>
<td>Undecided self-recovery:</td>
<td>• “I know I can’t do this cold turkey and am unsure of my will power to taper.” [P6576]</td>
</tr>
<tr>
<td>• Not specifying a particular method but expressing interest in dosage reduction on one’s own</td>
<td></td>
</tr>
<tr>
<td>Professional treatment:</td>
<td>• “I take the methadone daily at a clinic near where I live.” [P1600]</td>
</tr>
<tr>
<td>• Receiving substance use treatment from professionals</td>
<td></td>
</tr>
<tr>
<td>MAT$^c$ (source unknown):</td>
<td>• “Is it safe to use Suboxone while being pregnant?” [P6066]</td>
</tr>
<tr>
<td>• Using MAT medications from unspecified sources</td>
<td></td>
</tr>
<tr>
<td>Not applicable:</td>
<td>• “I’m 27 weeks pregnant and have peed blood, and my sides where my kidneys are have been hurting really bad. I’m trying not to take the Tylenol with codeine, but I might have to if it keeps getting worse.” [P17]</td>
</tr>
<tr>
<td><strong>Trimester</strong></td>
<td></td>
</tr>
<tr>
<td>First trimester:</td>
<td>• “I have just found out I am 6 weeks pregnant.” [P6434]</td>
</tr>
<tr>
<td>• 0-13 weeks</td>
<td></td>
</tr>
<tr>
<td>Second trimester:</td>
<td>• “I am currently 22 weeks pregnant with my second child.” [P3644]</td>
</tr>
<tr>
<td>• 14-27 weeks</td>
<td></td>
</tr>
</tbody>
</table>
Study aim, theme, and concept definition

<table>
<thead>
<tr>
<th>Study aim, theme, and concept definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Third trimester:</td>
<td>• “I am 39 weeks pregnant.” [P5896]</td>
</tr>
<tr>
<td>• 28+ weeks</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>• “I think I’m on the right path now, but I’m scared it will still be in my system when I have the baby.” [P460]</td>
</tr>
</tbody>
</table>

**Study aim 2**

**Self-management support needs—informational**

Potential adverse effects of gestational opioid use

• Neonatal withdrawal
• Open-ended inquiry

Self-managed withdrawal

• “Has anyone had any good stories with getting lowered slowly off it?” [P12765]

Pain management safe for pregnancy

• “I am prescribed Percocet for pain. Is it bad for baby, is there a best alternative?” [P1283]

Legal procedures

• “I need to know if they can take my baby because of this prescription showing up?” [P5143]

Navigating offline support systems:

• Looking for recommendations of treatment facilities
• Interacting with providers
• Interacting with caretakers

Other pregnancy concerns

• “I am not sure if I have felt the baby move yet, I am 18 weeks today. Is that ok?” [P6689]

**Appropriateness of tapering schedule**

Appropriate:

• The tapering plan is consistent with clinical guidelines

Inappropriate:

• The tapering plan is too rapid

Unclear:

• Not enough information to determine appropriateness

**Self-management support needs—emotional**

Seeking emotional support

• “Some days I have a hard time staying positive. Please if anyone is available to talk with me, I would really appreciate it.” [P3899]

**Sentiment**
### Study aim, theme, and concept definition

<table>
<thead>
<tr>
<th>Negative sentiments:</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Fear</td>
<td>• “I am terrified of losing him.” [P3545]</td>
</tr>
<tr>
<td>• Shame</td>
<td>• “I am very ashamed.” [P90]</td>
</tr>
<tr>
<td>• Anxiety</td>
<td>• “I am planning to cut down and then quit because I’m worried, even though doctors say they are ok.” [P369]</td>
</tr>
<tr>
<td>• Despair</td>
<td>• “I am so ashamed, scared, and lonely! I feel hopeless!” [P4608]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mixed sentiment:</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Cautious optimistic</td>
<td>• “I feel much more optimistic about beating my addiction for good after coming to this forum. It’s hard when you have no one to talk to or share experiences with.” [P2137]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Positive sentiment:</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Positive emotions, such as hope and love</td>
<td></td>
</tr>
</tbody>
</table>

Furthermore, women’s common beliefs were compared with the scientific literature and clinical guidelines to discern any divergence. An experienced clinical psychologist annotated whether misconception existed compared with clinical guidelines in the self-guided withdrawal plans described by participants [65].

### Data Reporting

Themes from inductive coding were grouped in the results to address the 2 study aims. First, the characteristics of OHC participants (study aim 1) are represented by themes coded under **Opioid experience**, **Recovery stage**, **Recovery method**, and **Trimester**. Second, the self-management support needs (study aim 2) are represented by concepts coded under self-management support needs—**informational** and self-management support needs—**emotional** and complemented by the themes **Appropriateness of tapering schedule** and **Sentiment**.

### Results

#### Metadata

The search query yielded 3559 posts between 2000 and 2019. Posts appeared in 201 subgroups related to substance misuse (2096/3559, 58.89%), pregnancy (680/3559, 19.11%), and others (783/3559, 22.00%), such as neurology and back pain. The mean number of drug names mentioned per post was 1.3 (SD 0.7). The mean character count per post was 1411.2 (SD 1313.7).

### Study Aim 1: Characteristics of Pregnant Women With Opioid Use in OHC

The majority (150/200, 75.0%) of women who took opioids during pregnancy in the OHC (the study population) met one or more criteria from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [64] for a potential OUD diagnosis, which we refer to as **opioid misuse** as we were unable to make a formal clinical diagnosis. Close to half (94/200, 47.0%) of the study population were in the process of pursuing dosage reduction (ie, action stage), with another 31 participants (31/200, 15.5%) considering but not yet initiating a reduction in dosage (ie, contemplation stage; Table 2). In terms of **recovery method**, self-managed withdrawal was more common than professional treatment (P<.001). This indicates that women in the OHC primarily elect to self-manage their attempts at dosage reduction during pregnancy.

Gestationally, the women were primarily in their first or third trimesters, and notably, the percentage of women not pursuing recovery (ie, precontemplation stage) decreased (P=.11) and the percentage of those in action increased (P=.16) from the first to the third trimester, although the difference was not statistically significant (Figure 1).
Table 2. Characteristics of women inquiring about opioid use in the online health communities (N=200).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Opioid experience</strong></td>
<td></td>
</tr>
<tr>
<td>Opioid naïve</td>
<td>22 (11.0)</td>
</tr>
<tr>
<td>Opioid misuse</td>
<td>150 (75.0)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>28 (14.0)</td>
</tr>
<tr>
<td><strong>Recovery stage</strong></td>
<td></td>
</tr>
<tr>
<td>Precontemplation</td>
<td>51 (25.5)</td>
</tr>
<tr>
<td>Contemplation</td>
<td>31 (15.5)</td>
</tr>
<tr>
<td>Action</td>
<td>94 (47.0)</td>
</tr>
<tr>
<td>No misuse</td>
<td>24 (12.0)</td>
</tr>
<tr>
<td><strong>Recovery method</strong></td>
<td></td>
</tr>
<tr>
<td>Self-managed withdrawal</td>
<td></td>
</tr>
<tr>
<td>Tapered withdrawal</td>
<td>40 (20.0)</td>
</tr>
<tr>
<td>Sudden discontinuation</td>
<td>35 (17.5)</td>
</tr>
<tr>
<td>Undecided</td>
<td>15 (7.5)</td>
</tr>
<tr>
<td>Professional treatment (unknown sources)</td>
<td>29 (14.5)</td>
</tr>
<tr>
<td>Medication-assisted treatment (unknown sources)</td>
<td>6 (3.0)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>75 (37.5)</td>
</tr>
<tr>
<td><strong>Trimester</strong></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>61 (30.5)</td>
</tr>
<tr>
<td>Second</td>
<td>49 (24.5)</td>
</tr>
<tr>
<td>Third</td>
<td>66 (33.0)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>24 (12.0)</td>
</tr>
</tbody>
</table>
Study Aim 2: Self-Management Support Needs

Following thematic analysis of the web posts, 6 primary themes of self-management support needs were identified, including information needs for understanding (1) the potential adverse effects of gestational opioid use, (2) self-led withdrawal, (3) the safety of continued opioid use for pain management during pregnancy, (4) legal procedures related to child protection, (5) navigating offline health care systems, and (6) needs for emotional support (Table 3). Other pregnancy concerns and posts with unspecified support needs were excluded from further analysis because they do not pertain to opioid use. The women had different self-management support needs according to their recovery stages ($\chi^2_{15} = 69.5; P < .001$). The absolute value of a standardized residual ($r_{std}$) greater than 2 indicates a strong (dis)association (Figure 2), on which we will elaborate next.

Table 3. Self-management support needs expressed in the online health community postings (N=200).

<table>
<thead>
<tr>
<th>Themes and concepts</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-management support needs–informational</td>
<td></td>
</tr>
<tr>
<td>Potential adverse effects of gestational opioid use</td>
<td>99 (49.5)</td>
</tr>
<tr>
<td>Self-managed withdrawal</td>
<td>70 (35.0)</td>
</tr>
<tr>
<td>Pain management safety during pregnancy</td>
<td>20 (10.0)</td>
</tr>
<tr>
<td>Legal procedures</td>
<td>18 (9.0)</td>
</tr>
<tr>
<td>Navigating offline support systems</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Self-management support needs–emotional</td>
<td></td>
</tr>
<tr>
<td>Seeking emotional support</td>
<td>12 (6.0)</td>
</tr>
<tr>
<td>Excluded</td>
<td></td>
</tr>
<tr>
<td>Other pregnancy concerns</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>4 (2.0)</td>
</tr>
</tbody>
</table>
Figure 2. Standardized residuals of associations between self-management support needs and recovery stages.

Potential Adverse Effects of Gestational Opioid Use

The most common concern (99/200, 49.5%) of the study population was the potential adverse effects of opioids on the fetuses. In particular, the questions on drug safety have a high level of homogeneity and can be simply divided into 2 categories: general inquiry as in “was your baby okay?” [P3614] and specific inquiry on the potential of neonatal withdrawal as in “I am scared to death my baby will have withdrawals” [P16]. These concerns were primarily seen among those who did not consider treatment for opioid misuse (r\text{std}=2.13) or did not have a misuse (r\text{std}=4.00), whereas those in active pursuit of recovery were least concerned with the drug safety in their posts (r\text{std}=-2.95; Figure 2).

Self-Managed Withdrawal

Questions about how to reduce opioid dosage during pregnancy were the second most common (70/200, 35.0%), primarily among those contemplating (r\text{std}=4.14) or undergoing (r\text{std}=2.72) treatment of opioid misuse (Figure 2). These concerns included (1) comparing strategies to reduce opioid dosage, (2) discussing withdrawal schedules, (3) enduring withdrawal-related hardships, and (4) dealing with the aftermath of relapses.

First, women contemplating dosage reduction used the OHC as a sounding board to plan their course of action in the absence of professional advice. They debated the risks and benefits of withdrawal during pregnancy and how to do so safely. They were concerned about the impact on the fetus if withdrawal symptoms occurred during their pregnancy:

I'm scared about the withdrawals of MS Contin, for which I'm fully prepared, but scared it will harm my child? [P6419]

They also compared sudden discontinuation to tapered withdrawal:

I considered quitting cold turkey, but I have read that it is a bad idea. Would tapering be a good idea? What is a good taper method? [P2325]

Although this shows some women were aware of the disadvantages of sudden discontinuation, tapered withdrawal (40/200, 20.0%) and sudden discontinuation (35/200, 17.5%) were equally popular among the study population (P=.61).

Second, once committed to decreasing their opioid dosage, the women may describe a detailed tapering schedule in the OHC to solicit peer feedback:

Should I just do half of what I have been for a few days, then cut it in half again, do that for a couple days, then go for nothing?! I really don't know what to do, that's why I am asking for help. [P1628]

Of all the women who indicated an interest in tapered withdrawal, only 23% (9/40) provided specific information on how they intended to do so, suggesting that most did not have a structured plan on how to taper. Furthermore, all of these plans were deemed too rapid (Table 4) based on clinical guidelines and could increase the risk of painful withdrawal symptoms [65].

Table 4. Appropriateness of tapering schedule (N=40).

<table>
<thead>
<tr>
<th>Appropriateness</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unclear</td>
<td>31 (78)</td>
</tr>
<tr>
<td>Inappropriate (too rapid)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Appropriate</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Third, after initiating withdrawal, the women turned to the OHC for practical advice and emotional support when undergoing the hardship of withdrawal, sometimes stemming from the lack of a proper tapering schedule:

Just started detox on tramadol today. I feel like hell and my legs are killing me! I'm 26 hours into it. How much more do I need to endure? [P2423]

As a result of significant withdrawal symptoms, they were prone to setbacks and relapses:

Unfortunately, I relapsed and slowly started using until now (37 weeks). I have stopped a couple of times but have had issues because of withdrawal fears. [P5992]

To combat the demoralizing impact of relapses, some women looked to the OHC to hold them accountable:

I am just looking for some support, accountability and encouragement as I feel so alone, scared and terrible about my relapse and lying to my love. [P3545]

These experiences highlight the absence of structure and support with self-managed withdrawal as compared with being in a clinical program where physician supervision and evidence-based therapies are provided to help patients manage their dosage reduction process more effectively.

Fourth, the repeated attempts and failures to decrease opioid use during pregnancy were not only physically taxing and emotionally draining but also meant that the women with clandestine opioid use would have no other perceived choice but to resort to sudden discontinuation when the date of delivery approached in hope of a negative drug test, despite the dangers of doing so abruptly. Women in this position asked:

How long will it take for the test to be negative if I stop today? [P5891]

The commonness of this risky approach is evident in the increasing percentage ($P=.70$) of women attempting sudden discontinuation of dosage and the decreasing percentage ($P=.17$) of tapered withdrawal during the third trimester (Figure 3), although the changes were not statistically significant.

**Figure 3.** Proportions of the recovery methods by trimester.

![Figure 3](https://www.jmir.org/2021/2/e18296)

**Pain Management**

Women using opioids for chronic pain management before becoming pregnant faced the dilemma of leaving their severe pain untreated or risking side effects to their fetus. They had difficulty transitioning to gestational opioid use:

I have been in pain management for 3 years due to a dislocated hip. Apparently neither my OB nor primary care doctor have ever dealt with "my situation" before. [P141]
In looking for safe pain medications to take during pregnancy, they (20/200, 10.0%) viewed peers’ experience as empirical evidence and second opinions to professional advice:

I have 4 discs missing in my spine. I am now 4 months pregnant and my doctor has taken me off everything!!! Does anyone know what is safe for the baby? [P6486]

As they continue to take opioids during pregnancy, concerns related to pain management are mostly associated ($r_{std}$=3.98) with those in the precontemplation stage (Figure 2).

### Understanding Legal Procedures

Concerns related to Child Protective Services (CPSs) procedures were present in 9.0% (18/200) of the posts. These concerns were more common among women in the recovery stage of action ($r_{std}$=1.79) than in other stages (Figure 2). Although the regulation and laws related to child protection from drug use are obscure to laypersons, the vague idea of losing parental guardianship looms large. Pregnant women with opioid misuse in the OHC described intense fear of being identified as using and consequently losing parental guardianship of their newborn and the goodwill of their direct support systems:

I am scared to death of having to deal with child protection service especially since none in my family knows about any of this and the fear of my child being taken away from me. [P16]

They inquired about the role of hospitals in reporting drug use instead of directly asking their providers:

Will child services still get involved? I have heard that doctors do these types of things and contact these types of people behind your back? [P3776]

Notably, those who used unprescribed MAT medications to self-treat OUD (6/200, 3.0%) may still be held accountable for illegal possession and opioid use during pregnancy.

### Navigating Offline Support Systems

A few women (9/200, 4.5%) also requested strategies for navigating their offline support systems, including recommendations for treatment facilities (4/200, 2.0%), advice for interacting with health care providers (4/200, 2.0%), and disclosing opioid use with their family members (1/200, 0.5%). These concerns were not particularly associated with one recovery stage. Accessing specialized prenatal care for women with opioid use or finding substance treatment programs that accept pregnant women presented a challenge. Locating a specialty program proved to be difficult even with an obstetrician’s referral:

My obstetrician had made me an appointment with a therapist, who tells me she doesn’t even see pregnant women! I got some numbers for the methadone clinic and other places but yet again no one will help a pregnant woman. [P3855]

This post was made after 2010, which is a decade after the passing of the Drug Addiction Treatment Act (DATA) of 2000, which allows trained physicians including obstetricians to treat opioid dependency with MAT medications. Women also consulted the OHC for strategies on how to best interact with their providers and caretakers to explain personal circumstances involving opioid usage and building rapport (examples are given in Table 1).

### Seeking Emotional Support

Besides the needs for informational support, a few women (12/200, 6.0%) explicitly requested emotional support:

Please send me some words of encouragement. [P3545]

In contrast, a high number of posts (117/200, 58.5%) described negative emotions, including fear, shame, anxiety, and despair (Table 5; examples are given in Table 1). In other words, only about 1 out of 10 women who experienced negative emotions sought to address their emotional needs with the help of the OHC. Importantly, expressing negative emotions did not modify the women’s likelihood of pursuing (ie, action or contemplation) dosage reduction ($Q^2=0.1; P=75$).

### Discussion

#### Principal Findings

The majority of pregnant women in the OHC exhibited signs of opioid misuse, with approximately two-thirds of them pursuing recovery. Self-managed withdrawal of opioid use was more common than professional treatment. The following 6 identified themes highlighted women’s self-management support needs: (1) providing clarity on the impact of opioid drugs on pregnancy; (2) providing clinically validated information on how to scientifically reduce opioid dosage; (3) providing guidelines on safe pain management practice during pregnancy; (4) providing information on local CPSs procedures, including the hospital’s role in reporting; (5) providing strategies for interacting with and obtaining support from offline support systems; and (6) providing emotional support for those experiencing negative emotions.

The study population relied heavily on the OHC to provide guidance in the absence of professional care and in-person support, which differentiates them from other patient groups.
that usually use online support groups as a supplement to traditional health care services or in-person support groups [66,67]. Formal evaluation and proper treatment recommendations were lacking for pregnant women in the OHC who chose self-managed withdrawal. Despite their resolve to reduce opioid dosage, women were vulnerable to the pitfalls of misinformation (eg, overly aggressive tapering schedules) and could easily experience relapses that may cause distress in both the mother and fetus.

**Indirect Emotional Support**

Experiencing negative emotions is commonplace for the study population, but explicitly requesting emotional support is not. Furthermore, although positive emotions are shown to be a facilitator of self-efficacy, which is a key construct in the social cognitive theory for effecting health behavior change [68,69], the opposite may not be true: experiencing negative emotions does not modify the women’s likelihood of pursuing dosage reduction. This contrast, on the one hand, shows that women with opioid use or misuse during pregnancy were preoccupied with seeking information to resolve their predicament, and on the other hand, may suggest that their emotional needs were met by the OHC in indirect ways. First, information seeking is frequently used as a coping response because it helps assess the degree of threat associated with a stressor, thereby reducing uncertainty in health care [69,70]. Second, although not directly soliciting emotional support, participants in the OHC voluntarily shared detailed accounts of their offline experiences while seeking information on self-managed withdrawal, pain management, and strategies for navigating health care environments. Emotional regulation in the form of venting feelings is within the underpinning of the transactional model of stress and coping [70,71]. Cathartic release and negation of offline frustration are also themes related to the negotiation of self-management support [35].

**Challenging the Scope of Self-Management Support**

It is worth noting that self-management support interventions are typically developed by health care professionals to complement standard care. For example, self-management support for mental health typically focuses on patient education, medication adherence, relapse prevention, and coping strategies [28]. Among the 6 self-management support needs identified, the second need for patient education on how to scientifically reduce opioid dosage may challenge the realm of what is commonly accepted for self-management support in that self-managed withdrawal implies evading standard care, instead of complementing it. Self-managed withdrawal without professional supervision can be dangerous and should be discouraged. Here, we take the view that until there are enough specialized resources to treat pregnant women with opioid misuse and done so without legal penalization, there will always be women compelled to pursue self-managed withdrawal. Therefore, harm reduction via patient education as to how to safely taper is imperative.

**Policy Considerations**

Although DATA was passed in 2000, women in the OHC still reported difficulty in obtaining MAT from their obstetricians’ office years later. To facilitate the initiation of recovery for pregnant women with opioid misuse, it is imperative to increase the number of obstetricians who are waivered buprenorphine prescribers and to increase the number of opioid treatment programs that cater to pregnant women. As of January 2020, approximately 10% of US physicians have received the DATA waiver [72]. Coverage in rural areas is particularly needed. For example, only 53% of outpatient buprenorphine prescribers accepted pregnant patients in Appalachian states as of 2017 [73]. Moreover, only 24% of opioid treatment facilities offer special programs for pregnant or postpartum women [1].

The popularity of self-management in the OHC highlights women’s needs for support in reducing their opioid dosage and their fear of seeking professional care. This indicates that legal penalization can be detrimental to the well-being of both the mother and child, as women avoid prenatal visits [4]. Many pregnant women presume that they will face negative consequences if they disclose drug use to their obstetricians, missing an important window in which to initiate recovery. Universal screening of substance use for pregnant women without legal implications may help dissolve the distrust between some patients and their providers.

**Technology Design for Harm Reduction**

Although technology may not be able to directly change the medical and legal landscape, it can be used to tackle challenges faced by pregnant women with opioid misuse. Digital interventions have demonstrated small to modest effects in supporting people in recovery from SUDs [74,75]; however, only a minority of evidence-based self-help interventions have functional websites for general use [76]. A study on popular alcohol reduction apps found that common behavior change techniques employed facilitate self-recording, provide information on the consequences of excessive alcohol use, and provide feedback on performance [77]. As mentioned earlier, the social cognitive theory offers a framework to create positive behavior changes [68,69]. Facilitation and self-regulation are 2 concepts that are particularly applicable to better technological designs in the context of this study.

Facilitation refers to providing tools and resources to make new behaviors easier to establish. OHCs can facilitate (1) geo-specific information dissemination and (2) clinically validated tapering schedules for those who opt for self-management. Specifically, given the regional variations in law enforcement and resources of specialized care, organizing information specific to geographic areas may facilitate online discussions relevant to participants’ local environments. For those opting for self-managed withdrawals, we envision an online calculator that can account for women’s historical opioid dosage and gestational stage and generate a personalized tapering schedule based on current guidelines (albeit while expressing strong encouragement to bring one’s opioid use to the attention of their health care professionals).

Furthermore, self-regulation refers to controlling oneself through self-monitoring, goal setting, feedback, and the enlistment of social support. Although undergoing withdrawal, women in the OHC often lack structured social support that can hold them accountable and support them in their efforts to stay on track.
Peer-led 12-step groups have been shown to improve accountability and recovery prospects for participants [78]. We envision OHC’s incorporating the structured aspect of effective peer support programs by creating an environment in which participants can perform daily check-ins, display badges of withdrawal progress, and easily reach out to peers for support and accountability.

Limitations and Future Work
The findings of this study should be interpreted with limitations. First, the reported self-recovery trends are representative of those seeking help in the OHC. The percentage of self-managed withdrawal in the general population may be lower than that reported in this study, as those opting for self-management may have a greater propensity for participating in the OHC discussions to seek help. Our findings, however, are meaningful in better understanding the OHC population that appears to require relevant, clinically validated information. Second, only 200 posts for the OHC were analyzed. Thematic analyses are commonly applied to sociobehavioral studies using semistructured interviews with an average of 30 participants (SD 18.7) [79]. Qualitative studies of online content have varying sample sizes, usually ranging from 100 to 2000 [31,41,43,45,46,50,80]. We iteratively coded 200 posts and reached concept saturation within this number. In other words, had new concepts emerged during the annotation of the last 50 randomly sampled posts, we would continue sampling additional posts. Third, comments in response to the initiating posts by women with opioid misuse were not analyzed, as this study focused on the beliefs and actions of those attempting self-management at the moment of posting. Previous research shows that most comments in OHCs for chronic health conditions have an element of social support, primarily including validation and empathy [80]. In light of our observation on the imbalance of requests for informational and emotional support, future research should examine how the OHC audience responds to the posts. Fourth, qualitative analysis was performed on a cross-sectional rather than a longitudinal sample set. A future direction may be to follow OHC participants throughout the course of their pregnancy and postpartum to better understand the outcome of their proposed self-management work.

Conclusions
OHCs provide vital self-management support for pregnant women with opioid use or misuse. Women pursuing self-managed dosage reduction are prone to misinformation and repeated relapses, which can result in extreme measures to avoid testing positive for drug use at labor. The study findings provide evidence for public policy considerations, including universal screening of substance use for pregnant women, emphasis on treatment rather than legal punishment, and further expansion of the DATA waiver training program. The improvement of online platforms that can organize geo-relevant information, dispense clinically validated withdrawal schedules, and offer structured peer support is envisioned for harm reduction among pregnant women who opt for self-management of opioid misuse.
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Abstract

Background: Acute diseases present severe complications that develop rapidly, exhibit distinct phenotypes, and have profound effects on patient outcomes. Predictive analytics can enhance physicians’ care and management of patients with acute diseases by predicting crucial complication phenotypes for a timely diagnosis and treatment. However, effective phenotype predictions require several challenges to be overcome. First, patient data collected in the early stages of an acute disease (eg, clinical data and laboratory results) are less informative for predicting phenotypic outcomes. Second, patient data are temporal and heterogeneous; for example, patients receive laboratory tests at different time intervals and frequencies. Third, imbalanced distributions of patient outcomes create additional complexity for predicting complication phenotypes.

Objective: To predict crucial complication phenotypes among patients with acute diseases, we propose a novel, deep learning–based method that uses recurrent neural network–based sequence embedding to represent disease progression while considering temporal heterogeneities in patient data. Our method incorporates a latent regulator to alleviate data insufficiency constraints by accounting for the underlying mechanisms that are not observed in patient data. The proposed method also includes cost-sensitive learning to address imbalanced outcome distributions in patient data for improved predictions.

Methods: From a major health care organization in Taiwan, we obtained a sample of 10,354 electronic health records that pertained to 6545 patients with peritonitis. The proposed method projects these temporal, heterogeneous, and clinical data into a substantially reduced feature space and then incorporates a latent regulator (latent parameter matrix) to obviate data insufficiencies and account for variations in phenotypic expressions. Moreover, our method employs cost-sensitive learning to address imbalanced outcome distributions in patient data for improved predictions.

Results: We evaluated the efficacy of the proposed method for predicting two hepatic complication phenotypes in patients with peritonitis: acute hepatic encephalopathy and hepatorenal syndrome. The following three benchmark techniques were evaluated: temporal multiple measurement case-based reasoning (MMCBR), temporal short long-term memory (T-SLTM) networks, and time fusion convolutional neural network (CNN). For acute hepatic encephalopathy predictions, our method attained an area under the curve (AUC) value of 0.82, which outperforms temporal MMCBR by 64%, T-SLTM by 26%, and time fusion CNN by 26%. For hepatorenal syndrome predictions, our method achieved an AUC value of 0.64, which is 29% better than that of temporal MMCBR (0.54). Overall, the evaluation results show that the proposed method significantly outperforms all the benchmarks, as measured by recall, F-measure, and AUC while maintaining comparable precision values.

Conclusions: The proposed method learns a short-term temporal representation from patient data to predict complication phenotypes and offers greater predictive utilities than prevalent data-driven techniques. This method is generalizable and can be
applied to different acute disease (illness) scenarios that are characterized by insufficient patient clinical data availability, temporal heterogeneities, and imbalanced distributions of important patient outcomes.

*J Med Internet Res 2021;23(2):e18372*  doi:10.2196/18372
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**Introduction**

**Background**

Acute diseases and illnesses require timely and specialized care of patients whose conditions change rapidly, often within 48 hours of admission [1]. These diseases tend to evoke serious complications that develop quickly and can become fatal. Severe complications hinder patient recovery, substantially reduce their quality of life, create long-term impairments, and even cause death [2]. In general, a complication may have multiple subtypes or phenotypes, which signify and display distinct disease presentations [3,4]. Because phenotypes involve distinct symptoms and manifestations that require specific interventions, effective predictions of crucial complication phenotypes are crucial for physicians’ timely diagnoses and therapeutic treatments to improve patient management and reduce mortality rates.

Several data-driven techniques aim at identifying phenotypic expressions from electronic health records (EHRs) and use them to predict important clinical events, such as complications [5]. Predictive analytics helps advance such data-driven approaches to predict complication phenotypes; however, this ability presents various challenges in acute disease scenarios for several reasons. First, in the early stages of an acute disease, essential clinical features and characteristics (eg, risk factors) associated with complication phenotypes may not be sufficiently available to predict the phenotypic outcomes. This data insufficiency constraint can greatly reduce the predictive utilities of data-driven techniques [6]. Second, patients undergo various laboratory tests, medical examinations, and therapeutic treatments, which are administered at different frequencies and time intervals. The resulting temporal heterogeneities (eg, pattern, time interval, frequency) create additional difficulties for phenotype predictions. Third, for any particular acute disease, crucial complication phenotypes may arise in a relatively small proportion of patients, further causing imbalanced distributions of patient outcomes.

**Objectives**

To address these challenges for effective complication phenotype predictions, we propose a novel recurrent neural network (RNN)-based method that incorporates a latent regulator (RNN-LR). Our method generates a temporal feature space representation with a recurrent neural network to cope with temporal heterogeneities in patients’ conditions and disease progression and then uses the latent regulator to mitigate the data insufficiency constraint. We used a data set of 6545 patients with peritonitis to evaluate the ability of the proposed method to predict acute hepatic encephalopathy (AHE) [7] and hepatorenal syndrome (HRS) [8]—two crucial phenotypes of hepatic complications that can develop after surgical procedures for peritonitis (eg, laparotomy). Although only a small proportion of patients with peritonitis develop these phenotypes, they are life threatening and difficult to predict [7,9].

The following three benchmark methods are evaluated in our study: temporal multiple measurements case-based reasoning (MMCBR) [10], time-aware long short-term memory (T-LSTM) network [11], and time fusion convolutional neural network (CNN) [12]. The results show that the proposed method significantly outperforms all the benchmarks, as measured by recall, F-measure, and area under the curve (AUC) while maintaining comparable precision values. Although our illustrative evaluation focuses on complication phenotypes of peritonitis, the proposed method is generalizable and applicable to predict phenotypes of other acute diseases that are characterized by insufficient patient clinical data availability, temporal heterogeneities, and imbalanced distributions of patient outcomes.

**Previous Work**

Diseases can exhibit distinct phenotypic expressions [13]. For example, macrovascular disease spans six phenotypes, each associated with distinct anthropometric, clinical, and laboratory parameters [14]. Patients diagnosed with a particular disease can have complications pertinent to multiple phenotypes. Supported by accurate predictions of crucial complication phenotypes, physicians can improve their clinical decision making and patient management. To that end, predictive analytics empowers in-depth analyses of the rich patient clinical data in EHRs for the improved care and management of patients with acute diseases and illnesses [5,15].

**Peritonitis**

Peritonitis, an acute disease, is caused by the inflammation of the peritoneum [1] and often develops from bacterial or fungal infections [16]. Upon diagnosis with peritonitis, patients need immediate treatment (typically within 3 days), because it can progress rapidly and develop into life-threatening sepsis or septic shock [1]. Patients with peritonitis have higher mortality rates than those without peritonitis [17]. Several factors, such as age, sex, clinical conditions, and the living environment are associated with peritonitis-related mortality [17].

As two crucial phenotypic expressions of hepatic complications after peritonitis surgery, AHE and HRS can cause severe patient outcomes [7,18]. For patients with peritonitis who also have liver cirrhosis, intestinal bacterial overgrowth inside the body is responsible for hyperammonemia, which leads to AHE [19]. Similarly, HRS is a crucial complication phenotype of peritonitis with advanced cirrhosis too, that is characterized by renal failure and major disturbances in the circulatory function [8].
underlying mechanisms of HRS may result from complex changes in splanchnic and general circulation, as well as systemic and renal vasoconstrictors and vasodilators [20]. Both phenotypes are clinically important; however, AHE is more severe than HRS because it can deteriorate in a matter of hours.

In general, AHE is diagnosed by liver specialists, whereas HRS is diagnosed by liver specialists and nephrologists. Clinically, the determination of each phenotype depends on laboratory results and the patient’s condition. Patients with AHE typically have hyperammonemia, hyperbilirubinemia, and central nervous system symptoms. Patients with HRS often display splanchnic arterial vasodilation and inflammation, which cause ascites and renal function impairment. Patients with AHE should receive lactulose and neomycin enema, which are infrequently used for other conditions according to the national health reimbursement policies in Taiwan. Thus, the occurrence of AHE can be assessed by the patient’s condition. Patients with HRS are usually prescribed albumin and terlipressin, which can then be used to determine the occurrence of HRS. Each phenotype has a particular ICD-9 code: 572.2 for AHE and 572.4 for HRS.

The heterogeneity and variability in manifestations of hepatic encephalopathy among patients make it difficult to assess or predict patient conditions [21,22]. Previous studies have shown that AHE may be present in 50%-70% of patients with peritonitis who have cirrhosis, including those with abnormalities detectable only with psychometric testing [23]. The clinical manifestations of AHE include brain dysfunction and deep coma [7]. This phenotype represents a vital disease entity because the risk of dying within a year exceeds 60% after its development [24]. Furthermore, patients with spontaneous bacterial peritonitis have an estimated 30% chance of developing HRS [20]. Clinically, the only curative treatment for AHE and HRS is liver transplantation, but systemic infection is a contraindication to liver transplantation. Without timely detection and proper interventions, AHE and HRS can develop rapidly, create patient impairments, lead to life-threatening conditions, and have alarming mortality rates [7,9]. These phenotypes have unique clinical characteristics and features that can be analyzed with data-driven analytics for prediction.

Overall, existing data-driven techniques for phenotype predictions can be classified as rule-based, machine learning–based, or deep learning–based. We review the representative studies of each in the upcoming sections.

Rule-Based Phenotype Predictions

Rule-based techniques [25-29] use clinically important features to depict the underlying phenotypes. A typical rule-based technique iteratively updates heuristic rules until its sensitivity and specificity satisfy the prespecified thresholds. Developing heuristic rules is labor intensive and time consuming because it requires iterative rule generation and substantial involvement from human experts. The prediction of disease phenotypes entails the extraction of clinically important features; essential features and their combinations in turn indicate the underlying disease phenotype. Guided by domain knowledge, previous research has developed heuristic rules to extract essential features (eg, medications, laboratory results, diagnoses) from EHRs for phenotype predictions, and then updated the extracted rules iteratively until sensitivity and specificity reached the prespecified levels. For example, the rule-based eMERGE technique uses EHRs, in combination with DNA biorepositories, to identify diabetic phenotypes and medication-induced liver lesions [29].

Machine Learning–Based Phenotype Predictions

Machine learning techniques coupled with EHRs can support and enhance the care and management of patients with peritonitis. For example, by integrating cellular and soluble biomarkers, support vector machines and tree-based algorithms can help physicians in predicting pathogen-specific immune responses of patients with peritonitis and guide them to formulate optimal antibiotic and operative therapies [30]. Previous research has also applied machine learning algorithms to predict phenotypes [5,28].

Existing machine learning–based techniques can be categorized as clustering analysis, graph-based learning, and probabilistic modeling. Techniques that rely on clustering analysis create phenotype clusters, such that patients in the same phenotypic cluster are more similar to one another than to patients in a different cluster. In essence, clustering analysis–based techniques [5,31] generate patient clusters so that patients with similar phenotypic expressions are in the same cluster. They usually use cross-sectional patient data to produce distinct clusters at a given time or analyze longitudinal clinical data to infer phenotypes that remain consistent over time [5]. However, existing clustering algorithms cannot deal robustly with high-dimensional patient data, and their applications are restricted to smaller, more homogenous data sets [5]. Most clustering-based techniques are applied to patient data at a single time point. Thus, clustering analyses of temporal data would require multiple applications of the chosen technique at different time points [31], further creating instability in the resulting phenotype clusters.

Graph-based techniques [32-34] can cope with temporal heterogeneities in longitudinal patient data (eg, pattern, time interval, frequency). They often assume sequential linkages of distinct clinical events and represent those events as temporally connected nodes in a graph [32]. However, this assumption does not always hold clinically. For example, patients frequently and concurrently receive multiple laboratory tests, treatments, or therapeutic procedures. Moreover, the graph construction process does not include laboratory results (values) that can be essential for inferring clinical outcomes [32]. In addition, probabilistic modeling can uncover the underlying phenotypes. For example, Pivovarov et al [35] propose UPhenome—an unsupervised, generative probabilistic model that can learn phenotypes from heterogeneous patient data. To identify chronic obstructive pulmonary disease subtypes that are similar in progression characteristics, Ross et al [36] develop a novel Bayesian nonparametric model that uses disease trajectory to represent the underlying biological or genetic similarity within the subtype.

The crucial peritonitis complication phenotypes that we study—AHE and HRS—can occur rapidly without any predictive signs, thereby hindering the use of conventional machine learning techniques for predictions. Recent
advancements in deep learning promise better predictions of patient outcomes [37,38] because they can learn from clinical sequences to account for complex patterns and relationships in sequential inputs. To illustrate, representation learning can extract complex relationships and nonlinearities among temporal events. Moreover, deep learning architectures, such as recurrent and convolutional neural networks, can be applied to better predict patient outcomes [39-41]. In the following sections, we review representative deep learning–based techniques that can deal with high-dimensional and temporally heterogeneous patient data.

**Deep Learning–Based Phenotype Predictions**

The use of predictive analytics for clinical decision support and patient management often involves large amounts of heterogeneous patient clinical data and needs to consider temporal relationships [42]. Fueled by fast-growing computational power and proliferating EHRs, deep learning has been applied in a broad array of diagnostic tasks, including those related to phenotypes [43,44]. For example, reconstructed RNNs with rectified linear units can compute imputing values in genotypic data to predict phenotype sequences [45]. Deep autoencoder techniques for unsupervised feature learning help clinicians in identifying acute leukemia phenotypes [46]. By combining latent representation learning of deep neural networks and causal inferences, Kale et al [40] discovered latent phenotypes that are causally predictive of clinical outcomes in patients in the intensive care unit. Moreover, deep RNNs can model multivariate clinical time series in a large data set and then transfer the knowledge to the limited labeled instances to classify the phenotypes of patients in the intensive care unit [47]. Existing literature suggests the value and feasibility of using deep learning in different diagnostic tasks and clinical contexts.

Particularly, EHRs contain rich, longitudinal patient clinical data that can be modeled as RNNs that can represent patients’ records in an accurate and robust way [48]. These networks are effective for modeling patient (clinical) records as temporal logs of diagnostic results. For a particular patient, the state of disease or illness at time $t$ is a summary of the diagnostic records before $t$. With each record represented as a feature vector, the vectors at different time points can provide sequential inputs to an RNN. The outputs at time $t+1$ can be used to produce a vector that represents the patient’s state at $t+1$. Such patient-level vector representations can be further input into other (hidden) layers of the neural network to predict clinical outcomes (eg, readmission, mortality, complications). For predictive analytics in clinical scenarios, RNN-based deep learning architectures may be advantageous over traditional machine learning techniques. For example, an RNN can reduce or prevent adverse drug events by integrating heterogeneous, multidimensional drug data from different sources [49]. In addition, by coping with various clinical and temporal data, an uncertainty-aware convolutional RNN can predict patient mortality, with uncertainty denoting the irregular time intervals in patients [50].

**Cost-Sensitive Learning**

Many clinical diagnoses feature relatively few crucial cases among patients, which need to be properly addressed by data-driven techniques for prediction. If a sample has a substantially fewer number of minority class cases, standard classifiers generally cannot perform well because their predictions tend to steer toward the majority class. Cost-sensitive learning can address the imbalanced distributions of patient outcomes in a sample. It considers the misclassification cost (and possibly other costs) by assigning a high penalty (cost) to the misclassifications of a minority-class instance, without modifying the original data distribution in the sample [51]. Such learning essentially shifts the bias of a classification model in the favor of the minority class. By adjusting the costs associated with different misclassified labels [52], and with the goal of minimizing the total cost, cost-sensitive learning can produce greater predictive utilities. In many clinical scenarios, the minority class is relatively more important and has a higher misclassification cost. However, the overall performance of a classification model, whether machine learning– or deep learning–based, can be dominated by the majority-class instances. This issue may be addressed by combining evaluation results (eg, F-measure, AUC) and the costs associated with different outcome classes (eg, complication phenotypes) to optimize the cost parameter for effective classifications [51].

**Research Gaps**

This review of extant literature reveals several gaps. First, existing prediction techniques may be inadequate or ineffective for acute disease scenarios because previous phenotype research focuses largely on patients with chronic diseases [53,54], whose clinical conditions change less drastically than those of patients with acute diseases. In addition, patients with chronic diseases usually have fewer complications that develop rapidly and have more clinical data available for predictions compared with patients with acute diseases. Second, most previous research works [5,40,46,55] tend to overlook the data insufficiency constraint, which limits the use of early disease stage patient data to build effective computational models for predicting complication phenotypes. Several studies have identified disease phenotypes by assuming full patient data availability [40,46]; however, clinical data captured in the early stages of an acute disease may lack essential information for predicting complication phenotypes. Some important clinical characteristics and factors of complication phenotypes may be available in the early stages but are not sufficiently informative for predicting phenotypic outcomes. Third, complication phenotypes associated with an acute disease often have an imbalanced distribution of different outcomes. Fourth, the clinical efficacy of data-driven techniques for complication phenotype predictions still requires adequate empirical evaluations, especially in acute disease situations that feature data insufficiencies and imbalanced distributions of patient outcomes. Effective complication phenotype predictions need to address these challenges and consider patients’ heterogeneities and disease progression variations over time while coping with the data insufficiency constraint. We propose a deep learning–based method that leverages temporal feature space representation to address temporal heterogeneities in patient data. Although previous research works have acknowledged the importance of unobserved latent factors for influencing phenotypes [40,56], few studies have explicitly considered such factors for
phenotype predictions. As a remedy, we incorporate a latent parameter matrix to account for unobserved (subsequent) patient condition and disease progression variations. In addition, our method addresses missing values in patient data and includes cost-sensitive learning, which can address imbalanced outcome distributions by combining evaluation results (F-measure and AUC) and the cost associated with each complication phenotype to optimize cost parameters for an improved predictive performance.

**Methods**

We elaborate on the proposed method in Figure 1. As shown in the figure, this method involves data preparation, temporal feature space representation, model construction, and model evaluation.

**Data Preparation**

Missing data prevail in many clinical scenarios and create fundamental challenges for predictive analytics [57]. Patients with acute diseases are often closely monitored with various laboratory tests, but missing values arise when the test results are not properly and consistently recorded because of the physician’s preference, recording errors, or other reasons. For data preparation, we perform expert-guided feature selection to identify the clinical attributes and laboratory tests that are essential to a severe complication and then employ a deep autoencoder-based model to impute missing values for these features. The deep autoencoder model [58] identifies patients similar to the focal patient and uses their attribute values to infer and replace the patient’s missing values [59]. Because only a relatively small proportion of patients may develop severe complications, we apply the SMOTEENN (Synthetic Minority Oversampling Technique–Edited Nearest Neighbors) algorithm [60] to address the imbalanced distributions of different outcome classes.

**Temporal Feature Space Representation**

Patient data, including vital signs and laboratory results, are longitudinal and pertain to different clinical events over time. A clinical sequence reflects the patient’s disease progression and has heterogeneous characteristics that may prevent clinically actionable insights. To extract acute disease progression from sequential (clinical) events, we apply sequence embedding, which is a feature leaning technique that projects sequential events into vectors of numeric numbers. In general, patients sharing similar clinical conditions are closer in distance than otherwise. Therefore, we used a temporal representation to depict each patient’s disease progression. We assume that a patient \( p \) has a set of temporal clinical events \( \mathcal{E} \) that occur between time \( \mathcal{E}_1 \) and \( \mathcal{E}_m \). At each time point \( \mathcal{E}_i \), a patient may have multiple temporal features (eg, test results, diagnoses), denoted by \( \mathcal{F} \), where \( m \) indicates the number of diagnosis categories at \( \mathcal{E}_i \). In addition, each patient has demographic data (eg, sex, age), represented as \( \mathcal{D} \), where \( P \) is the total number of patients. With observed clinical (event) sequences, we can construct a temporal feature representation \( \mathcal{F} \) for that patient:

\[
\mathcal{F} = \{ \mathcal{E}_i, \mathcal{D}_i \}_{i=1}^{P}
\]

Where \( \mathcal{F} \) is a function that can project the temporal clinical sequences to the temporal feature representation \( \mathcal{F} \).

**Model Construction**

Variations that exist in patients’ conditions and disease progression cannot be fully explained by patients’ demographics, laboratory results, and therapeutic (surgical) data [61]. Therefore, we include an additional parameter matrix \( \mathcal{L} \), which serves as a latent regulator to account for disease progression information or underlying mechanisms related to complication phenotypes. In addition, \( \mathcal{L} \) refers to the disease progression space and comprises information extracted from clinical data available in early disease stages; that is, \( \mathcal{L} \) is the temporal feature space extracted from patients’ clinical data. The data available in the early stages of an acute disease are usually limited and cannot reveal a patient’s subsequent progression or effectively predict complication phenotypes. To alleviate this constraint, \( \mathcal{L} \) acts as a latent regulator, independent of the disease progression space \( \mathcal{F} \) to account for unobserved variations in the subsequent patient condition and disease progression.

We assume a combined effect of \( \mathcal{F} \) and \( \mathcal{L} \), for which \( \mathcal{F} \) is generalized with iterative clinical feature updates, according to

\[
\mathcal{L} = \text{Optimize cost parameters for an improved predictive performance.}
\]

**Figure 1.** Overall processing of recurrent neural network-latent regulator. EHR: electronic health record.
learning, gradually converges to a stable range, as depicted in Figure 1. For testing, the parameter matrix facilitates phenotypic predictions for individual patients. Although severe complications represent the minority class in patient data, they have profound effects on patient outcomes and health care costs. Hence, we employ cost-sensitive learning to better predict the minority class, according to the respective misclassification costs, by applying the cost matrix to penalize incorrect predictions (misclassifications). Figure 2 presents the proposed RNN-LR method.

Figure 2. Proposed latent regulator-embedded recurrent neural network method.

Our method minimizes the expected costs of incorrect phenotype predictions, calculated as:

\[
d(p) = \text{demographic and clinical information (eg, gender, age) for patient p}
\]

\[
s_{p}^{T} = \text{sequential lab tests or treatments at time } \tau
\]

\[
h_{k}^{*} = \text{the number of hidden layers}
\]

where \(d(p)\) is the learning function of \(x\) and reveals the combined effect of disease progression and a latent regulator on prediction, \(K\) denotes the total number of classes, \(c(k, i)\) indicates the cost of misclassifying an instance of class \(k\) as class \(i\), \(P\) estimates the probability of class \(i\), given \(x\). As shown in Figure 2, \(s_{p}^{T}\) and \(h_{k}^{*}\) serve as input to the second multilayer neural network and thereby are mapped into the phenotype space. We use a SoftMax function to estimate the probability that an instance is classified as each distinct outcome class. In the output layer, the \(i\)th node contains weight \(c_{i}\) and bias \(d_{i}\). For each phenotype outcome class, the probability of phenotype \(i\), given \(x\) can be calculated as:

\[
P(x) = \frac{e^{c_{i}P(x)}}{\sum_{j=1}^{K} e^{c_{j}P(x)}}
\]

Finally, we employ cross-entropy as a loss function to learn and optimize the model parameters:

\[
\text{Loss} = -\sum_{i=1}^{K} y_{i} \log(P(x))
\]

Thus, parameters get updated through Adam optimizer and back propagation.

**Data**

**Data Sources**

We obtained a clinical data set from the Department of Laboratory Medicine at the Chang Gung Memorial Hospital, which is accredited by the Taiwan Accreditation Foundation and approved by the American College of Pathologists [62,63]. This data set consists of 10,354 records pertaining to 6545 patients who underwent peritonitis surgery between 2003 and 2015. Designated professionals at the hospital integrated patient records in EHRs, according to the common format of the Chang Gung Research Database (CGRD) that provides standardization and facilitates data extraction, transformation, and loading for analyses [64].

The CGRD links directly to the National Health Insurance Research Database (NHIRD), which informs reimbursement decisions [62,63]. To prevent fraud and contain costs, the National Health Insurance Administration of the Ministry of Health and Welfare performs frequent, random audits. Thus, the data in the NHIRD and CGRD are reliable and accurate. Information systems professionals at the hospital also assessed the data conversion process and integrity to ensure that all patient records (including diagnoses and laboratory results) are correctly transferred to the CGRD without errors or losses [64]. Experienced personnel from the Research Institute of Chang Gung Memorial Hospital assisted us in compiling the data set. In particular, they performed data preprocessing and consolidation to ensure that each patient’s records were collected within the same time interval.
Data Processing and Details

In the data set, each laboratory test has a time stamp that indicates when the results are available (reported). We used the date of peritonitis surgery as the starting point and collected patient data over the next 3 days. This procedure ensured that all patient records were collected within the same time interval after surgery. Each patient had at least one clinical record within the three-day window. Specifically, 3665 patients had 1 clinical record, 1951 patients had 2, and 929 patients had 3 clinical records. Each record contains the patient’s demographic and clinical data (eg, age, sex, comorbidity) and potentially multiple laboratory results, which we used to predict the complication phenotypes (AHE, HRS, or neither).

Table 1 summarizes the patient demographic and clinical variables in the data set. We adopted the International Classification of Diseases, Ninth Revision, Clinical Modification comorbidity coding algorithm [65] to define the Charlson comorbidities in administrative and clinical data. Accordingly, the comorbidity types in our study span 17 categories, from mild liver disease to moderate or severe liver disease to myocardial infarction. Among the 6545 peritonitis patients in the data set, 41 developed AHE, and 174 developed HRS, that is, the distribution of different outcome classes (AHE, HRS, or neither) is highly imbalanced. Furthermore, AHE and HRS have profound implications for patient outcomes and mortality. For example, 9 of the 41 patients with AHE in the sample died, with a mortality rate of 22%; patients with AHE or HRS had an average length of stay of 25 days (hospitalization), whereas patients without these phenotypes had an average of 17 days.
## Table 1. Summary of patient demographic and clinical variables in the peritonitis data set.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Type</th>
<th>Value or range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable name</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient_ID</td>
<td>String</td>
<td>Unique patient ID.</td>
<td>Patient ID</td>
</tr>
<tr>
<td>Inpatient_ID</td>
<td>String</td>
<td>Unique inpatient ID</td>
<td>Inpatient ID</td>
</tr>
<tr>
<td>Sex</td>
<td>Integer</td>
<td>0 or 1</td>
<td>Male or female</td>
</tr>
<tr>
<td>Age (&lt;20, 20-60, or &gt;60 years)</td>
<td>Integer</td>
<td>(0-102)</td>
<td>Patient’s age</td>
</tr>
<tr>
<td><strong>Inpatient variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGTM(^a)</td>
<td>Integer</td>
<td>(0-136)</td>
<td>The number of hospitalizations before peritonitis surgery</td>
</tr>
<tr>
<td>Comorbidities (including malignant tumor)</td>
<td>String</td>
<td>[Mild liver disease, ..., Renal disease]</td>
<td>17 classified comorbidities that include liver disease, according to ICD-9(^b) coding algorithms [65]</td>
</tr>
<tr>
<td>Operation category</td>
<td>String</td>
<td>0, 1, 2, 3, 4, 5, or 6</td>
<td>Seven categories in total (adopted from ICD-9-CM(^c)): cholecystitis or cholangitis, appendicitis, hollow organ perforation, bowel ischemia, intestinal obstruction, hernia with bowel gangrene, hernia with bowel obstruction</td>
</tr>
<tr>
<td>Complication pneumonia</td>
<td>Integer</td>
<td>0 or 1</td>
<td>Whether a patient has pneumonia</td>
</tr>
<tr>
<td>Complication UTI(^d)</td>
<td>Integer</td>
<td>0 or 1</td>
<td>Whether a patient has UTI</td>
</tr>
<tr>
<td>Complication SSI(^e)</td>
<td>Integer</td>
<td>0 or 1</td>
<td>Whether a patient has SSI</td>
</tr>
<tr>
<td><strong>Laboratory test results</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albumin</td>
<td>Float</td>
<td>(0.19-5.5 g per dL)</td>
<td>Serum albumin level</td>
</tr>
<tr>
<td>Amylase</td>
<td>Float</td>
<td>(5-11873 U per L)</td>
<td>Serum amylase</td>
</tr>
<tr>
<td>BNP(^f)</td>
<td>Float</td>
<td>(21.49-4942 pg per ml)</td>
<td>Levels of B-type natriuretic peptide</td>
</tr>
<tr>
<td>BUN(^g)</td>
<td>Float</td>
<td>(1-281 mmol per L)</td>
<td>Blood urea nitrogen</td>
</tr>
<tr>
<td>Band(^h)</td>
<td>Float</td>
<td>(0.3-76)</td>
<td>Band neutrophil</td>
</tr>
<tr>
<td>Ca(^i)</td>
<td>Float</td>
<td>(0.8-14.49 mg per dL)</td>
<td>Calcium in blood</td>
</tr>
<tr>
<td>CR(^j)</td>
<td>Float</td>
<td>(0.07-34.2 mg per dL)</td>
<td>Serum creatinine</td>
</tr>
<tr>
<td>CRP(^k)</td>
<td>Float</td>
<td>(0.2-679.2 mg per L)</td>
<td>C-reactive protein test</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>Float</td>
<td>(1-63.2%)</td>
<td>Hematocrit test (proportion of red blood cells in the blood)</td>
</tr>
<tr>
<td>INR(^l)</td>
<td>Float</td>
<td>(0.79-12)</td>
<td>International normalized ratio of prothrombin time</td>
</tr>
<tr>
<td>K(^m)</td>
<td>Float</td>
<td>(1.60-18.86 mEq per L)</td>
<td>Blood potassium test</td>
</tr>
<tr>
<td>Lactate</td>
<td>Float</td>
<td>(5.49-240.6 mmol per L)</td>
<td>Level of lactic acid</td>
</tr>
<tr>
<td>Leukocyte (WBC(^n))</td>
<td>Float</td>
<td>(0.2-141.5x10(^9) per L)</td>
<td>White blood cell count</td>
</tr>
<tr>
<td>Platelets</td>
<td>Float</td>
<td>(0.7-1373x10(^9) per L)</td>
<td>The number of platelets in blood</td>
</tr>
<tr>
<td>Prealbumin</td>
<td>Float</td>
<td>(2-44.59 mg per dL)</td>
<td>Prealbumin in blood</td>
</tr>
<tr>
<td>Procalcitonin</td>
<td>Float</td>
<td>(4.56-45.49 µg per L)</td>
<td>Blood test to diagnose sepsis</td>
</tr>
<tr>
<td>Total bilirubin</td>
<td>Float</td>
<td>(0.1-56.54 mg per dL)</td>
<td>Total amount of bilirubin in blood</td>
</tr>
<tr>
<td>Na(^o)</td>
<td>Float</td>
<td>(10-190 mEq per L)</td>
<td>Blood sodium test</td>
</tr>
<tr>
<td><strong>Target variable (crucial complication phenotype to be predicted)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complication phenotype</td>
<td>Categorical</td>
<td>AHE(^p), HRS(^q), or Neither</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)DGTM: number of hospitalization before peritonitis surgery.  
\(^b\)ICD-9: International Classification of Diseases, Ninth Revision.
For the 41 patients with AHE in the sample, the complication phenotype occurred between 6 and 17 days after peritonitis surgery, with a mean of 13 days. For the 147 patients with HRS, the complication phenotype developed between 4 and 47 days after the surgery, with a mean of 14 days. In their clinical trial, Huang et al [66] reported a survival curve that indicated that most patients discontinued antibiotic treatment within 3 days after peritonitis surgery, suggesting that AHE and HRS seldom occur within those 3 days. In general, complication phenotypes, including AHE and HRS, arise approximately 2 or 3 weeks after peritonitis surgery [66,67]. For example, HRS is characterized by a rapid, progressive impairment of renal function. Furthermore, it develops, on average, about 2-3 weeks after peritonitis surgery [68,69]. Similarly, patients develop AHE approximately 2 weeks after peritonitis surgery [70,71]. The combined evidence from the relevant literature and clinical findings indicates the appropriateness of using the data available 3 days after surgery to predict subsequent AHE and HRS occurrences.

Descriptive Statistics
We provide some descriptive statistics related to gender, the number of hospitalizations before peritonitis surgery, and different complication phenotypes (ie, AHE, HRS, and neither) in the data set. The average number of hospitalizations before surgery was slightly lower for AHE and HRS than for neither: 2.6 for AHE, 2.4 for HRS, and 2.7 for neither. Both male and female patients had a similar number of hospitalizations: approximately 2.5 times. Female patients with neither of the diseases had more hospitalizations (about 3.2 times) than their male counterparts. These differences in part reflect the risk: both AHE and HRS may arise abruptly, even without many previous hospitalizations.

We also analyzed the relationships of sex, complication phenotypes, and the length of stay after surgery. As shown in Figure 3, both AHE and HRS induce longer lengths (20 days+) after surgery, whereas for neither, the length of stay was approximately 17 days. The longer length of stay associated with AHE and HRS again underscores the importance of phenotype predictions. For AHE, male patients had a longer length of stay than female patients, but we observed an opposite pattern for HRS.
**Evaluation Design**

**Benchmark Techniques**

In total, three prevalent techniques were included in the evaluation as benchmarks: temporal MMCBR \[10\], time fusion CNN \[12\], and T-LSTM \[11\]. First, temporal MMCBR performs clustering analyses to identify similar (patient) temporal sequences in a sample \[10\]; therefore, it can handle temporal patient data that vary in their time intervals and granularity. Second, time fusion CNN, a deep learning–based technique, learns patient representations and measures pairwise similarity in temporal patient data to capture important characteristics specific to individual patients \[12\]. Third, patient subtyping through T-LSTM, another deep learning–based technique, can cope with patient data that feature temporal heterogeneities by employing autoencoders to learn patient representations, which helps cluster patients into subtypes \[11\]. Our benchmarks do not include graph-based techniques because concurrent laboratory tests in the data set make them inadequate for representing patient conditions and disease progression in a 2D graph. We also exclude probabilistic modeling that offers limited predictive utilities in situations involving imbalanced samples. In the evaluation, the proposed method and all benchmark techniques employed the same cost-sensitive matrix.

**Implementation and Parameter Tuning**

All the evaluations were performed on a computer with a dual-core processor of 2.7 GHz and 8 GB of memory, running macOS Catalina. We used the SMOTEENN algorithm from the Python imbalanced-learn library and applied the Python Shapley Addictive Explanations (SHAP) package to obtain SHAP values for the feature importance analysis. The proposed method and benchmark techniques were implemented using PyTorch. Our method constructs an 8-layer RNN to map the disease progression space with a latent regulator and adopts a multilayer perceptron neural network with three dense layers to predict complication phenotypes. Specifically, the RNN embedding produces a 2D vector, 8x8 in size, which depicts the temporal disease progression space. We randomly split the data set into 80% for training and 20% for testing. The testing set had 12 AHE cases, 35 HRS cases, and 1262 neither cases. For misclassified labels, we set the initial cost parameter for each phenotype (AHE or HRS) to 200, in line with a related research \[72\]. We performed a series of parameter tuning analyses, and then used the results to determine essential hyperparameter values (Table 2), including an optimal number of layers for each neural network.
Table 2. Essential hyperparameters used in the proposed method.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate ($\gamma$)</td>
<td>0.01</td>
</tr>
<tr>
<td>Latent regulator size</td>
<td>8×8</td>
</tr>
<tr>
<td>Drop rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of layers</td>
<td>8</td>
</tr>
<tr>
<td>Units in each layer</td>
<td>16</td>
</tr>
<tr>
<td>Weight decay ($\lambda$)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

A clinical record contains the results of the laboratory tests prescribed by the physician, that is, a record has one timestamp. As noted, patients in the data set have different numbers of records within the 3-day window after peritonitis surgery, which are used for model construction. Because the proposed RNN-LR method requires the same number of clinical records for each patient, we employed zero padding to ensure that each patient had three sequential records. As a result, the data set contains a total of 19,635 clinical records: 6545 patients × 3 (sequential) records. We illustrate the zero-padding process in Figure 4. If a patient has only one clinical record within the 3-day window, we place that record at the end of the sequence and fill the first 2 records with zeroes, according to the length of the longest sequence (three). Hence, our method uses input sequences of the same length for model training.

Figure 4. Use of zero padding to prepare clinical records for the proposed recurrent neural network-latent regulator method.

We used the ReLU for activation and the cross-entropy function for optimization. Finally, the Adam optimizer was applied to update the model parameters. Figure 5 presents the learning curves of the proposed method versus benchmark techniques [73]. As shown, the hyperparameters appear to converge toward optimality after 100 epochs. Notably, our method consistently achieves a greater AUC than the benchmark techniques after 60 epochs.
**Performance Measures**

We evaluated predictive performance in terms of recall, precision, F-measure, and AUC. In line with previous research works [74,75], we adopted the one-against-all strategy to examine the respective techniques across different performance measures and outcome classes. To illustrate, we combine HRS and neither as a single class to calculate the precision, recall, and F-measure while evaluating AHE predictions. This approach reduces 3 outcome classes to 2 (AHE and no AHE), with AHE as the positive class and no AHE as the negative class. Similarly, we consider HRS as the positive class and no HRS as the negative class while assessing HRS predictions. Recall, or sensitivity, indicates the fraction of correctly predicted positive observations among all actual positive-class observations, calculated as:

\[ \text{Recall} = \frac{TP}{TP + FN} \]

Precision, or positive predictive value, denotes the ratio between the correctly predicted positive (or negative) observations and the total predicted positive (or negative) observations, calculated as:

\[ \text{Precision} = \frac{TP}{TP + FP} \]

A high recall value reflects the ability to predict patients who will develop AHE or HRS, whereas a high precision value signals a low false positive rate. The F-measure is the harmonic mean of precision and recall, with 1 indicating the best performance and 0 indicating the worst [76], calculated as:

\[ \text{F-measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

Finally, the AUC depicts a technique’s overall ability to distinguish different outcome classes across various threshold values. Because we apply the one-against-all strategy in the evaluation, the AUC reveals a technique’s performance relative to a random classification, without any biases associated with the sample size used in the evaluation.

**Results**

**Imputation Performance**

We evaluated the performance of several prevalent missing value imputation techniques: multivariate imputation by chained equations [77], SoftImput [78], a K-nearest neighbors technique [79], and a deep autoencoder model [58]. To compare their effectiveness, we randomly removed 20% and 30% of the laboratory results from the data set, applied each technique to impute the missing values, and then calculated the normalized root mean squared error between the predicted and holdout values. The NRMSE is the difference between the imputed and the holdout values divided by the average value of the complete data. As shown in Table 3, the deep autoencoder model, which we incorporated into the proposed method, consistently exhibits the best imputation performance consistently.
Table 3. Missing value imputation performance of respective techniques.

<table>
<thead>
<tr>
<th>Technique (reference)</th>
<th>NRMSE(^a)</th>
<th>20% imputation performance</th>
<th>30% imputation performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MICE(^b) [77]</td>
<td>0.8479</td>
<td>0.8886</td>
<td></td>
</tr>
<tr>
<td>SoftImpute [78]</td>
<td>0.8546</td>
<td>0.9044</td>
<td></td>
</tr>
<tr>
<td>KNN(^c)-based imputation [79]</td>
<td>1.0209</td>
<td>1.0044</td>
<td></td>
</tr>
<tr>
<td>Deep autoencoder model [58]</td>
<td>0.7926</td>
<td>0.8453</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)NRMSE: normalized root mean squared error.
\(^b\)MICE: multivariate imputation by chained equations.
\(^c\)KNN: K-nearest neighbors.

Prediction Performance Evaluation

Table 4 presents the results of prediction evaluation. Overall, the proposed method outperforms all the benchmarks for predicting AHE and HRS, as measured by recall, F-measure, and AUC. Because recall indicates the ability to identify patients who are likely to develop AHE or HRS, it is arguably more important than precision. For predicting AHE, our method achieves 27%-147% improvements in recall, 26%-64% in AUC, and 56%-100% in the F-measure compared with the benchmarks. For HRS predictions, we observed 5%-300% improvements in recall, up to 19% improvement in AUC, and up to 30% in the F-measure. The recall level achieved by our method, recorded at 0.42 for AHE and 0.40 for HRS, is significantly higher than that of the best-performing benchmark (T-LSTM). Similarly, the AUC values attained by the proposed method, 0.82 for AHE and 0.64 for HRS, are significantly greater than those of T-LSTM or time fusion CNN. Jointly, the F-measure and AUC values attained by the proposed method indicate its greater effectiveness in predicting the crucial complication phenotypes than the benchmark techniques because of its high recall and comparable precision. Together, these results reveal that the proposed method can help physicians concentrate on patients who are more likely to develop severe complications.
Table 4. Prediction performance of the proposed method versus benchmark techniques.

<table>
<thead>
<tr>
<th>Technique and outcome class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal MMCBR</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.20</td>
<td>0.17</td>
<td>0.18</td>
<td>0.50</td>
</tr>
<tr>
<td>HRS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.09</td>
<td>0.10</td>
<td>0.10</td>
<td>0.54</td>
</tr>
<tr>
<td>Neither</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.54</td>
</tr>
<tr>
<td><strong>Time fusion CNN</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHE</td>
<td>0.12</td>
<td>0.33</td>
<td>0.18</td>
<td>0.65</td>
</tr>
<tr>
<td>HRS</td>
<td>0.06</td>
<td>0.38</td>
<td>0.10</td>
<td>0.67</td>
</tr>
<tr>
<td>Neither</td>
<td>0.97</td>
<td>0.81</td>
<td>0.88</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>T-LSTM</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHE</td>
<td>0.09</td>
<td>0.33</td>
<td>0.14</td>
<td>0.65</td>
</tr>
<tr>
<td>HRS</td>
<td>0.05</td>
<td>0.27</td>
<td>0.09</td>
<td>0.68</td>
</tr>
<tr>
<td>Neither</td>
<td>0.97</td>
<td>0.84</td>
<td>0.90</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>RNN-LR</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHE</td>
<td>0.21</td>
<td>0.42</td>
<td>0.28</td>
<td>0.82</td>
</tr>
<tr>
<td>HRS</td>
<td>0.08</td>
<td>0.40</td>
<td>0.13</td>
<td>0.64</td>
</tr>
<tr>
<td>Neither</td>
<td>0.98</td>
<td>0.85</td>
<td>0.91</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUC: area under the curve.

<sup>b</sup>MMCBR: multiple measurement case-based reasoning.

<sup>c</sup>AHE: acute hepatic encephalopathy.

<sup>d</sup>HRS: hepatorenal syndrome.

<sup>e</sup>CNN: convolutional neural network.

<sup>f</sup>T-LSTM: time aware long short-term memory.

<sup>g</sup>RNN-LR: recurrent neural network-latent regulator.

We performed paired t tests to examine whether the performance improvements achieved by our method over benchmark techniques are significant. Specifically, we independently evaluated each technique 100 times, and then used the results to test the significance of the performance differentials. As shown in Figure 6, the improvements in the weighted F-measure and AUC associated with our proposed method are statistically significant at P<.05. Table 5 details the paired t test results.

Figure 6. Predictive performances of our method versus benchmarks, 100 evaluation trials. AUC: area under the curve; CNN: convolutional neural network; MMCBR: multiple measurement case-based reasoning; RNN-LR: recurrent neural network-latent regulator; T-LSTM: time aware long short-term memory.
### Table 5. Paired t test results of improvements by our method over benchmark techniques.

<table>
<thead>
<tr>
<th>Proposed method (RNN-LR(^a))</th>
<th>AUC(^b)</th>
<th>Weighted F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-LSTM(^c)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time fusion CNN(^d)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temporal MMCBR(^e)</td>
<td>&lt;.05</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)RNN-LR: recurrent neural network-latent regulator.  
\(^b\)AUC: area under the curve.  
\(^c\)T-LSTM: time aware long short-term memory.  
\(^d\)CNN: convolutional neural network.  
\(^e\)MMCBR: multiple measurement case-based reasoning.

The relatively low precision values of both our proposed method and the benchmark techniques can be attributed to the highly imbalanced outcome class distributions: AHE and HRS cases only account for 0.6% and 1.1% of the sample, respectively. Figure 7 depicts the precision-recall curves that reveal their trade-off across different thresholds. Although both AHE and HRS have low precision and recall values because of their imbalanced distributions in the sample, a higher recall value for each phenotype could be achieved at the cost of a lower precision rate. Because AHE cases account for 0.6% of the sample, our method, in the best scenario, can correctly predict 20% of AHE cases, hence representing a substantial improvement over random guessing. For both AHE and HRS, the low AUC values do not necessarily convey poor performance; rather, they indicate that the imbalanced distributions make accurate phenotype predictions very difficult.

### Table 6. Confusion matrix of test sample predictions by the proposed method.

<table>
<thead>
<tr>
<th>Actual outcome class</th>
<th>Predicted outcome class</th>
<th>Predicted AHE(^a)</th>
<th>Predicted HRS(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual neither</td>
<td>1079</td>
<td>18</td>
<td>165</td>
</tr>
<tr>
<td>Actual AHE</td>
<td>7</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Actual HRS</td>
<td>20</td>
<td>1</td>
<td>14</td>
</tr>
</tbody>
</table>

\(^a\)AHE: acute hepatic encephalopathy.  
\(^b\)HRS: hepatorenal syndrome.

Table 6 presents the confusion matrix created by testing the case predictions with our method. Because neither account for the majority of the peritonitis sample, we observe a tendency to predict AHE or HRS as neither.
Value of Latent Regulator to Predictive Power

We incorporate a latent regulator in the RNNs as an important novelty of the proposed method. We therefore specifically examined its value regarding our proposed method’s predictive utilities. Table 7 summarizes the model’s predictive power, with and without the latent regulator. The method is more effective for predicting AHE if it includes the latent regulator, as indicated by the 40% improvement in recall, 24% in AUC, 31% in precision, and 33% in the F-measure, compared with its application without the regulator. For HRS, incorporating the latent regulator leads to an improvement of 7% in AUC, 14% in precision, and 18% in F-measure. These comparative results confirm that the value of the latent regulator (latent parameter matrix) is relative to techniques that only rely on available patient data.

Table 7. Predictive performance of the proposed method, with versus without the latent regulator.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Our method without latent regulator</th>
<th>Our method (RNN-LR)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Neither</td>
<td>AHE(^b)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.97</td>
<td>0.16</td>
</tr>
<tr>
<td>Recall</td>
<td>0.89</td>
<td>0.30</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.93</td>
<td>0.21</td>
</tr>
<tr>
<td>AUC(^d)</td>
<td>0.58</td>
<td>0.66</td>
</tr>
</tbody>
</table>

\(^a\)RNN-LR: recurrent neural network-latent regulator.

\(^b\)AHE: acute hepatic encephalopathy.

\(^c\)HRS: hepatorenal syndrome.

\(^d\)AUC: area under the curve.

Figure 7. Precision-recall curves for the proposed method regarding acute hepatic encephalopathy, hepatorenal syndrome, and neither of these conditions.
Ablation Analysis

Furthermore, we analyzed the proposed deep learning–based method with deep SHAP [80] to reveal the elements that contribute more predictive power. In essence, SHAP follows a game theoretic approach to analyze the output of a predictive model and indicate the marginal contributions of different features to predictions [80]. We categorized the predictors of our RNN-LR method as clinical indicators (eg, patient’s age, sex, and albumin level), RNN architecture (data representations in different units of RNN-LR output), and latent regulator (vectors in the parameter matrix), as shown in Figure 8. Having specified the different types of predictors, we used deep SHAP to identify variables that contribute more to our proposed method’s ability to predict complication phenotypes accurately.

Figure 8. Different predictors in our method and their contributions to predictive power. RNN: recurrent neural network; RNN-LR: recurrent neural network-latent regulator; Na: potassium.

In Figure 9, we sort the different features according to the mean SHAP values, which are approximations of their contributions to the predictions. As shown in the figure, RNN unit 6 contributes most to the method’s predictive utilities; that is, the sixth unit of the deep learning output provides the most valuable information to predict complication phenotypes. This feature is derived from diagnostic clinical outcomes (Table 1) and conveys the value of patient representation. Overall, the SHAP values indicate that 7 of the top 20 predictors relate to the RNN architecture, that is, the method’s architecture provides more important information to predict crucial complication phenotypes than clinical indicators or the latent regulator. Also, hidden 1 refers to the first column vector of the latent regulator and is the fourth most important predictor, which confirms that the latent regulator contains important information for predicting AHE and HRS. Bowel ischemia and malignancy are two important clinical indicators for predicting crucial complication phenotypes.
Summary

The evaluation results demonstrate the advantages of the proposed method (RNN-LR) over several prevalent techniques. Our method outperforms temporal MMCBR [10] because it employs a recurrent neural network to learn the underlying features of the patient’s condition and disease progression, rather than relying on available clinical data to perform clustering analyses. Time fusion CNN measures pairwise similarity in patient progression to predict complication phenotypes. In the presence of substantial missing values in patient data, as illustrated in our sample, pairwise similarity may not effectively capture clinical progression variations, which confines the predictive power of time fusion CNN [12]. Patient data, such as laboratory results, are gathered at different frequencies and time intervals. To address such temporal heterogeneities, T-LSTM learns patient representation from input (patient) data with different time intervals [11]. The proposed method instead imputes missing values in patient data to generate same-length input (data) sequences and achieves better predictive performance than T-LSTM. In particular, the use of a latent regulator, as an additional parameter matrix, to mitigate the information insufficiency constraint helps in capturing the underlying relationships of clinical factors to produce better predictions, together with the available patient clinical data. In summary, the proposed deep learning–based method addresses imbalanced outcome distributions in patient data and considers patient-level temporal heterogeneities to predict AHE and HRS by incorporating both a latent regulator and cost-sensitive analysis to extend back-propagation learning in deep neural networks.

Discussion

Principal Findings

This study offers several implications for health informatics and improved acute disease patient management. First, data insufficiencies represent a challenge to physicians’ patient care and management. This study highlights the promising use of a latent parameter matrix to alleviate this constraint by demonstrating its feasibility and clinical value in the prediction of crucial complication phenotypes. This latent parameter matrix can be modified or extended to accommodate other variables or hidden risk factors to more effectively predict important patient outcomes. Second, patient data are temporally heterogeneous, which creates another difficulty for clinically using EHRs and predictive analytics. Such heterogeneities can be addressed with effective missing data imputations that learn temporal feature representations from patient data to render increased predictive utilities. Unlike many existing techniques that overlook temporal heterogeneities or inconsistencies in patient data [56,81], we illustrate that an explicit incorporation of an effective representation for temporal heterogeneities can improve predictive performance. Third, imbalanced distributions of patient outcomes prevail in clinical scenarios, which creates an additional difficulty for leveraging predictive analytics in health care. Although only a small proportion of patients develop severe complication phenotypes, the outcomes can be harmful or even fatal. We demonstrate the value of cost-sensitive learning for an increased efficacy in crucial phenotype predictions (AHE or HRS). Effective patient representation, such as short-term temporal representations from limited observed patient data, and a latent regulator jointly enable
patient information abstraction at multiple levels to predict complication phenotypes more accurately.

Our research also has important implications for clinical practice. Health care is going through a paradigmatic shift from reactive care to preventive care. Predicting important clinical events and patient outcomes, especially among patients with acute diseases, is critical to the quality of care and cost containment in patient management. The proposed method can be applied to develop advanced clinical decision support systems that assist physicians at the point of care. For example, a timely detection of patients who are likely to develop severe complications is critical but challenging. Through support by decision support systems enabled by the proposed method, physicians can identify at-risk patients and perform thorough monitoring and timely interventions to improve those patients’ outcomes and well-being. Our method can also benefit health care organizations in their resource planning and allocation. For example, effective phenotype predictions can help a hospital distinguish patients who are likely or not likely to develop serious complications, so their readmission risk or length of stay can be reduced. Such benefits have important implications for resource utilization efficiency and cost containment in patient care and management.

Conclusions and Future Research

We have developed a deep learning–based method to predict crucial complication phenotypes of an acute disease. Furthermore, we have evaluated the proposed method and several prevalent benchmark techniques with a peritonitis data set by comparing their predictions of AHE and HRS. The empirical results reveal the advantageous predictive power of our method, which can address challenges pertaining to data insufficiencies, temporal heterogeneities, and imbalanced outcome distributions. This study makes several contributions to the predictive analytics for an improved care and management of patients with acute diseases. First, we demonstrate the feasibility and clinical value of using a latent regulator to cope with insufficiencies in available patient data to improve phenotype predictions. The latent regulator, incorporated in the proposed method, can be expanded to model other external variables and hidden risk factors for predicting different complication phenotypes. Second, our proposed method incorporates missing data imputation and addresses temporal heterogeneities that exist in patient data, a fundamental challenge in using EHRs and predictive analytics for patient care and management. As we illustrate, temporal feature representation can be learned from patient data to provide increased predictive utilities. Third, imbalanced data prevail in clinical scenarios. Although only a relatively small proportion of patients develop severe complication phenotypes, the outcomes can be fatal. Toward that end, the proposed method reveals the value of cost-sensitive learning to address the data imbalance issue and demonstrates greater effectiveness to predict the minority class (eg, AHE and HRS), which is clinically important.

This study has several limitations that warrant continued research attention. First, the sample for the evaluation was relatively limited in size with respect to the disease category. Continued research should re-examine the proposed method with additional, diverse patient samples and different acute diseases. Second, we rely on domain experts to guide clinical feature extraction in this study. We acknowledge that some potentially important factors might be overlooked by domain experts. In addition, other complications may involve more complex risk factors, such as patient comorbidity, disease progression, and environmental factors. Thus, further research should explore how representation learning might identify features automatically from various patient clinical and behavioral data. Third, a predictive model’s ability to generate interpretable results is desirable and important; however, interpreting the proposed method’s predictions is difficult because its deep learning model maps input variables (eg, laboratory results, sex, age) to a numerical output variable through multiple layers. The complex structures make its prediction results difficult to interpret, unlike rule- or inductive decision tree–based techniques that can reveal interpretable relationships between input variables and the target variable. Ongoing research should explore interpretable computational methods built on explainable artificial intelligence. In a related sense, our method uses a latent regulator to account for observed disease progression and underlying mechanisms (eg, hidden disease patterns), so its processing and results cannot explain the underlying causes of the phenotypes. Continued efforts are needed to specify and test probable mechanisms and pathogeneses leading to crucial hepatic complications, as manifested by these phenotypes.
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Abstract

Background: The dataset from genes used to predict hepatitis C virus outcome was evaluated in a previous study using a conventional statistical methodology.

Objective: The aim of this study was to reanalyze this same dataset using the data mining approach in order to find models that improve the classification accuracy of the genes studied.

Methods: We built predictive models using different subsets of factors, selected according to their importance in predicting patient classification. We then evaluated each independent model and also a combination of them, leading to a better predictive model.

Results: Our data mining approach identified genetic patterns that escaped detection using conventional statistics. More specifically, the partial decision trees and ensemble models increased the classification accuracy of hepatitis C virus outcome compared with conventional methods.

Conclusions: Data mining can be used more extensively in biomedicine, facilitating knowledge building and management of human diseases.

(J Med Internet Res 2021;23(2):e18766) doi:10.2196/18766
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Introduction

Univariate and multivariate analysis are the two main conventional approaches to statistical analysis in the scientific method. Multivariate analysis in particular is used to determine the contribution of several factors (risk factors in biomedicine) to a single event or result. Genome-wide association studies (GWAS) have been widely used in case-control settings to identify which genetic variants, known as single nucleotide polymorphisms (SNPs), are associated with human diseases or traits [1,2]. In biomedicine, a number of studies have performed univariate and multivariate analyses based on the results of GWAS in order to obtain new risk or protective factors.

The 2017 study by our group using this method analyzed two groups of patients diagnosed with hepatitis C virus (HCV) infection [3]. One group consisted of patients who experienced...
spontaneous resolution of infection during first 6 months of infection (acute phase) and the other of patients who developed chronic hepatitis C. It is important from a clinical point of view to have tools available to predict HCV outcome (whether spontaneous resolution or chronic hepatitis C). With this in mind, one GWAS identified an SNP in the interferon lambda–3 (IFNL3) gene as a factor in spontaneous resolution [1]. That study showed that patients with the CC IFNL3 genotype had a greater likelihood of experiencing spontaneous resolution, while patients with the non-CC IFNL3 genotype were more likely to develop chronic hepatitis C. In our previous study, we studied whether haplotypes of the human leukocyte antigen (HLA) and killer cell immunoglobulin-like receptor (KIR) improved the predictive capacity of the IFNL3 genotype and found that different combinations of these genes (HLA-B44, HLA-C12, and KIR3DS1), together with the IFNL3 genotype, increased the classification accuracy of HCV outcome. More specifically, based on this combination of genes, a patient could be classified as having a genetically unfavorable profile (GUP) or a genetically favorable profile (GFP) for spontaneous resolution of HCV infection.

Data mining—the process of extracting hidden associations in datasets—is a promising trend in biomedicine and important for identifying factors that are never discovered by conventional statistical methods [4-6]. A number of studies have demonstrated the effectiveness of data mining techniques in biomedicine. Examples include the application of feature selection methods to reduce the dimensionality of biomedical problems [7], identification of key genes to improve the accuracy of classification models [8], and the use of big data techniques in scenarios where there is a large volume of data [9]. The aim of our study therefore was to reanalyze the dataset used in our 2017 study [3] using data mining approaches in order to find models that improved the classification accuracy of the genes studied.

**Methods**

**Dataset Description and Data Preprocessing**

This study was completed using a dataset from our earlier research [3], which was performed between 2013 and 2017 on 138 individuals, all of whom were HIV/HCV coinfected patients from the infectious diseases unit at the Hospital Reina Sofia in Cordoba (Spain). The patients were categorized as chronic hepatitis C or spontaneous resolution. Patients with spontaneous resolution were those who had undetectable HCV viral loads during the acute phase of infection and did not require specific treatment; patients with chronic hepatitis C were those who had detectable HCV viral loads after the acute phase and needed treatment to be cured. Further information about spontaneous resolution and chronic hepatitis C and an analysis of the IFNL3, KIR, HLA-B, and HLA-C genes is published elsewhere [3].

The dataset comprises 43 input features from different markers in every patient. The markers were IFNL3 genotype (1 feature), HLA-B (17 features), epitope Bw (1 feature), HLA-C (12 feature), and KIR genotype (12 features). The input features of each marker are shown in Table 1. To prevent great loss of information, the data from patients with missing values in any of the input features were completed using the k-nearest neighbors imputation method (k=3) before conducting the computational study [10]. This method finds the nearest neighbors to instances with missing values and fills in the gaps with the most frequent value in the nearest neighbors. A total of 46 of 138 patients included in this study had missing values in the features. The dataset is publicly available [11].
Determining the Best Subset of Features

To construct the models, we followed a procedure that has been effectively applied in recent studies [12] for selecting the subset of factors or input features that best describes the patient [13,14]. We first ranked the features in terms of relevance from highest to lowest, and then selected the best subset of features. The relevance of a feature was weighted according to its ability to distinguish the classes [15].

To avoid bias in the process of estimating feature relevance, 6 well-known feature estimation methods were used: gain ratio [16], information gain [17], symmetrical uncertainty [18], consistency [19], chi-squared [20], and relief-F [21]. These feature estimation algorithms are all supervised learning methods that use a priori classification to estimate the relevance of features but do not depend on the effectiveness of a classifier, so the biases of the learning algorithms do not influence the feature selection process. The filter methods evaluate the usefulness of a feature (or set of features) based on measures of distance, dependency, information, or correlation with data [15].

To assess the feature weighting methods and better estimate the relevance of input features, the 10-fold cross-validation procedure was executed 3 times, and the results were averaged. The relief-F method was executed with parameter values set at between 5 and 10 [13,22]. The final ranking of features was computed as follows: (1) each feature weighting method provided its own ranking of methods, $R_m$, with m being each individual method; (2) for each input feature, an average weight was computed as the average value of the rankings provided; (3) a final ranking, $R_f$, was computed given the averaged weight values, in which the feature with the highest average weight was the most important. A flowchart of the process followed in this study to compute the final ranking is shown in Figure 1. This procedure was implemented using the open source WEKA (Waikato Environment for Knowledge Analysis) data mining software (v 3.9.3) [23].

### Table 1. Features of each variable.

<table>
<thead>
<tr>
<th>IFNL3a</th>
<th>Epitope Bw b</th>
<th>HLA-B c</th>
<th>HLA-C</th>
<th>KIR d</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>Bw4</td>
<td>B*07</td>
<td>C*01</td>
<td>3DL1</td>
</tr>
<tr>
<td>Non-CC</td>
<td>Bw6</td>
<td>B*08</td>
<td>C*02</td>
<td>2DL1</td>
</tr>
<tr>
<td>—</td>
<td>Bw4/Bw6</td>
<td>B*14</td>
<td>C*03</td>
<td>2DL2</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*15</td>
<td>C*04</td>
<td>2DL3</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*18</td>
<td>C*05</td>
<td>2DL5</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*27</td>
<td>C*06</td>
<td>2DS1</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*35</td>
<td>C*07</td>
<td>2DS2</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*38</td>
<td>C*08</td>
<td>2DS3</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*39</td>
<td>C*12</td>
<td>2DS5</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*40</td>
<td>C*15</td>
<td>3DL2</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*44</td>
<td>C*16</td>
<td>2DP1</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*45</td>
<td>C*18</td>
<td>3DS1</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*49</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*50</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*51</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*52</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>B*57</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aIFNL3: interferon lambda–3.
bBw: Epitope Bw.
cHLA-B: human leukocyte antigen–B.
dKIR: killer cell immunoglobulin-like receptor.
eCC: Genotype CC.
Once the ranking of features was determined, it was then used to compute the subset of features that best predicted the class of a patient when constructing each model. We proposed a computational method that determined the best subset of features without evaluating all possible combinations of features. The combination formula used was $2^n - 1$ (exponential size), with $n$ being the number of features in the dataset. This method required evaluation of a maximum of $2^n$ combinations of features.

Given the final ranking of features $R_f$, $R_{f,l}$ represented the subranking of features in which $l$ was the highest ranked feature; in other words, the subranking of features was formed of $l$ and all subsequent features in $R_f$. Figure 2 shows a flowchart of steps performed for each $R_{f,l}$ subranking. Finally, each subset of features was evaluated according to the performance of the corresponding classifier in predicting whether or not a patient belonged to each group (chronic hepatitis C or spontaneous resolution).

Model Construction

The procedure to select the best ranked subset of features was performed for each classifier used. We proposed the use of several classifiers, namely, partial decision trees (PART) [24], random forest [25], sparse linear discriminant analysis [26], support vector machines with both linear and Gaussian kernels [27], and L1-regularized logistic regression [28]. The aim of the classifiers is to learn from the input features and the outcome, for any new patient, is a prediction of whether the patient is categorized as chronic hepatitis C or spontaneous resolution. The random forest, sparse linear discriminant analysis, support vector machines, and L1-regularized logistic regression methods are regarded as noninterpretable (black-box) models; they usually perform better than white-box models and the outcome given by the model is always interpretable, even though it is not easy to understand the steps taken by the model to create its outcome or prediction. PART, on the other hand, is a white-box, rule-based classifier, which is more interesting from the point of view of interpretability of the model. PART

---

Figure 1. Flowchart illustrating the process of computing the final ranking of features.

Figure 2. Flowchart to create classifiers with optimal subsets of features.
returns a set of rules, one of which will be activated for each pattern. With respect to the set of rules, the expert can easily understand why it predicts each class; hence, although the performance of the final model is slightly reduced, it can provide the expert with valuable knowledge.

For the execution of each model, the 10-fold cross-validation procedure was repeated 3 times, evaluating on the corresponding test set in each case, thus averaging the values over a total of 30 different executions. For the algorithm parameter search, a random search of parameters was completed across 30 different combinations. The models were constructed using the caret package in R version 6.0-86 (R Foundation for Statistical Computing) [29].

Selection of Best Models

To determine the effectiveness of the models constructed in the previous section, the area under the receiver operating characteristic (AUROC) curve was used. The AUROC of each model was obtained by averaging the AUROC on the corresponding test set over all 30 executions. All models with AUROC > 0.80 were stored for further analysis and study. In order to obtain a simple and interpretable model with high precision, we also highlighted and selected the PART model with the highest accuracy on the whole patient dataset for further study.

Ensemble learning is a widely used data mining task that enhances the final predictive performance of the classifier by combining the predictions of diverse simpler classifiers [30]. The use of ensemble models definitely reduces the interpretability of simpler models but usually yields much better classification performance. We proposed, therefore, not only to use the classifiers built so far but also a combination of some of them. To select members of the ensemble, we followed a similar procedure to the one used to obtain the best subsets of features. First, all single models were ordered according to classification accuracy over all patients. An ensemble was created with the first model only and then including the following model in the ensemble: if the resulting accuracy was better than before, the model remained in the ensemble, otherwise it was removed. Once all the models were tried in the ensemble, the procedure was repeated, but without using the best model. Finally, the subset of models that performed best together in the ensemble was returned.

Comparison of Conventional and Data Mining Methodologies

Once the two models were obtained (the best PART model and the ensemble), their performance was compared with the results obtained from the previous study [3]. All the values that defined classification accuracy for chronic hepatitis C and spontaneous resolution in the models obtained in this study and the model obtained in the previous study (IFNL3, HLA-B*44, HLA-C*12, and KIR3DS1) were compared. These values included correct classification rate (CCR), positive predictive value (PPV) for spontaneous resolution, negative predictive value (NPV) for chronic hepatitis C, sensitivity, specificity, and AUROC.

The methods were compared in two analyses. The first analysis was based on all patients included in the study (n=138) and compared the classification accuracy of the IFNL3 genotype (CC or non-CC) against the models obtained in this study. A second comparison was then made that included only patients who had no missing values for the IFNL3, HLA-B, HLA-C, and KIR genes (n=104). The analysis consisted of comparing the classification accuracy of the models obtained in this study and combinations of genes obtained in the previous study. This combination of genes was used to classify a patient as having a GUP or GFP.

To avoid overfitting the training data for the models proposed in this paper, the data were split as follows. The dataset was partitioned using 10-fold cross-validation and the models trained using 9 out of 10 partitions, with the remaining one being used to evaluate the models. This was repeated so that all partitions were used once as test data. In this way, the models were evaluated using data from patients that had not been used during the learning phase, thus evaluating the ability of the models to generalize to new patients. In addition, the process was repeated on 3 different occasions using different seeds to create the partitions so that the results were consistent and not biased by the partitions created each time. Despite the lack of new data compared with the previous study, this process, which is standard in data mining, enables us to better determine whether the proposed models perform better than the previous one without this leading to overfitting the available data.

Results

Models Constructed for Spontaneous Resolution Prediction

After construction of the aforementioned classifiers from optimal subsets of features, we obtained more than 500 models with an AUROC greater than 0.80. A list of the models can be found in Multimedia Appendix 1. We focused first on the PART-1 model, which was constructed with just 4 different features: IFNL3, HLA-B*44, KIR2DS1, and KIR3DS1 (Multimedia Appendix 1). This yielded the best performance in terms of accuracy across all patients and was one of the simplest classifiers using the PART method, showing a good prediction performance but also being easy to interpret by experts. This method comprises a set of interpretable rules that are evaluated in order until one of them meets the conditions for a given example, as follows:

- IFNL3 = non-CC AND KIR3DS1 = no AND KIR2DS1 = no AND HLA.B44 = no: chronic hepatitis C (25.0/6.0)
- IFNL3 = non-CC AND KIR3DS1 = yes: chronic hepatitis C (20.0)
- HLA.B44 = yes AND KIR2DS1 = no AND IFNL3 = yes: chronic hepatitis C (12.0)
- HLA.B44 = no AND KIR3DS1 = no AND KIR2DS1 = yes AND IFNL3 = CC: spontaneous resolution (13.0/2.0)
- HLA.B44 = no AND KIR3DS1 = no AND IFNL3 = CC: spontaneous resolution (36.0/12.0)
- KIR2DS1 = no: chronic hepatitis C (11.0/2.0)
- KIR3DS1 = no AND HLA.B44 = no: spontaneous resolution (7.0/2.0)
- KIR3DS1 = yes AND HLA.B44 = no: spontaneous resolution (7.0/3.0)
Given a patient, the decision algorithm first checks whether the conditions of the first rule antecedent are met; if they are, the patient is classified in the given class, otherwise, it tries the following rule. For example, the model first checks whether IFNL3 is “non-CC” and whether KIR3DS1, KIR2DS1, and HLA-B*44 are all “no.” If these conditions are met for the given patient, the patient is classified as chronic hepatitis C (because from the available data, 25 of the 31 patients who met these conditions were from the chronic hepatitis C class). If the patient does not meet any of these conditions, it checks whether the conditions for the second rule are met (if IFNL3 is “non-CC” and KIR3DS1 is “yes”), and so on. If none of the antecedents is satisfied, there is a default rule at the end for those patients who do not meet the conditions of any of the rules. Hence the model is highly interpretable by a clinician, since the model itself gives the reasons for its outcome.

Following the previously mentioned procedure, we also combined a subset of 5 models into an ensemble that included 3 random forest models (RF-25, RF-28, and RF-66) and 2 PART (PART-17 and PART-10). This combination of models was expected to perform better than the simple PART model and better than each of the members of the ensemble separately, although it was less interpretable than is the PART-1 method; in other words, it was more difficult to understand why this ensemble model returned each of its predictions. The ensemble model used a total of 24 features across all the base members: IFNL3, KIR2DS1, KIR2DS2, KIR2DL2, KIR3DL1, KIR3DL2, KIR3DS1, HLA-B*14, HLA-B*18, HLA-B*35, HLA-B*38, HLA-B*39, HLA-B*44, HLA-B*50, HLA-B*57, HLA-C*02, HLA-C*03, HLA-C*04, HLA-C*06, HLA-C*07, HLA-C*08, HLA-C*12, HLA-C*18, and Epitope Bw.

Comparison of Accuracy Between the Methodologies

The classification accuracy for chronic hepatitis C and spontaneous resolution between the two methodologies (previous paper vs this study) was contrasted, and the results are set out below. Table 2 shows the results comparing the performance of the proposed methods and the IFNL3 marker using all 138 patients in the database. Table 3 compares the proposed models and the GUP/GFP model proposed in the previous study [3], in this case using only those patients without missing values for HLA-B*44, HLA-C*12, and KIR3DS1. Note that the proposed models are able to make predictions for these patients, but the GUP/GFP method is not, which is indeed one of the strengths of the models proposed in this study.

**Table 2.** Classification accuracy of IFNL3 (previous study) and models obtained (this study). Comparison made from the analysis of 138 patients without missing values for IFNL3.

<table>
<thead>
<tr>
<th>Genotype/model</th>
<th>CCR(^a) %</th>
<th>PPV(^b) %</th>
<th>NPV(^c) %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>AUROC(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFNL3(e) CC(f)/non-CC</td>
<td>71.0</td>
<td>61.6</td>
<td>81.5</td>
<td>78.9</td>
<td>65.4</td>
<td>0.72</td>
</tr>
<tr>
<td>PART(g)-1</td>
<td>78.6</td>
<td>69.6</td>
<td>87.3</td>
<td>84.3</td>
<td>74.8</td>
<td>0.85</td>
</tr>
<tr>
<td>Ensemble</td>
<td>82.5</td>
<td>77.7</td>
<td>86.8</td>
<td>81.2</td>
<td>83.7</td>
<td>0.89</td>
</tr>
</tbody>
</table>

\(^a\)CCR: correct classification rate.
\(^b\)PPV: positive predictive value for spontaneous resolution.
\(^c\)NPV: negative predictive value for chronic hepatitis C.
\(^d\)AUROC: area under the receiver operating characteristic curve.
\(^e\)IFNL3: interferon lambda–3.
\(^f\)CC: genotype CC
\(^g\)PART: partial decision trees.

**Table 3.** Classification accuracy of genetically unfavorable profile/genetically favorable profile (previous study) and models obtained (this study). This analysis was performed on the 104 patients without missing values for any of the genes IFNL3, HLA-B, HLA-C, and KIR.

<table>
<thead>
<tr>
<th>Profile/model</th>
<th>CCR(^a) %</th>
<th>PPV(^b) %</th>
<th>NPV(^c) %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>AUROC(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUP(e)/GFP(f)</td>
<td>76.0</td>
<td>64.4</td>
<td>84.7</td>
<td>76.3</td>
<td>75.7</td>
<td>0.76</td>
</tr>
<tr>
<td>PART(g)-1</td>
<td>80.0</td>
<td>69.6</td>
<td>87.3</td>
<td>84.3</td>
<td>74.7</td>
<td>0.85</td>
</tr>
<tr>
<td>Ensemble</td>
<td>84.8</td>
<td>77.7</td>
<td>86.8</td>
<td>81.2</td>
<td>83.7</td>
<td>0.89</td>
</tr>
</tbody>
</table>

\(^a\)CCR: correct classification rate.
\(^b\)PPV: positive predictive value for spontaneous resolution.
\(^c\)NPV: negative predictive value for chronic hepatitis C.
\(^d\)AUROC: area under the receiver operating characteristic curve.
\(^e\)GUP: genetically unfavorable profile.
\(^f\)GFP: genetically favorable profile.
\(^g\)PART: partial decision trees.
In both cases, the proposed models using the data mining techniques outperformed the earlier study. The ensemble method returned a better performance than PART-1 on most evaluation metrics, although the virtue of PART-1 is that it is an interpretable model (see rules) and the clinician could obtain useful knowledge from the list of decision rules. In the case where all 138 patients were used, the ensemble raised the CCR in the model from 71.0% in the previous study to 82.5% and the AUROC from 0.72 to 0.89. In the comparison using 104 patients without missing values in their GUP features (see Table 3), the ensemble model likewise increased accuracy from 76.0% in the previous study to 84.8% and the AUROC from 0.76 to 0.89, thus consistently demonstrating a good level of performance relative to the standard approaches to this kind of data analysis.

Table 4 presents the results of all the metrics of each member in the ensemble method. The results demonstrate that combining the predictions of simpler but less accurate models leads to better overall performance.

Table 4. Classification accuracy of models included in the ensemble. Results obtained from the analysis of 138 patients without missing values for IFNL3.

<table>
<thead>
<tr>
<th>Model</th>
<th>CCRa %</th>
<th>PPVb %</th>
<th>NPVc %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>AUROCd</th>
</tr>
</thead>
<tbody>
<tr>
<td>rf²-25</td>
<td>77.1</td>
<td>74.9</td>
<td>79.5</td>
<td>69.4</td>
<td>83.5</td>
<td>0.88</td>
</tr>
<tr>
<td>rf-28</td>
<td>75.7</td>
<td>72.9</td>
<td>78.6</td>
<td>68.4</td>
<td>81.8</td>
<td>0.88</td>
</tr>
<tr>
<td>rf-66</td>
<td>76.0</td>
<td>70.2</td>
<td>81.2</td>
<td>73.7</td>
<td>78.8</td>
<td>0.85</td>
</tr>
<tr>
<td>PART⁴-17</td>
<td>78.6</td>
<td>74.1</td>
<td>84.6</td>
<td>78.7</td>
<td>79.1</td>
<td>0.79</td>
</tr>
<tr>
<td>PART-10</td>
<td>78.3</td>
<td>72.6</td>
<td>85.9</td>
<td>81.4</td>
<td>76.2</td>
<td>0.85</td>
</tr>
</tbody>
</table>

aCCR: correct classification rate.
bPPV: positive predictive value for spontaneous resolution.
cNPV: negative predictive value for chronic hepatitis C.
dAUROC: area under the receiver operating characteristic curve.

Discussion

Principal Findings

In our previous study, we proposed a simple tool for the prediction of spontaneous resolution and chronic hepatitis C based on IFNL3 genotype and genetic profiles (GUP/GFP) using a combination of HLA-B, HLA-C, and KIR genes. In this study, a data mining methodology was followed to extract relevant hidden features, making it possible to identify subsets of relevant features that would provide greater precision when classifying patients into those who will go on to develop chronic hepatitis C and those who will experience spontaneous resolution of HCV infection. More specifically, in this study we present two models able to predict HCV outcome in each patient using just a subset of features: a simpler, interpretable one using just 4 features and a more complex one using 24 features. The study of both PART and ensemble models demonstrated that they yielded a much better predictive performance than the tool used in the previous study according to a number of different evaluation metrics such as CCR, PPV, NPV, sensitivity, specificity, and AUROC.

The factors analyzed in our previous study using conventional univariate and multivariate analysis showed that there was a strong association between IFNL3, HLA-B*44, KIR3DS1, and HLA-C*12 and the probability of developing chronic hepatitis C [3]. This study confirmed that the same factors were also important for HCV outcome (most of them are included in the PART-1 model and all of them in the ensemble model). In our previous study, however, we did not find any association with KIR2DS1, which is used in both models to predict which class the patient belongs to. This demonstrates that data mining is able to detect complex associations between factors, going beyond the analysis of individual factors commonly used in biomedicine. It is also interesting that the data mining methodology was able to identify genetic patterns hidden in univariate and multivariate analysis on the basis of a total of 138 patients. In the context of GWAS, many studies have found SNPs associated with pathologies without finding the mechanism or molecular basis to explain the associations, since the etiology of most human diseases is multifactorial and involves numerous genes. In this context, the data mining approach could facilitate the discovery of previously hidden genetic patterns in studies with high-dimensional data.

Limitations

There are, however, certain differences in terms of the clinical applicability of the data mining approach depending on the type of model. In this study, for example, using PART, we were able to obtain an interpretable model (as in the previous study) and also a higher predictive performance. With the ensemble model, we obtained a higher predictive performance but lost interpretability (black-box model). Hence, if we are aiming to obtain the best possible predictive performance for patients, we should focus on the ensemble model. If the interpretability of the model is also of interest, since it gives the clinician useful information, the PART model would be preferred. More studies would be necessary to balance the accuracy of models against suitability for implementation in clinical decision making.
Conclusion
Performance of data mining techniques in this study identified genetic patterns that were hidden by the conventional methodology using two models that increased the classification accuracy of HCV outcome. The data mining methodology could be used as an alternative approach in biomedicine, facilitating knowledge in the management of human diseases.
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Abstract

Background: As patients are increasingly searching for information about their medical condition on the internet, there is a need for health professionals to be able to guide patients toward reliable and suitable information sources on the internet.

Objective: The aim of the study was to develop a clinical tool for health care professionals to assess the usability and quality of the content of websites containing medical information that could be recommended to patients.

Methods: A 3-round modified electronic Delphi (eDelphi) study was conducted with 20 health care professionals.

Results: In round one of the eDelphi study, of the 68 items initially created, 41 items (29 on usability and 12 on content) were rated as important or very important by more than half of the panel and thus selected for further evaluation in round two. In round two, of the 41 items chosen from round 1, 19 were selected (9 on usability and 10 on content) as important or very important by more than half of the panel for further evaluation. As a result of round three, 2 items were combined as a single item, leaving the instrument with 18 items in total (8 on usability and 10 on content). The tool is freely accessible online.

Conclusions: The CUE-tool can be used to (1) evaluate the usability and reliability of the content of websites before recommending them to patients as a good information source; (2) identify websites that do not have reliable content or may be difficult for patients to use; (3) develop quality websites by using the criteria in the CUE-tool; and (4) identify different qualities between different websites.

Introduction

Background

Patients are increasingly searching for information about their medical condition on the internet. In high-income countries 75% of the population reported that they search the internet for health information [1,2]. Using the internet as a source for different types of health-related information (eg, reading about medications, reading about other persons’ health experiences, watching health-related videos, and signing up for different health email updates) is more common among patients with a chronic illness compared with people without a chronic illness.
Health-related information on the internet is gradually replacing health professionals as important sources of reliable and independent information regarding health and treatment. There are advantages related to online patient education. For example, patients with chronic diseases reported, after seeking information from disease-specific websites, that they were taking their medications more regularly and adhering to treatment to a greater extent [3]. However, when patients lack guidance, there is a risk that their condition becomes worsened by, for example, waiting for too long seeking health care with symptoms of deterioration [4].

Although websites and smartphone apps are available with reliable information, there are also numerous examples of low-quality information regarding health and medical problems accessible through the internet [5]. Furthermore, the information could be very reliable (eg, peer-reviewed open access articles) but less suitable or understandable for the average patient.

Self-care (a rational process involving purposeful choices and behaviors, reflecting knowledge and thought [6]) is essential in the management of most illnesses, and knowledge about one's health condition has been identified as an important prerequisite for successful self-care. To gain knowledge, the patient needs access to reliable and understandable information [7]. In order to gain knowledge, whether from the internet or other sources, the patient needs to be able to both read and understand the information [8]. As the information available on the internet is excessive, patients increasingly turn to health care for help with choosing reliable websites [9]. Besides, the information available on websites is not always of acceptable quality or usable for the patient. Therefore, there is a need for health professionals to be able to guide patients toward reliable and suitable information sources on the internet.

An important result of a comprehensive website evaluation was the need for a practical, easy-to-use tool to evaluate websites. There are a number of different tools to evaluate websites; however, these tools seldom consider both the reliability and appropriateness of the information as well as the readability/comprehensibility of the information at the same time.

**Purpose**

In this study, we aimed to develop a clinical tool for health care professionals to assess the usability and quality of the content of websites containing medical information that could be recommended to patients.

**Methods**

**Electronic Delphi Study**

For the development of a tool to assess the quality of websites containing health-related medical information for patients, a 3-round modified electronic Delphi (eDelphi) study was conducted (Figure 1). An eDelphi study is a structured process distributing a series of questionnaires during several rounds to gather information and set priorities or gain consensus regarding a specific issue [11,12]. The eDelphi technique allows the inclusion of a large number of individuals across diverse geographical locations without physically meeting them. The eDelphi technique is often conducted via online web surveys, offering a number of advantages, as they are quick to set up, relatively low cost, and provide high level of data security [13]. Systematic feedback, structured information flow, and iteration and anonymity are the main characteristics of an eDelphi technique. Systematic feedback of experts’ responses takes place in-between rounds by informing individual experts about the group opinions. Iteration takes place by presenting feedback via a certain number of rounds [12].
Procedures and Participants
The panel consisted of health care professionals, selected based on their publications within patient education or that they were members of the CESAR (Collaboration and Exchange in Swedish cardiovascular caring Academic Research) network, a professional research network in Sweden. We aimed for a multidisciplinary panel of health care professionals, with diversity in gender and from variety of countries. The health care professionals that participated in the first round were also approached for the second and third rounds. Study data were collected and managed using REDCap electronic data capture tools hosted at the University of Iceland [14].

Before round one of the study’s eDelphi, items on usability and content were created based on available literature on website evaluation and the general information needs of patients. The theoretical perspective of empowering patient education [15] guided the development of the items in the content part of the tool. In empowering patient education, the emphasis is on patients’ knowledge expectations and the knowledge patients receive. The more patient expectations of knowledge are met with the received knowledge, the more possibilities there are for empowerment and self-management [15].

A total of 68 items were created for the first round, of which 58 were based on the available literature on tools for evaluation of websites and 10 on content from the multidimensional empowering patient education [15].
The panel was asked to rate the importance of each item on a 4-point scale (response options from 1 [Very important] to 4 [Not important at all]) and invited to comment on each item.

Items were selected for round two if more than half of the participants rated them as important or very important and the same method was applied for round three. In round three the panel was asked to answer 5 additional questions on the developed tool:

1. Are there any items missing?
2. Are there any items unclear?
3. Please look at the examples given in the tool. Do you agree on the examples or do you have suggestions for better examples?
4. Please give your thoughts about the end product of the tool.
5. Do you have a suggestion on a name of the instrument that is easy to use and reflects the area of use?

After the development of the tool, it was translated from English to Swedish, Icelandic, and Dutch and its face feasibility tested by nurses and allied professionals at the EuroHeartCare Conference 2019, Icelandic Nurses’ Association Conference Hjórun 2019, Icelandic nursing students, and in 2 primary care centers and 1 in-hospital heart failure clinic in Sweden. These health care professionals could choose any website including patient information, in any language, and they were asked if the aim of the development of the CUE-tool was met and their opinion about the usability of the scale. All of the health care professionals agreed that the aim was met, and they were positive about using the tool to evaluate websites. No adjustments were needed.

Table 1. Electronic Delphi (eDelphi) panel demographics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Round 1 (N=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46 (11)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Doctorate</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Experience in patient education (years), mean (SD)</td>
<td>15 (10)</td>
</tr>
<tr>
<td>Main area of work role, n (%)</td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Research</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Clinical and research</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

In round one of the eDelphi study, of the 68 items initially created, 41 (29 on usability and 12 on content) were rated as important or very important by more than half of the panel and selected for further evaluation in round two (Figure 1).

In round two, of the 41 items chosen from round 1, 19 were selected (9 on usability and 10 on content) as important or very important by more than half of the panel, and thus these items were considered for further evaluation.

As a result of round three, 2 items were put together as a single item, leaving the instrument with 18 items in total (Multimedia Appendix 1). The panel did not miss any items in the tool, and all the items were clear. Examples given in the instrument to clarify items were also agreed on.

As an end product, the panel preferred a scoring system with 2 separate summative scores, 1 for usability and 1 for content, ranging from 0 to 100. From the suggestions made by the panel on a name for the tool, the authors chose the CUE-tool as an acronym for “The Credible and Usable Evaluation of patient education tool for web-sites.”

The nurses and allied professionals (N = 100) who tested the CUE-tool (on paper) when evaluating websites for patient educational purposes had no problems using it. All items were clear and the tool was seen as an addition to practice. To have the tool online with a summative scoring system was seen as an asset. The tool is freely accessible online [16] and a copy of the tool is also presented as Multimedia Appendix 1. A summative scoring and reliability assessment will be performed in the future.
Discussion

Because patients are increasingly searching for information about their medical condition online, it was important to develop a tool for health care professionals so they can advise patients on suitable and reliable websites from which they can seek disease-related information.

The CUE-tool is an easy-to-use website evaluation tool that helps the user to evaluate both the website's usability and quality of its content. A recent review [17] evaluated patients' preferences for the design features of an effective online education website and found that the information should be patient tailored, interactive, and the content credible and clearly presented. Patients also found multimedia and high interpretability to be essential design features of online patient education websites for chronic disease management. All these features are assessed when using the CUE-tool.

The composition of the eDelphi panel may have affected the results of this study and the development of the tools because the majority were researchers, although of different backgrounds (age and profession). However, most of them had previous work experience as clinical nurses at hospitals, in both wards and outpatient clinics. Although we used patient knowledge expectations while developing the content items in the CUE-tool by using the theoretical perspective of empowering patient education [15], we did not include patients in the eDelphi panel.

This decision was made because the tool was designed to be used as a clinical tool to assist health care professionals in finding websites that could be recommended to patients. Although the CUE-tool is developed to be used as a clinical tool, it is also useful outside of health care, for example, in patient organizations or in developing websites for patient education.

The use of empowering patient education [15] as the theoretical foundation of the content items and performing an eDelphi study to develop the CUE-tool may provide specific future possibilities of its applications in (nursing) research and education besides its clinical usefulness. For example, the CUE-tool can be used to (1) evaluate the usability and reliability of the content of websites before recommending them to patients as a good information source; (2) identify websites that do not have reliable content or may be difficult for patients to use; (3) develop quality websites using the criteria in the CUE-tool; (4) identify different qualities between different websites. Accurate and detailed assessments of available websites providing health information can be a valuable resource in teaching strategies to increase knowledge and self-care of patients. Accordingly, health care professionals can create new teaching interventions and revise curricula based on reliable websites identified in these assessments. For further validation, we will include patients’ perspectives and the reliability of the scoring system of the CUE-tool will be assessed in future research.
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Abstract

Background: Evidence suggests that health care data sharing may strengthen care coordination, improve quality and safety, and reduce costs. However, to achieve efficient and meaningful adoption of health care data-sharing initiatives, it is necessary to engage all stakeholders, from health care professionals to patients. Although previous work has assessed health care professionals’ perceptions of data sharing, perspectives of the general public and particularly of seldom heard groups have yet to be fully assessed.

Objective: This study aims to explore the views of the public, particularly their hopes and concerns, around health care data sharing.

Methods: An original, immersive public engagement interactive experience was developed—The Can of Worms installation—in which participants were prompted to reflect about data sharing through listening to individual stories around health care data sharing. A multidisciplinary team with expertise in research, public involvement, and human-centered design developed this concept. The installation took place in three separate events between November 2018 and November 2019. A combination of convenience and snowball sampling was used in this study. Participants were asked to fill self-administered feedback cards and to describe their hopes and fears about the meaningful use of data in health care. The transcripts were compiled verbatim and systematically reviewed by four independent reviewers using the thematic analysis method to identify emerging themes.

Results: Our approach exemplifies the potential of using interdisciplinary expertise in research, public involvement, and human-centered design to tell stories, collect perspectives, and spark conversations around complex topics in participatory digital medicine. A total of 352 qualitative feedback cards were collected, each reflecting participants’ hopes and fears for health care data sharing. Thematic analyses identified six themes under hopes: enablement of personal access and ownership, increased interoperability and collaboration, generation of evidence for better and safer care, improved timeliness and efficiency, delivery of more personalized care, and equality. The five main fears identified included inadequate security and exploitation, data inaccuracy, distrust, discrimination and inequality, and less patient-centered care.

Conclusions: This study sheds new light on the main hopes and fears of the public regarding health care data sharing. Importantly, our results highlight novel concerns from the public, particularly in terms of the impact on health disparities, both at international
and local levels, and on delivering patient-centered care. Incorporating the knowledge generated and focusing on co-designing solutions to tackle these concerns is critical to engage the public as active contributors and to fully leverage the potential of health care data use.

(J Med Internet Res 2021;23(2):e22744) doi:10.2196/22744
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Introduction

Background

With the advent of the digital age, health care professionals have witnessed significant advancements in innovation and research. The increasing adoption of digital technologies and electronic health records (EHRs) has expanded the capacity for interoperability and data sharing, both for primary uses (ie, direct care) and secondary uses (ie, research, public health, health policy). Evidence suggests that health care data sharing may strengthen care coordination, improve quality and safety, and reduce costs [1]. However, the growing complexity of systems, stakeholders, and unbounded ecosystems, unsuccessful data sharing initiatives (eg, the care.data program in the United Kingdom), and recent cybersecurity incidents (eg, the WannaCry attack) and evolving regulations (eg, General Data Protection Regulation) [2] have contributed to the increasing lack of clarity and trust by the public [3]. Therefore, data sharing is becoming an increasingly controversial subject, with many researchers and patients reporting concerns about how and why health care data are shared [4]. Previous evidence highlights that the most common concern is patient privacy [5,6]; even when data are anonymized, there remains a risk that by using only a few data points, patients can be reidentified by their own health information [7]. Previous studies also highlight that public support is generally higher when data are used for the greater good, but the acceptance rates fall steeply when data are shared for use by commercial companies [8].

In recent years, several health care data sharing initiatives have been implemented globally. HealthData Research UK, as part of the Industrial Strategy Challenge Fund, has launched 7 new data hubs as part of a 4-year program to create a UK-wide system for the secure and safe use of large-scale health data [9]. In the United States, the Institute for Healthcare Improvement’s Triple Aim Initiative uses geographic health data to comprehensively understand population health by location, with the aim of improving the experience of care, health of populations, and cost-effectiveness [10]. Innovative engagement programs, as opposed to traditional banners, posters, and advertisements, are especially promising for promoting an informed choice [11]. Over the past several years, social media campaigns and even live theatrical performances have been used to improve the understanding of data sharing practices [12,13]. However, to achieve efficient and meaningful adoption of health care data sharing initiatives, it is necessary to engage all stakeholders, including policy makers, health care professionals, researchers, patients, and the public. A broad understanding of their views, hopes, and concerns about data sharing is crucial to frame the breadth of perspectives, increase adoption, support progress, and enhance equity of care delivery.

Previous research has largely focused on health care provider perspectives and found that providers hope data sharing can have a positive impact by tailoring and improving care delivery [14-17]. Previous research addressing health care professionals’ views identified several benefits of data sharing: improved population health, ease of access, and reduced costs [17-19]. However, talking about data sharing is like opening a metaphorical can of worms: when the subject is brought up, many concerns also emerge, including issues around patients’ willingness to share, trust, privacy, transparency, confidentiality, and security [20].

If data are anonymized, many patients are comfortable with sharing for the improvement of health services and care [21], with as many as 88% of patients trusting the United Kingdom National Health Service (NHS) to store data safely and use it for ethical, research-oriented reasons [22]. Conversely, a recent survey showed that only one-tenth of people would share data willingly with a tech company [23]. Transparency seems to be a critical factor for patients’ willingness to share their data, as the more transparent the organizations are with the public about the use of health care data, including, but not limited to, who has access, the rights to access, and the safeguarding processes in place, the greater the public support for data sharing initiatives [24]. However, a deeper exploration of the factors that contribute to the willingness to harness health care data from the general public perspective is still lacking.

In addition, policy and structural changes are necessary to promote a culture of safety and transparency in organizations across the continuum of care [25]. These changes must be standardized and embedded at every level of care, including primary care, secondary care, and community services at local and national levels, to ensure integrity and alignment, and should be guided by international quality standards. Understanding and integrating the public’s hopes and concerns into these policy and structural changes is fundamental to ensure the development of patient-centered data sharing policies.

Objectives

This qualitative study aims to explore public views, particularly their hopes and concerns, around health care data sharing.

Methods

Overview

We developed an original, immersive public engagement interactive experience—The Can of Worms installation—with which we aimed to challenge the conventions of how members...
of the public receive and give information, using interdisciplinary expertise in research, public involvement and human-centered design, to tell stories, collect perspectives, and spark conversation around complex topics.

To meet the aims and objectives of this study, a qualitative descriptive approach was adopted. Qualitative methods were chosen because of their ability to capture descriptive data on individual perceptions, attitudes, and behaviors [26]. A multidisciplinary team including medical doctors (AN, SG, and AD), health service researchers (JG, LR, KF, and OL), designers (PB and LN), and a patient and public involvement specialist (AJ) with previous experience in qualitative research designed the *Can of Worms* concept and performed this study. Members of the public were involved in recruitment, developing the *Can of Worms* concept and reviewing materials.

**Recruitment**

A combination of convenience and snowballing sampling was used, and no other exclusion criteria (apart from age) were adopted, to optimize the diversity of the sample. Members of the public (<18 years) were invited to participate through a combination of recruitment approaches, including public advertising through posters, distribution of flyers, partners' networks, social media, and word of mouth. The research team had no established relationships with the participants before the event. Free tea and coffee were offered to the participants; however, no financial incentives were provided for participation.

**Concept Development**

The *Can of Worms* metaphor was used as a novel way of bringing interest to the subject matter. The exhibition design employed a multidisciplinary team of designers, public members, and researchers to craft a user-centered experience for participants. The team prioritized flexibility, inclusivity, and engagement, principles that guided the design process. People were invited to explore a free (no admission fee) and immersive installation (ie, in which the space was designed to impact the experience for visitors, as described below). Participants were prompted to reflect on the subject of health care data sharing through storytelling and conversation. Visitors were given a *can opener* and an information leaflet and were encouraged to open cans and listen to stories about health care data sharing, stored in a recorder within the can (Figure 1). Each of the 28 fictional stories fit under 1 of 7 categories: diagnosis, individual care, planning, policy, social services, treatment and prevention, and understanding disease. Topics included international data sharing among patients with chronic diseases, genomic analysis, and data-powered predictive algorithms. The fictional stories were developed by researchers based on anecdotal evidence of risks and benefits of data sharing to represent a balanced view. They were further reviewed by clinicians and lay partners to ensure that they were relevant, factual, and realistic, not harrowing, and in plain English. Stories were recorded by a variety of actors and public members to ensure that they were engaging and relatable. Large text-printed versions were also available for anyone with specific access needs. Examples of stories can be found in Multimedia Appendix 1 [27] and a full list of all stories used within the *Can of Worms* installations can be found at the project website [27].
Figure 1. Materials used in the *Can of Worms* events. (a) Cans containing audio stories focusing on a particular aspect of healthcare data sharing. (b) Blank response card used to collect participants’ hopes and concerns towards data sharing. (c) Overview of the *Can of Worms* public engagement immersive installation.

Data Collection
Once participants finished listening to some of the recorded stories, they were asked to provide the following information on a card: age bands, hopes, and fears about the meaningful use of data in health care (Figure 1).

The first exhibition took place at the Helix Pop-up within St. Mary’s Hospital in Paddington, London, in November 2018, which meant that the members of the public entering the space were mostly patients, family members, medical students, and passersby near the train station. To encourage the participation of people from seldom heard groups (eg, those from deprived backgrounds and minority ethnic groups), a free bus service was organized from White City and Woodlane to the event. The second was held over a weekend at The Great Exhibition Road Festival, South Kensington, in June 2019—*Can of Worms* was one of many exhibits at an event attracting 20,000 members of the general public, as well as students and staff. The third took place on one day at the NHS Digital Academy Residential in Tower Hill in November 2019—this event was open to participants on an academic program for digital health leaders.

Participants’ responses were compiled verbatim and were not returned to the participants for comments and/or corrections. As anonymous, self-administered cards were used, only the participant was present when registering data. Participants had minimal knowledge of the research team; thus, the potential for bias and assumptions was kept to a minimum. No repeat interviews were conducted.

Data Analysis
The transcripts were compiled verbatim and systematically reviewed by four independent reviewers using the thematic analysis method to identify emerging themes. The themes were supported by participants’ quotations. The Consolidated Criteria for Reporting Qualitative Research were used to ensure that the study met the recommended standards for qualitative data reporting [28].

Ethics
The project was reviewed by the Health Research Authority (HRA) Public Involvement Team HRA. Additional HRA approval by the NHS Research Ethics Committee review was not deemed necessary [29].

Results
Participant Characteristics
A total of 352 participants filled the response card (iteration 1 [Helix Centre]: n=175; iteration 2 [Exhibition Road Festival]: n=142; iteration 3 [NHS Digital Academy]: n=35). In iteration 1, the most frequent age band was 25 to 34 years (51/175, 29.1%). In iteration 2, the most frequent age band was below 18 years (55/142, 38.7%), and in iteration 3, the most frequent age band was 45 to 54 years (27/35, 77%).

The themes presented are listed in no particular order, and in line with the qualitative approach, no one theme is presented as more important than the other.
Hopes

The level of content and detail varied greatly between cards. Thematic analysis of the patients’ narratives revealed six emerging overall hopes: (1) enablement of personal access and ownership, (2) increased interoperability and collaboration, (3) generation of evidence for better and safer care, (4) improved timeliness and efficiency, (5) delivery of more personalized care, and (6) equality (Textbox 1).
Textbox 1. Hopes regarding health care data sharing.

<table>
<thead>
<tr>
<th>Theme 1: personal access and ownership</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “Patients will hold their data and will share what they want with who they want” (ID 155)</td>
</tr>
<tr>
<td>• “Data will be there for every patient when they need it and it will follow them” (ID 144)</td>
</tr>
<tr>
<td>• “Having your medical data available on your mobile/smart watch could save many lives in an emergency in the future” (ID 65)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: interoperability and collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “That we treat all data collected across the NHS as one, rich resource. At the moment, there are hundreds of data controls in the NHS and sharing is difficult” (ID 160)</td>
</tr>
<tr>
<td>• “For seamless, secure sharing of data between patients, GPs, A&amp;E… so that patients can get the best care possible” (ID 37)</td>
</tr>
<tr>
<td>• “As a doctor, I find it difficult to provide the best care for my patients without full access to their past medical history, previous imaging and tests, and up to date medication lists. Data sharing between trusts and GPs” (ID 20)</td>
</tr>
<tr>
<td>• “The data can be shared to ensure that there is access to information, especially out of normal hours, so that clinicians can always make informed decisions” (ID 149)</td>
</tr>
<tr>
<td>• “That all my healthcare data is available to any medical professional I see! To save me time and inaccuracy” (ID 184)</td>
</tr>
<tr>
<td>• “Data sharing means I don’t have to tell my story again and again” (ID 185)</td>
</tr>
<tr>
<td>• “A more open and collaborative approach to healthcare across the globe” (ID 183)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: evidence for better and safer care</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “Understandings that will help the whole healthcare sector from big data analysis” (ID 13)</td>
</tr>
<tr>
<td>• “Analysing huge amounts of data could help to find out what causes different diseases (…)” (ID 33)</td>
</tr>
<tr>
<td>• “I hope keeping and sharing patients’ data will lead to more efficient and accurate diagnoses avoiding human error and be able to draw on a bigger database that slips the human mind” (ID 186)</td>
</tr>
<tr>
<td>• “Data can be enhanced to improve outcomes for patients [via] better and quicker diagnosis” (ID 187)</td>
</tr>
<tr>
<td>• “Provides an evidence base for identifying effective treatments” (ID 143)</td>
</tr>
<tr>
<td>• “Analysing huge amounts of data could help to (…) see and predict how epidemic illnesses are spreading” (ID 33)</td>
</tr>
<tr>
<td>• “Less likely for mistakes to happen” (ID 55)</td>
</tr>
<tr>
<td>• “Investment and development of technology to achieve parity with industry with human factors and evidence-based design and implementation” (ID 152)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: timeliness and efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “That data gets where it needs to at the time it needs to. Patient care is supported and improved by timely access to the right information” (ID 165)</td>
</tr>
<tr>
<td>• “(…) an ecosystem that provides pace and a streamlined service – think how much quicker we could help people” (ID 182)</td>
</tr>
<tr>
<td>• “Diseases can be detected early on” (ID 73)</td>
</tr>
<tr>
<td>• “Broad sharing and easy access of data to help in a quicker understanding of a healthcare issue and [potential cure]” (ID 4)</td>
</tr>
<tr>
<td>• “It creates a clear picture of who I am – so I can be helped better and minimize waste in the health service” (ID 180)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: personalized care</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “That it will bring a smarter, more cohesive, personalized care” (ID 179)</td>
</tr>
<tr>
<td>• “Reduction in anxiety to have to tell your story [repeatedly]” (ID 157)</td>
</tr>
<tr>
<td>• “Improving preventive behavior through personalized interventions” (ID 148)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 6: equality</th>
</tr>
</thead>
<tbody>
<tr>
<td>• ”That greater ownership by patients of their data will encourage conversations of equality between them and their healthcare providers” (ID 181)</td>
</tr>
<tr>
<td>• “The patient data can be used and shared more effectively, for example, [in the care of] transgender patients, the proper pronouns can be used” (ID 9)</td>
</tr>
<tr>
<td>• “Data is a very powerful way to tackle inequalities and improve the level of care” (ID 87)</td>
</tr>
</tbody>
</table>
Personal Access and Ownership
Participants hoped that health care data sharing will enable patients access to their own medical records, improving their sense of ownership and involvement in their health and care. Participants also highlighted that improved accessibility of health care data by the patient could prove pivotal in improving safety in medical emergency situations.

Interoperability and Collaboration
The opportunity for enhanced interdisciplinary engagement across the health care field was another hope identified in this study. Participants from each iteration hoped for a more united health care system, ease of collaborative care, and fortified capacity for health care providers to make informed decisions anywhere at any time. Participants hoped for the treatment of data collected as a rich resource instead of the current, fragmented state, which compromises quality and safety of care.

Evidence for Better and Safer Care
Participants also highlighted that data sharing in health care can contribute to providing better and safer care. A significant number of participants from all iterations hoped that data sharing could pave the way for analytical and data mining approaches to improve clinical knowledge in several aspects, including understanding etiology and improving diagnosis and effectiveness of treatment. Some participants also acknowledged that health care data sharing can help understand and monitor the epidemiological nature of certain diseases.

Timeliness and Efficiency
Participants expressed how they hoped that health care might become more efficient as a result of data sharing, as data may be accessed anytime, anywhere. Some saw this from the angle that waste could be minimized and more patients helped if data were shared more widely.

Personalized Care
Another theme emerging from the responses was the hope that health care data sharing would lead to more personalized care. Participants highlighted that it could reduce the anxiety produced by having to tell their story repeatedly due to a lack of integrated health records. Data sharing could also result in a more cohesive health record that could allow care to be tailored to individual needs.

Equality
Participants expressed their hope that data sharing would allow patients to be treated equally, regardless of their backgrounds, predispositions, access to public care, or financial means for private care.

Fears
Regarding the main fears, the thematic analysis of the public’s narratives revealed five emerging themes: (1) inadequate security and exploitation, (2) data inaccuracy, (3) distrust, (4) discrimination and inequality, and (5) less patient-centered care (Textbox 2).
Textbox 2. Fears regarding health care data sharing.

<table>
<thead>
<tr>
<th>Theme 1: inadequate security and exploitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Issues around privacy of data&quot; (ID 194)</td>
</tr>
<tr>
<td>“This data being used by companies to discriminate and make [profit]” (ID 37)</td>
</tr>
<tr>
<td>“That conclusions are made without proper examination of the data [and] that the data is used for nefarious purposes” (ID 143)</td>
</tr>
<tr>
<td>“That private companies could use this data purely for targeting the public health service, thereby driving up the costs” (ID 163)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: data inaccuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Incorrect data” (ID 161)</td>
</tr>
<tr>
<td>“Errors that could corrupt the data” (ID 158)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: distrust</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Horror stories delay inevitable progress” (ID 153)</td>
</tr>
<tr>
<td>“That just one rotten egg will set us back years and we miss out on all the progress that could be made” (ID 196)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: discrimination and inequity</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Could widen inequalities for countries that can’t afford these technologies” (ID 189)</td>
</tr>
<tr>
<td>“Introduces bias and fails to support a patient-centered approach in a mental health and community setting” (ID 147)</td>
</tr>
<tr>
<td>“Bias gets perpetuated” (ID 150)</td>
</tr>
<tr>
<td>“That if my serious and ongoing medical conditions get out that it would limit or otherwise negatively impact my career pathway and job options” (ID 178)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: less patient-centered care</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The ‘person’ is being lost and replaced with numbers” (ID 195)</td>
</tr>
<tr>
<td>&quot;We become too reliant on data and forget about the individual patient” (ID 169)</td>
</tr>
<tr>
<td>“We no longer have conversations with healthcare professionals... many may be replaced by exchange of statistics” (ID 30)</td>
</tr>
<tr>
<td>“Artificial intelligence is seen as a quick and cheap fix and patients get substandard care” (ID 159)</td>
</tr>
</tbody>
</table>

Inadequate Security and Exploitation

Participants conveyed their concerns that health care data sharing could be associated with a lack of privacy and security and would therefore be potentially used for nefarious purposes. Specifically, individuals feared the potential for private companies (ie, pharmaceutical companies) to leverage the data for profit at the expense of the public.

Data Inaccuracy

Data accuracy was also a concern, with some participants expressing worries about incorrect data in their records or computing mistakes that may corrupt their data. Participants expressed worry about the accuracy of communication between clinicians and were concerned that the overreliance on data might further compromise communication.

Distrust

Participants expressed a wide variety of perspectives that shared an overall feeling of distrust and apprehension about the potential for sustained and adequate adoption. Some were wary of the impact of previous negative experiences and how they may impact future initiatives of health care data sharing.

Discrimination and Inequity

Participants expressed concerns that increased health care data sharing would only be possible in better-connected regions, and this could widen the gap between these regions and those that do not have the resources to implement such technologies. On an individual level, participants writing from a patient’s perspective were concerned that, if shared widely, certain details of their personal data may introduce or perpetuate biases.

Less Patient-Centered Care

Some participants were concerned about a negative impact on the delivery of care that is respectful of, and responsive to, individual patient needs, preferences, and values. Fears were expressed around health care, becoming too focused on data, with a negative impact on the patient-doctor relationship, communication, and quality of care received. Some were concerned that a strong focus on data and artificial intelligence could have a negative impact on patient centeredness.

Discussion

Principal Findings

The six main hopes that participants had for health care data sharing concerned (1) enablement of personal access and ownership, (2) increased interoperability and collaboration, (3)
generation of evidence for better and safer care, (4) improved timeliness and efficiency, (5) delivery of more personalized care, and (6) equality. The five main fears that participants expressed in relation to health care data sharing were (1) inadequate security and exploitation, (2) data inaccuracy, (3) distrust, (4) discrimination and inequality, and (5) less patient-centered care.

Findings as Compared With Previous Studies

In this study, participants highlighted personal access and ownership over their health records as a key hope for data sharing. This sentiment has been expressed in previous studies; a public engagement exercise by the Wellcome Trust (2010) found that 92% of adults and 97% of young people surveyed supported patient access to their own health records [30]. Furthermore, a recent meta-analysis has shown that providing patients with access to their own records can improve several aspects of quality of care, particularly improving health outcomes and patient safety [31]. The growing body of evidence supporting policies that support data sharing with patients also raises important questions about equity and whether these interventions may exacerbate health inequities by improving outcomes for patients with access to their health care data, while further excluding those with low health literacy or poor access to digital technologies [32,33].

Interoperability and collaboration also emerged as key hopes for data sharing in this study and were described from various perspectives as allowing clinicians to make more informed decisions and avoiding the need for patients to repeatedly narrate their clinical information. Interoperability between systems and care settings is recognized as a key aspiration to achieve the full potential of data sharing [34], and it is necessary to engage stakeholders involved (patients, health care professionals, policy makers, and technical companies). Several aspects need to be considered, including the adoption of international standards [35], improved education and awareness of obstacles, and minimizing privacy and cybersecurity issues [34].

The hope that data sharing would provide evidence for better and safer care is in line with the findings of previous studies. A study by O’Brien et al [36] found that 94% of patients surveyed “thought data sharing would help their doctor to make better decisions about their health”. In the last decade, the United Kingdom has witnessed a surge in the secondary use of health care data that has generated population-based evidence to inform the delivery of better care, particularly in the mental health space [37] and prescription patterns [38]. Similarly, in the United States, pilot studies have started predicting readmissions and estimating the risk of complications in newborns [37].

Improved timeliness and efficiency were also identified as key hopes in this study, whether it was for patient benefit (ie, early diagnosis and treatment, improvement in diagnosis) or for improved health care efficiency (ie, allowing care to be delivered faster and to more people). Our findings are in line with previous studies surveying patient perspectives, in which helping make new therapies available faster was one of the 2 most important perceived benefits of data sharing [36]. Importantly, participants hoped that data sharing might contribute to making health care more inclusive and increase transparency around demographic information, particularly gender preference, where the use of proper pronouns is of utmost importance to an individual’s identity. Previous research suggests that allowing patients to self-label their gender in their EHRs and specifying their preferred names and pronouns could improve their health care experience [39].

The most common fear noted by participants was inadequate security and the exploitation of health data. Following the WannaCry attack of 2017, public confidence in the NHS to handle data has been negatively affected [40]. A web-based patient survey in the United Kingdom found that the most important data sharing risk identified by participants was health data being stolen by hackers and that in general they would be more comfortable if they were able to learn how their data were protected [36]. These findings mirror the hopes of health care professionals who acknowledged some of these concerns in previous research [41]. Closely linked with fears regarding inadequate security and exploitation of patient data is the idea that distrust can delay progress and hinder the realization of benefits from data sharing. In line with these findings, previous studies showed that the public opposed data sharing when there were financial gains or profits or the possibility of sharing their health care data with private or commercial companies [42].

Errors that resulted in data inaccuracies were feared by the study participants. Previous studies have also found that the public is concerned that errors in records may be difficult to correct and have a negative impact on their care [40]. Previous research highlights that when using data as evidence for better care, it is important that data quality is prioritized, as only with high quality, clean data to feed artificial intelligence algorithms can meaningful insights be extracted [43].

Fears that increased data sharing would give rise to discrimination and inequality of patients were voiced from different contexts. Our participants were concerned that health disparities would widen between more developed countries and those that could not afford these technologies. Others were concerned that some patients may be unfairly prioritized over others, a point of view that is shared with other studies [40]. In one study, those with a lower socioeconomic status expressed more concerns about data sharing and were less likely to consider the benefits that it offers to society [44]. Discrimination, stigmatization, exploitation, or other repercussions are concerns that have been voiced by participants in similar investigations [42].

Some participants expressed that the increased use of computers and artificial intelligence would diminish patient-centered care. The human touch aspect of being treated by a person rather than a computer was valued by members of the public, and there was concern that this would be attenuated significantly. Although digital solutions can improve patients’ safety and efficiency of care, they are not able to replace humanistic skills (ie, compassion, commitment, or empathy) [45].
Strengths, Limitations, and Future Work

This study has several strengths. We used multiple iterations of data collection, coupled with the triangulation of interpretations between researchers with expertise in qualitative research, clinical research, and cognitive science. Data collection was performed in several settings to capture the perspectives, hopes, and concerns of a diverse study sample. This is crucial to inform an equitable approach to increase data sharing in the future.

This study employed a methodologically rigorous approach, leveraging qualitative methods to capture rich, descriptive data on individual perceptions, attitudes, and behaviors [46,47]. In addition, all data collection and analysis were performed according to the Consolidated Criteria for Reporting Qualitative Studies criteria [48].

On a broader scale, the Can of Worms installation is replicable and adaptable for different settings and contexts and can be implemented with relative ease for future installments, both for data collection purposes and to enhance awareness and behavioral change in diverse audiences on this subject.

Despite its strengths, this study has some limitations. The sample size (N=352) was small and was sourced from three locations in England. For this reason, and the fact that data sharing sentiments differ between countries, our results may not be representative of the wider UK population or extrapolated to international settings. The attempt to keep the length of the survey short and encourage those who do not normally engage to participate limited the amount of information collected on participant demographics. As contact information was not collected, it was not possible to send the themes back to the participants for feedback. Future research may benefit from involving patients more actively as part of this process, either by allowing them to provide feedback on the findings, or by providing training so that they can actively contribute to the thematic analyses.

However, the minimal request for participant disclosure of information could serve both as a limitation and a strength of this study, as it could also have increased participation rates and reduced information bias. Finally, the quasi-experimental nature of the study, in an attempt to elicit attitudes, may impact the generalizability of the resulting views, as participants were primed on the stories in the cans. The feedback cards were displayed on a feedback wall in the installation. Some people chose to read these before they wrote their feedback, which could have biased their results but, equally, may have prompted them to have a deeper reflection, including other participants’ perspectives.

Future work should include methodologically robust quantitative studies focusing on how different factors (demographic and social, patient activation, health, and digital literacy) influence both the general public and professional views on data sharing. Future research should also explore the underlying reasons for the public sentiments expressed by collecting additional insights from a range of study participants. Therefore, this study can serve as a first step to unveil areas for future research, from which more actionable conclusions can be drawn. In addition, future work might benefit from international projects assessing data sharing perspectives, as this may help anticipate possible challenges and solutions before future translational implementation of data sharing mechanisms. Finally, future research may consider assessing social media responses to the installations in addition to qualitative responses based on prompts to highlight similarities and contrasting perspectives based on the feedback mechanism.

Conclusions

In the broader context of sharing health care data, involving the public is critical to create a patient-centric culture in health care systems [49]. This study sheds new light on the main hopes and fears of a sample of the UK public regarding health care data sharing. Importantly, our results highlight novel concerns from the public, particularly regarding the impact of health disparities on delivering patient-centered care. Incorporating the knowledge generated and focusing on co-designing solutions to tackle these concerns are critical to engage the public as active contributors to this decision-making process and to fully leverage the potential of health care data use.
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Multimedia Appendix 1

Two examples of stories used in the Can of Worms events. The stories were read by amateur actors, volunteer patient advocates, and researchers. A more detailed overview of the stories is provided in the project website.
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Abstract

Multisite medical data sharing is critical in modern clinical practice and medical research. The challenge is to conduct data sharing that preserves individual privacy and data utility. The shortcomings of traditional privacy-enhancing technologies mean that institutions rely upon bespoke data sharing contracts. The lengthy process and administration induced by these contracts increases the inefficiency of data sharing and may disincentivize important clinical treatment and medical research. This paper provides a synthesis between 2 novel advanced privacy-enhancing technologies—homomorphic encryption and secure multiparty computation (defined together as multiparty homomorphic encryption). These privacy-enhancing technologies provide a mathematical guarantee of privacy, with multiparty homomorphic encryption providing a performance advantage over separately using homomorphic encryption or secure multiparty computation. We argue multiparty homomorphic encryption fulfills legal requirements for medical data sharing under the European Union’s General Data Protection Regulation which has set a global benchmark for data protection. Specifically, the data processed and shared using multiparty homomorphic encryption can be considered anonymized data. We explain how multiparty homomorphic encryption can reduce the reliance upon customized contractual measures between institutions. The proposed approach can accelerate the pace of medical research while offering additional incentives for health care and research institutes to employ common data interoperability standards.

(J Med Internet Res 2021;23(2):e25120) doi:10.2196/25120
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Introduction

The current biomedical research paradigm has been characterized by a shift from intranstitutional research toward multiple collaborating institutions operating at an interinstitutional, national or international level for multisite research projects; however, despite the apparent breakdown of research barriers, there remain differences between ethical and legal requirements at all jurisdictional levels [1]. There are numerous organizational strategies that have been used to resolve these issues, particularly for international academic consortia.

For example, the International Cancer Genome Consortium endeavors to amass cancer genomes paired with noncancerous sequences in a cloud environment, known as pancancer analysis of whole genomes. The International Cancer Genome Consortium’s data access compliance office was unable to establish an international cloud under the Pancancer Analysis of Whole Genomes Project because of conflicts between United States and European Union data privacy laws [2]. These conflicts will be likely exacerbated with the Court of Justice of the European Union (CJEU) invalidating the United States–European Union Privacy Shield agreement. This decision will prevent private research organizations from transferring personal data from the European Union to the United States without organizational safeguards [3]. In addition, the COVID-19 pandemic has made sharing data for clinical trials and research imperative. However, a series of COVID-19 papers retracted due to data unavailability emphasizes the need for data sharing to encourage oversight [4]. Furthermore, within the European Union there is the potential for differences in how countries regulate the processing of health-related personal data [5]. There are also different grounds to justify processing of health-related data under separate branches of EU law. The Clinical Trials Regulation and the European Union General Data Protection Regulation (GDPR) require different standards of consent for processing health-related data, depending on whether those data are collected as part of a clinical trial protocol or not. The effect of this difference is that data collected for one purpose, such as a trial protocol, may not be made available for a secondary research purpose if appropriate consent has not been obtained [6]. Finally, given study restrictions it may be impossible to share data between institutions or jurisdictions [7]. Although reforms to EU data protection law have been proposed to encourage scientific data sharing [8], at present the best available solutions remain contractual and technological measures.

In this paper, we describe how traditional data-sharing approaches relying upon conventional privacy-enhancing technologies are limited by various regulations governing medical use and data sharing. We describe two novel privacy-enhancing technologies, homomorphic encryption and secure multiparty computation, that extend the capacity of researchers to conduct privacy-preserving multisite research. We then turn to analyze the effects of regulation on using these novel privacy-enhancing technologies for medical and research data sharing. In particular, we argue these privacy-enhancing technologies guarantee anonymity as defined under the EU GDPR and are, therefore, key enablers for medical data sharing. We focus on the GDPR, as it currently represents a global benchmark in data protection regulations. We argue that using these technologies can reduce the reliance upon customized data-sharing contracts. The use of standardized agreements for multiparty processing of data in concert with privacy-enhancing technologies can reduce the bottleneck on research. Finally, we turn to address how these novel privacy-enhancing technologies can be integrated within existing regulatory frameworks to encourage increased data sharing while preserving data privacy.

Privacy and Security Issues of Current Medical Data-Sharing Models

Overview

Before examining novel privacy-enhancing technologies, it is necessary to examine the main models for exchanging medical data for research purposes and the limitations of conventional privacy protection mechanisms that are currently used to reduce the risk of reidentification. We synthesize the data-sharing models into three categories and analyze their main technological issues (Figure 1).
Centralized Model: Trusted Dealer
The centralized model requires medical sites (i.e., data providers) that are willing to share data with each other to pool their individual-level patient data into a single repository. The data repository is usually hosted by one medical site or by an external third party (e.g., a cloud provider), playing the trusted dealer role. The main advantage of this model is that the trusted dealer enables authorized investigators to access all the patient-level information needed for data cleaning and for conducting statistical analysis. Moreover, such a data-sharing model minimizes infrastructure costs at medical sites, as data storage and computation are outsourced. However, from a data privacy perspective the centralized model is often difficult to realize, especially when medical and genetic data should be exchanged across different jurisdictions. The central site hosting the data repository represents a single point of failure in the data-sharing process. All participating sites must trust such single entity for protecting their patient-level data [9].

To minimize sensitive information leakage from data breaches, traditional anonymization techniques include suppressing directly identifying attributes, as well as the generalizing, aggregating or randomizing quasi-identifying attributes in individual patient records. In particular, the \( k \)-anonymity privacy model [10] is a well-established privacy-preserving model that aims to reduce the likelihood of reidentification attacks singling out an individual. Specifically, the \( k \)-anonymity model ensures that for each combination of quasi (or indirect) identifier, there exists at least \( k \) individuals who share the same attributes. However, given the increased sophistication of reidentification attacks [10-16] and the rising dimensionality (number of clinical and genetic attributes) of patient data, the above-mentioned countermeasures are inadequate to ensure a proper level of anonymization and preserve acceptable data utility. As a result, these conventional anonymization techniques for individual-level patient data are rarely used in practice. Researchers prefer to rely upon simple pseudonymization techniques (such as replacing direct identifiers with pseudonymous codes) combined with legal measures defining each party’s responsibilities regarding data transfer, access, and use. This process generates administrative overheads that slow down the pace of biomedical research. Furthermore, although designed to comply with data protection regulations, contractual safeguards may not eliminate the risk of individuals being reidentified [17]. As we argue below, combining traditional pseudonymization mechanisms and governance strategies meets the legal standard of pseudonymization but not anonymization under the GDPR.

Decentralized Model: Site-Level Meta-analysis
As opposed to the centralized data-sharing model, the decentralized model does not require patient-level data to be physically transferred out of the medical sites’ information technology infrastructure. Medical sites keep control over their individual-level patient data and define their own data governance principles. For each clinical study, the statistical analysis is first computed on local data sets. The resulting local statistics are then sent to the site responsible for the final meta-analysis that aggregates the separate contribution of each data provider [18] to obtain the final result of the analysis. Under
this model, the site performing the meta-analysis is trusted by all other sites for the protection of their local statistics. As local statistics have a significantly lower dimensionality with respect to individual-level data, there is a lower risk of reidentification in the decentralized data-sharing model.

However, the sharing of only aggregate-level data does not guarantee patients’ privacy by itself. Some aggregate-level statistics may be too low for certain subpopulations (such as patients with rare diseases) and can be considered personally identifying. Moreover, in some circumstances aggregate-level data from local analyses can be exploited to detect the presence of target individuals in the original data set. For example, an attacker may already hold the individual-level data of 1 or several target individuals [19-23]. This membership information can be subsequently used to infer sensitive and sometimes stigmatizing attributes of the target individuals. For example, detecting the membership of an individual in a HIV-positive cohort reveals their HIV status. The intuition behind these attacks is to measure the similarity between the individual-level target data with statistics computed from the study data set and statistics computed from the general population. The attacker’s certainty about the target’s membership in the data set increases with the similarity of the target’s data to the statistics derived from the study data set.

To address these inference attacks, clinical sites can anonymize their local statistics by applying obfuscation techniques that mainly consist in adding a certain amount of statistical noise on the aggregate-level data before transfer to third parties. This process enables data providers to achieve formal notions of privacy such as differential privacy [24,25]. In the statistical privacy community, differential privacy is currently considered as guaranteeing the likelihood of reidentification from the release of aggregate-level statistics can be minimized to an acceptable value. Similar to anonymization techniques for individual-level data, statistical obfuscation techniques degrade the utility of aggregate-level data. Consequently, the amount of noise introduced by data obfuscation should be carefully calibrated to reach the desired compromise between utility and privacy. Often, when each data provider adds the required amount of noise to reach an acceptable level of privacy, the resulting aggregated results stemming from a meta-analysis are too distorted to be reliable [26].

Beyond privacy considerations, this approach also suffers from a lack of flexibility as the medical sites involved in the analysis must coordinate before the analysis on the choice of parameters and covariates to be considered. This coordination often depends on manual approval, impeding the pace of the analysis itself. Finally, as opposed to the centralized approach, accuracy of results from a meta-analysis that combines the summary statistics or results of local analysis can be affected by cross-study heterogeneity. This can lead to inaccurate and misleading conclusions [27].

Decentralized Model: Federated Analysis and Learning

The federated model is an evolution of the decentralized model based on site-level meta-analysis. Instead of sharing the results of local analyses, the participating data providers collaborate to perform a joint analysis or the training of a machine learning model in an interactive and iterative manner, only sharing updates of the model’s parameters. One of the medical sites participating in the multicentric research project (typically the site responsible for the statistical analysis) becomes the reference site (or central site) and defines the model to be trained (or analysis to be performed) and executed on the data distributed across the network. This model is referred to as the global model. Each participating site is given a copy of the model to train on their own individual-level data. Once the model has been trained locally over several iterations, the sites send only their updated version of the model parameters (aggregate-level information) to the central site and keep their individual-level data at their premises. The central site aggregates the contributions from all the sites and updates the global model [28]. Finally, the updated parameters of the global model are shared again with the other sites. The process repeats iteratively till convergence of the global model.

With respect to the distributed data-sharing approach based on site-level meta-analysis, this federated approach is more robust against heterogeneous distributions of the data across different sites, thus yielding results accuracy that is comparable to the results obtained with the same analysis conducted using the centralized model. Moreover, this approach does not suffer from the loss in statistical power of conventional meta-analyses. Prominent projects that have attempted to employ federated approaches to analysis and sharing of biomedical data are the DataSHIELD project [29] and the Medical Informatics Platform of the Human Brain Project [30].

The federated data-sharing approach combines the best features of the other two approaches. However, although the risk or reidentification is reduced compared to the centralized approach, the federated approach remains vulnerable to the same inference attacks of the meta-analysis approach. These inference attacks exploit aggregate-level data released during collaboration [31-34]. The potential for an inference attack is even increased compared to a meta-analysis-based approach. This is due to the iterative and collaborative nature of the data processing, allowing adversaries to observe model changes over time and with specific model updates. Melis et al [35] show that updates of model parameters transferred during the collaborative training phase can be used to infer the membership of a target individual in the training data sets as well as some properties associated with a particular subset of the training data. This inference is possible if the context of the data release enables the attacker to easily access some auxiliary individual-level information about the target individual. In legal terms (as discussed below), these aggregate-level data can potentially be considered personal data. As for the meta-analysis approach, obfuscation techniques can be used to anonymize the model’s updates at each iteration. Nevertheless, the required perturbation can severely affect the performance of the final model [26].

Finally, regardless of the type of distributed data-sharing model, obfuscation techniques for anonymizing aggregate-level data are rarely used in practice in medical research because of their impact on data utility. As a result, these technical privacy limitations are usually addressed via additional legal and organizational mechanisms. For the DataSHIELD project, access is limited to organizations that have consented to the terms of
use for DataSHIELD and have sought appropriate ethics approval to participate in a DataSHIELD analysis [36]. Therefore, implementing the platform will require cooperating with governments and institutions so they are comfortable with exposing sensitive data to the platform [29]. However, as we discuss below, advanced technologies can also guarantee data privacy.

**Minimizing Risks by Leveraging Advanced Privacy-Enhancing Technologies**

**Overview**

In the last few years, several cryptographic privacy-enhancing technologies have emerged as significant potential advances for addressing the above-mentioned data protection challenges that still affect medical data sharing in the decentralized model. Although hardware-based approaches could be envisioned for this purpose, they are usually tailored to centralized scenarios and introduce a different trust model involving the hardware provider. Furthermore, they also depend on the validity of the assumptions on the security of the hardware platform, for which new vulnerabilities are constantly being discovered. In this paper, we focus on two of the most powerful software-based privacy-enhancing technologies: homomorphic encryption and secure multiparty computation. Both rely upon mathematically proven guarantees for data confidentiality, respectively grounded on cryptographic hard problems and noncollusion assumptions.

**Homomorphic Encryption**

Homomorphic encryption [37] is a special type of encryption that supports computation on encrypted data (ciphertexts) without decryption. Thanks to this property, homomorphically encrypted data can be securely handed out to third parties, who can perform meaningful operations on them without learning anything about their content. Fully homomorphic encryption schemes, or schemes enabling arbitrary computations on ciphertexts, are still considered nonviable due to the high computational and storage overheads they introduce. Current practical schemes that enable only a limited number of computations on ciphertexts (such as polynomial operations) have reached a level of maturity that permits their use in real scenarios.

**Secure Multiparty Computation**

Secure multiparty computation [38-42] protocols enable multiple parties to jointly compute functions over their private inputs without disclosing to the other parties more information about each other’s inputs than what can be inferred from the output of the computation. This class of protocols is particularly attractive in privacy-preserving distributed analytic platforms due to the great variety of secure computations they enable. However, this flexibility includes several drawbacks that hinder their adoption, including high network overhead and the requirement for parties to remain online during computation.

**Multiparty Homomorphic Encryption**

The combination of secure multiparty computation and homomorphic encryption was proposed to overcome their respective overheads and technical limitations; we refer to it as multiparty homomorphic encryption [43-46]. Multiparty homomorphic encryption enables flexible secure processing by efficiently transitioning between encrypted local computation, performed with homomorphic encryption, and interactive protocols (secure multiparty computation). It can be used to choose the most efficient approach for each step within a given workflow, leveraging the properties of one technique to avoid the bottlenecks of the other. Moreover, multiparty homomorphic encryption ensures that the secret key of the underlying homomorphic encryption scheme never exists in full. Instead, it distributes the control over the decryption process across all participating sites, each one holding a fragment of the key. All participating sites have to agree to enable the decryption of any piece of data, and no single entity alone can decrypt the data.

Unlike homomorphic encryption or secure multiparty computation alone, multiparty homomorphic encryption provides effective, scalable, and practical solutions for addressing the privacy-preserving issues that affect the distributed or federated approach for data sharing. For example, systems such as Helen [47], MedCo [48], or POSEIDON [49] use multiparty homomorphic encryption to guarantee that all the information interchanged between the sites is always in encrypted form, including aggregate data such as model parameters and model updates, and only the final result (the computed model or the predictions based on this model) is revealed to the authorized user. Finally, multiparty homomorphic encryption reduces the need of obfuscation techniques to protect aggregate-level data from inference attacks. Furthermore, data utility, which is typically lost with privacy-preserving distributed approaches that only rely upon obfuscation techniques, can be significantly improved. As aggregate-level data transfer and processing across participating sites during the analysis or training phase remains always encrypted, obfuscation can be applied only to the decrypted final result of the analysis that is released to the data analyst, instead of being applied to all model updates at each iteration. Hence, multiparty homomorphic encryption enables a much lower utility degradation for the same level of reidentification risk.

**Regulatory Hurdles for the Use of Encryption Technologies**

**Overview**

In this section, we focus on the features of EU data protection law concerning encryption and data sharing. We focus on the GDPR because of the persistence of national divergences in member state law, despite the passage of the GDPR. In particular, the GDPR provides member states can introduce further conditions, including restrictions on processing of genetic data, biometric data, or health-related data. These exceptions exist outside the narrow circumstances in which special categories of personal data, which genetic data, biometric data, or health-related data belong to, can be processed [6]. This flexibility increases the potential for divergences in national law that require customized contracts between institutions in different EU member states [5].
Data Anonymization and Pseudonymization

The GDPR defines personal data as concerning an identifiable natural person. Therefore, pseudonymized data, where all identifiers have been removed from those data, remain personal data. However, the provisions of the GDPR do not concern anonymized data or data which have been processed so individuals are no longer identifiable. In particular, anonymized data may be used for research or statistical processing without the need to comply with the GDPR.

Spindler and Schmechel [50] note there are two conflicting approaches to classifying personal and anonymized data. The first is an absolute approach, where anonymized data constitute personal data if there is even a theoretical chance of reidentification. This approach represents the state of national law in a minority of EU member states, such as France [51]. The second is the relative approach, where anonymized data are no longer personal data if it is reasonably likely that methods do not exist to reidentify individuals [50]. This approach represents the state of national law in countries such as Ireland, where the Irish Data Protection Commission has held that data are anonymized if it is unlikely current technology can be used to reidentify those data [52]. Likewise, the German Federal Ministry for Economic Affairs and Energy held that data (including health-related personal data) are anonymized under the Bundesdatenschutzgesetz (German Federal Data Protection Act) where individuals cannot be reidentified with reasonable effort [53]. In both these jurisdictions, if an unreasonable effort were required to reidentify anonymized data, then it would no longer be personal data [50].

At the supranational level, the former Article 29 Working Party (now the European Data Protection Board) has favored a relative over an absolute approach to anonymization. First, the Article 29 Working Party held that the words “means reasonably likely” suggests a theoretical possibility of reidentification will not be enough to render those data personal data [54]. A subsequent opinion of the Working Party reinforced this support for the relative approach and compared different techniques for anonymization or pseudonymization. For example, encrypting data with a secret key means that data could be decrypted by the key holder. For this party, the data would therefore be pseudonymized data. But, if a party does not have the key, the data would be anonymized. Likewise, if data are aggregated to a sufficiently high level, these data would no longer be personal data [55]. Nevertheless, following the Article 29 Working Party’s ruling, no single anonymization technique can fully guard against orthogonal risks of reidentification [56].

Data Processing

The GDPR’s provisions apply to data controllers, or entities determining the purpose and means of processing personal data. This definition encompasses both health care institutions and research institutions. Data controllers must guarantee personal data processing is lawful, proportionate, and protects the rights of data subjects. In particular, the GDPR provides that encryption should be used as a safeguard when personal data are processed for a purpose other than which they were collected. Although the GDPR does not define encryption, the Article 29 Working Party treats encryption as equivalent to stripping identifiers from personal data. The GDPR also lists encryption as a strategy that can guarantee personal data security. Furthermore, the GDPR emphasizes that data controllers should consider the state of the art, along with the risks associated with processing, when adopting security measures. The GDPR also provides that data processing for scientific purposes should follow the principle of data minimization. This principle requires data processors and controllers to use nonpersonal data unless the research can only be completed with personal data. If personal data are required to complete the research, pseudonymized or aggregate data should be used instead of directly identifying data.

The GDPR imposes obligations on data controllers with respect to the transfer of data, particularly outside of the European Union. Specifically, the GDPR requires the recipient jurisdiction to offer adequate privacy protection before a data controller transfers data there. Otherwise, the data controller must ensure there are organizational safeguards in place to ensure the data receives GDPR-equivalent protection. Furthermore, data controllers must consider the consequences of exchanging data between institutions, and whether these are joint controllership or controller–processor arrangements. Under the GDPR, data subject rights can be exercised against any and each controller in a joint controllership agreement. Furthermore, controllers must have in place an agreement setting out the terms of processing. By contrast, a data controller–processor relationship exists where a controller directs a data processor to perform processing on behalf of the controller, such as a cloud services provider. The GDPR provides that any processing contract must define the subject matter, duration, and purpose of processing. Contracts should also define the types of personal data processed and require processors to guarantee both the confidentiality and security of processing.

Advanced Privacy-Enhancing Technologies and EU Data Governance Requirements

In this section, we argue that multiparty homomorphic encryption, or homomorphic encryption and secure multiparty computation used in concert, meets the requirements for anonymization of data under the GDPR. Furthermore, we argue the use of multiparty homomorphic encryption can significantly reduce the need for custom contracts to govern data sharing between institutions. We focus on genetic and clinical data sharing due to the potential for national derogations pertaining to the processing of health-related data. Nevertheless, our conclusions regarding the technical and legal requirements for data sharing using multiparty homomorphic encryption, or homomorphic encryption and secure multiparty computation, may apply to other sectors, depending on regulatory requirements [57].

Under the GDPR, separating pseudonymized data and identifiers is analogous to separating decryption keys and encrypted data. For pseudonymized data, any entity with physical or legal access to the identifiers will possess personal data [58]. To this end, Spindler and Schmechel [50] suggest that encrypted data remain personal data to the entity holding the decryption keys. The encrypted data also remain personal data for any third party with lawful means to access the decryption keys. Applying this
approach to homomorphic encryption, if a party has access to the decryption key corresponding to the encryption key that was used to homomorphically encrypt data, that party will have access to personal data. Likewise, if a party has lawful access to data jointly processed as part of secure multiparty computation, those data will remain personal data for that party.

Whether a party to data processing using advanced privacy-enhancing technologies has lawful access to data or decryption keys depends on the legal relationship between the parties. With respect to joint controllership, recent CJEU case law has established that parties can be joint controllers even without access to personal data [60-62]. The CJEU held that the administrator of a fan page hosted on Facebook was a joint controller despite only having access to aggregate data in paragraph 38 [60]. However, Article 26, paragraph 1 of the GDPR [63] requires that joint controllers establish a contract allocating responsibility for processing of personal data. Hospitals or research institutions processing patient data using secure multiparty computation jointly determine how these data are processed. These entities would be classified as joint controllers, at least when engaging in secret sharing (as a joint purpose of data processing). These entities would need an agreement to establish that only the entity with physical access to patient data can access those data. If a request is made to a hospital or research institution that does not possess these data, the request must be referred to the entity that does.

Applying these principles to processing with privacy-enhancing technologies, for homomorphic encryption, there is no mathematical possibility of decrypting the data without the decryption key. This holds true when both the data are at rest or when the data are processed in the encrypted space via secure operations such as homomorphic addition or multiplication. Whether data processed as part of secure multiparty computation or multiparty homomorphic encryption remain personal data depends on whether entities have lawful access to personal data or decryption keys respectively. If entities can only access personal data they physically hold as part of a joint controller agreement, the data fragments exchanged during secret sharing via secure multiparty computation are not personal data. Likewise, under multiparty homomorphic encryption each individual entity only has access to a fragment of the decryption key, which can only be recombined with the approval of all other entities holding the remaining fragments. This argument is reinforced by Recital 57 of the GDPR [63], which provides controllers forbidden from identifying individuals are not required to collect identifying information to comply with the GDPR.

Therefore, we submit that both homomorphic encryption and secure multiparty computation, when used alone or together through multiparty homomorphic encryption can jointly compute health-related data while complying with the GDPR. These data remain anonymous even though entities processing data using multiparty homomorphic encryption are joint controllers. Furthermore, the use of advanced privacy-enhancing technologies should become a best standard for the processing of health-related data for three reasons. First, the Article 29 Working Party has recommended using encryption and anonymization techniques in concert to protect against orthogonal privacy risks and overcome the limits of individual techniques [59]. Second, the GDPR emphasizes the use of state-of-the-art techniques for guaranteeing the processing of sensitive data. Homomorphic encryption, secure multiparty computation, and multiparty homomorphic encryption are considered state-of-the-art technologies in that they carry a mathematical guarantee of privacy. Third, the Article 29 Working Party has held the data controller is responsible for demonstrating that the data have been and remain anonymized [55]. Further support from this argument comes from a case heard before the Swiss Federal Supreme Court [64]; in paragraph 5.12, the Federal Supreme Court endorsed a relative approach to anonymization, but also placed the onus on the data controller to establish anonymization. Switzerland is not a member of the European Union and does not have to comply with the GDPR. However, Switzerland’s close proximity to the European Union means the Swiss Federal Act on Data Protection has been revised. These revisions ensure the continued free exchange of data between Switzerland and EU countries [65].

Therefore, we argue that multiparty homomorphic encryption involves processing anonymized data under EU data protection law. Although homomorphic encryption, secure multiparty computation, and multiparty homomorphic encryption do not obliterate the need for a joint controllership agreement, they lessen the administrative burden required for data sharing. Furthermore, they promote the use of standard processing agreements that can help ameliorate the impacts of national differences within and outside the European Union. Accordingly, we submit that multiparty homomorphic encryption, along with other forms of advanced privacy-enhancing technologies, should represent the standard for health data processing in low trust environments [66]. This processing can include performing computations on sensitive forms of data, such as providing genomic diagnoses without revealing the entire sequence for a patient [67]. Furthermore, the encrypted outputs of homomorphic encryption and secure multiparty computation are mathematically private, as they do not reveal any personal data [68]. Finally, the fact that multiparty homomorphic encryption involves processing anonymized data broadens the purposes for which health-related data can be used. For example, as part of a clinical trial protocol data might be collected from patients via their personal devices. These devices can either store these data locally or transmit them to a hospital. The data may then be queried in an anonymized form as part of a research project without needing to seek additional consent that would otherwise be required under data protection law for those data to be processed [69]. The ability to reuse data that are stored on a patient’s personal device can also help support innovative forms of clinical trials, such as remote patient monitoring. The various states of data processed using novel privacy-enhancing technologies such as multiparty homomorphic encryption is displayed in Figure 2. Table 1 demonstrates the status of personal data at different stages of processing.

https://www.jmir.org/2021/2/e25120
Figure 2. Comparison of the status of personal data under a distributed approach relying upon traditional privacy-enhancing technologies (eg, aggregation and pseudonymization) and a distributed approach relying on multiparty homomorphic encryption (eg, homomorphic encryption and secure multiparty computation).
The lack of reliance upon custom contracts may encourage institutions to align their data formats to common international interoperability standards. In the next section, we turn to address the standardization of these advanced privacy-enhancing technologies.

### Regulatory Instruments to Encourage the Use of Novel Privacy-Enhancing Technologies

At present, regulatory instruments provide limited guidance on the different types of privacy-enhancing technologies required to process medical data in a privacy-conscious fashion. However, the techniques described in this paper may represent a future best standard for processing medical data for clinical or research purposes. Because of the novelty of both technologies, the standardization of homomorphic encryption and secure multiparty computation is ongoing, with the first community standard released in 2018 [70].

Furthermore, there are numerous documents published by data protection agencies that can aid the development of such guidelines. For example, the Commission Nationale de l’Informatique et des Libertés (French Data Protection Agency) published a set of guidelines following the passage of the GDPR on how to secure personal data. This document provides recommendations on when encryption should be used, including for data transfer and storage [71]. Likewise, the Agencia Española de Protección de Datos (Spanish Data Protection Agency) has already recommended using homomorphic encryption as a mechanism for achieving data privacy by design pursuant to Article 25 of the GDPR [72].

Nevertheless, any standards will need to be continually updated to respond to new technological changes. For example, one of the most significant drawbacks of fully homomorphic encryption is the complexity of computation. This computational complexity makes it hard to predict running times, particularly for low-power devices such as wearables and smartphones. For the foreseeable future, this may limit the devices upon which fully homomorphic encryption can be used [73]. Therefore, specialized standards may need to be developed for using homomorphic encryption on low-power devices in a medical context. Specifically, these standards must be compliant with the legal requirements for access to and sharing of data by patients themselves, including the right to data portability as contained within Article 20 of the GDPR [54]. Although homomorphic encryption and secure multiparty computation offer privacy guarantees, there is still an orthogonal risk of reidentifying individuals from aggregate-level results that are eventually decrypted and can be exploited by inference attacks [19,21,27,74]. However, as mentioned earlier, the use of multiparty homomorphic encryption or secure multiparty computation enables the application of statistical obfuscation techniques for anonymizing aggregate-level results with a better privacy-utility trade-off than the traditional distributed approach, thus facilitating the implementation of end-to-end anonymized data workflows.

A final consideration relates to ethical issues that exist beyond whether homomorphic encryption, multiparty computation, and multiparty homomorphic encryption involve processing anonymized or personal data. First, the act of encrypting personal data constitutes further processing of those data under data protection law. Therefore, health care and research institutions must seek informed consent from patients or research participants [50]. Institutions must consider how to explain these technologies in a manner that is understandable and enables the patient to exercise their rights under data protection law. Second, the institution that holds the data must have procedures in place that govern who can access data encrypted using advanced privacy-enhancing technologies. Institutions should also determine which internal entity is responsible for governing access requests. These entities can include ethics review committees or data access committees [2].

### Conclusion

Medical data sharing is essential for modern clinical practice and medical research. However, traditional privacy-preserving technologies based on data perturbation, along with centralized and decentralized data-sharing models, carry inherent privacy risks and may have high impact on data utility. These shortcomings mean that research and health care institutions combine these traditional privacy-preserving technologies with contractual mechanisms to govern data sharing and comply with data protection laws. These contractual mechanisms are context-dependent and require trusted environments between research and health care institutions. Although federated learning models can help alleviate these risks as only aggregate-level data are shared across institutions, there are still orthogonal risks to privacy from indirect reidentification of patients from partial results [66]. Furthermore, changes in case law (such as the already mentioned recent invalidation of the US-EU Privacy Shield [3]) can undermine data sharing with research partners outside the European Union. In this paper, we demonstrated how these privacy risks can be addressed through using multiparty homomorphic encryption, an efficient combination of homomorphic encryption and secure multiparty computation. In particular, we demonstrated how homomorphic encryption and secure multiparty computation can be used to compute accurate federated analytics without needing to transfer personal...
data. Combining these technologies (multiparty homomorphic encryption) for medical data sharing can improve the performance overheads of privacy enhancing technology while reducing the risk of GDPR noncompliance. Furthermore, personal data do not leave the host institution where they are stored when processed using multiparty homomorphic encryption. Therefore, the lack of personal data transfer with multiparty homomorphic encryption will encourage increased data sharing and standardization between institutions. Data protection agencies, as well as health care and research institutions, should promote multiparty homomorphic encryption and other advanced privacy-enhancing technologies for their use to become widespread for clinical and research data sharing.
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Abstract

Background: The effectiveness of digital health interventions is commonly assumed to be related to the level of user engagement with the digital health intervention, including measures of both digital health intervention use and users’ subjective experience. However, little is known about the relationships between the measures of digital health intervention engagement and physical activity or sedentary behavior.

Objective: This study aims to describe the direction and strength of the association between engagement with digital health interventions and physical activity or sedentary behavior in adults and explore whether the direction of association of digital health intervention engagement with physical activity or sedentary behavior varies with the type of engagement with the digital health intervention (ie, subjective experience, activities completed, time, and logins).

Methods: Four databases were searched from inception to December 2019. Grey literature and reference lists of key systematic reviews and journals were also searched. Studies were eligible for inclusion if they examined a quantitative association between a measure of engagement with a digital health intervention targeting physical activity and a measure of physical activity or sedentary behavior in adults (aged ≥18 years). Studies that purposely sampled or recruited individuals on the basis of pre-existing health-related conditions were excluded. In addition, studies were excluded if the individual engaging with the digital health intervention was not the target of the physical activity intervention, the study had a non–digital health intervention component, or the digital health interventions targeted multiple health behaviors. A random effects meta-analysis and direction of association vote counting (for studies not included in meta-analysis) were used to address objective 1. Objective 2 used vote counting on the direction of the association.

Results: Overall, 10,653 unique citations were identified and 375 full texts were reviewed. Of these, 19 studies (26 associations) were included in the review, with no studies reporting a measure of sedentary behavior. A meta-analysis of 11 studies indicated...
a small statistically significant positive association between digital health engagement (based on all usage measures) and physical activity (0.08, 95% CI 0.01-0.14, SD 0.11). Heterogeneity was high, with 77% of the variation in the point estimates explained by the between-study heterogeneity. Vote counting indicated that the relationship between physical activity and digital health intervention engagement was consistently positive for three measures: subjective experience measures (2 of 3 associations), activities completed (5 of 8 associations), and logins (6 of 10 associations). However, the direction of associations between physical activity and time-based measures of usage (time spent using the intervention) were mixed (2 of 5 associations supported the hypothesis, 2 were inconclusive, and I rejected the hypothesis).

Conclusions: The findings indicate a weak but consistent positive association between engagement with a physical activity digital health intervention and physical activity outcomes. No studies have targeted sedentary behavior outcomes. The findings were consistent across most constructs of engagement; however, the associations were weak.

(J Med Internet Res 2021;23(2):e23180) doi:10.2196/23180
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Introduction

Physical activity of any intensity reduces the risk of death and noncommunicable diseases [1]. Sedentary behavior is highly prevalent, displaces time to be physically active, and is associated with noncommunicable diseases and premature death [2,3]. As such, efforts to increase physical activity and concurrently decrease sedentary behavior have been identified internationally as public health priorities [4].

Digital health interventions (DHIs) have the potential to address physical inactivity, as they are accessible by large proportions of the population and can be delivered with high effectiveness at a low cost [5,6]. The World Health Organization defines digital health as the use of digital, mobile, and wireless technologies to support the achievement of health objectives and is inclusive of both mobile health (mHealth) and eHealth [7], including mobile phones, portable computer tablets (eg, iPads), web-based interventions, smartphone apps, and wearable devices [8]. An attractive feature of DHIs is their capacity to be scaled for large populations while concurrently being tailored to specific target groups [7,9]. There has been a considerable investment in the development and research on DHIs to improve physical activity, with a rise of 26% per year in journal article publications since 2000 [10]. Furthermore, the use of DHIs to promote and support participation in physical activity has been recommended in the Global Action Plan on Physical Activity 2018-2030 [4,11].

Despite the significant growth in DHIs, there is a limited understanding of the extent to which DHIs impact physical activity outcomes. Overall, systematic reviews indicate that DHIs targeting adult populations may have a modest effect in improving physical activity when delivered web based [12-16] and through smartphone applications [12,13,17-19]. A recent meta-analysis found that per week, web-based interventions increased moderate-to-vigorous intensity physical activity by 13.4 minutes (95% CI 12.96-13.89) and steps by 2185 (95% CI 1765-2605) [15]. Similarly, another meta-analysis of web-based interventions targeting physical activity found that physical activity significantly improved in the short term (Cohen d=0.14). The review suggested that the small effect size may be attributed to a lack of engagement with web-based interventions [14].

Other meta-analyses of mobile phone app interventions have reported effects that favored the intervention but were not statistically significant [17,19], with the suggestion that a lack of engagement may explain the lack of evidence to support effectiveness.

Participant exposure needs to be sufficient for any DHI to have an effect [20]. Engagement has been defined as the (1) extent of DHI usage such as the frequency, duration, amount, and depth of the accessed DHI and (2) subjective experience characterized by attention, interest, and affect [20]. To our knowledge, only one systematic review has explored the association between objective levels of engagement with DHIs (usage measures) and physical activity or sedentary behavior [8]. The review by Donkin et al [8] explored the association between the level of engagement with DHIs (web-based interventions) targeting adults and a range of health outcomes [8]. Included studies predominately reported the measures of psychological health, dietary intake, weight management, and smoking. The results were reported narratively because of the diverse measures of engagement and health outcomes. Only 3 of the 33 studies included measures of physical activity (n=5 associations) [21-24], with no studies reporting sedentary behavior outcomes. The engagement measures explored by the 3 studies included in the Donkin review focused on logins (n=3), activities completed (n=1), and website exposure (n=1). Of the 3 physical activity studies, Marcus et al [22] showed that a higher number of logins were correlated with an increase in the physical activity from baseline to 12 months. Similarly, McKay et al [21] found that those who logged into the program on 3 or more occasions had greater increases in physical activity than those with fewer logins. McKay et al [21] additionally found website exposure (usage) to be associated with higher increases in physical activity. In contrast, Carr et al [23,24] showed that neither the number of logins nor the number of activities completed were associated with physical activity at 8 months.

Understanding the relationship between engagement and health outcomes is important because it provides an opportunity to optimize the impact of interventions [20,25]. Engagement is hypothesized to influence the relationship between a DHI and the mechanisms of action of the DHI (eg, skills, attitudes, beliefs, knowledge), which then leads to the target behavior (eg,
physical activity) [20]. Even smaller improvements in the effectiveness of DHIs are important, given the potential reach of these interventions [6,10]. The previous review by Donkin et al [8] used a definition of engagement that focused on the usage and user-directed web-based interventions, which excluded smartphone apps and group-based DHIs [8]. Since 2010, when their search was conducted, there has been a large increase in the mobile- and app-based research applied to physical activity; hence, there is an increased opportunity to garner further understanding of this relationship [8,10]. A broader definition of engagement that encompasses subjective experience has also been developed [20]. To our knowledge, no review has explored the relationship between subjective experience with DHIs and physical activity or sedentary behavior [20]. Therefore, a more contemporary review of the evidence is warranted.

**Objective**

In this context, we aim to (1) describe the direction and strength of the association between engagement with DHIs and physical activity and/or sedentary behavior in adults and (2) explore whether the direction of association between DHI engagement and physical activity or sedentary behavior varies by the type of engagement (ie, subjective experience, activities completed, time, and logins).

**Methods**

**Design**

This review was prospectively registered with the International Prospective Register for Systematic Reviews (PROSPERO; CRD42018110657) and is reported in accordance with the Joanna Briggs Institute guidance for conducting systematic reviews of association [26].

**Search Strategy**

Searches for peer-reviewed literature were undertaken with the assistance of a research librarian in 4 electronic databases: Embase, MEDLINE, PsycINFO, and Scopus (Multimedia Appendix 1). We searched for records from the database inception to December 2019. Searches were restricted to English. This review was conducted alongside another review that aimed to describe the association between DHI engagement and dietary intake (PROSPERO CRD42018112189 [27]). Therefore, dietary intake search terms were also included in the search strategy. We used the modified versions of published search filters for physical activity and sedentary behavior [28], engagement [20], and DHIs [20,29,30].

**Additional Search Methods**

We conducted hand searches of all the publications from January 2016 to December 2019 in the following journals: Journal of Medical Internet Research, JMIR mHealth and uHealth, JMIR Medical Informatics, and JMIR Public Health and Surveillance. We conducted gray literature searches in “Google.com/ncr” search engine and used the search terms Physical Activity or Sedentary Behavior and Engagement and Digital Health Intervention and screened the first 200 hits for relevance. We screened the reference lists of key systematic reviews of DHI engagement [8,20]. We also contacted the authors of included studies for other potentially relevant studies.

**Inclusion Criteria**

**Types of Studies**

We included study designs that examined a quantitative association between a measure of engagement with a DHI and a measure of physical activity and/or sedentary behavior. DHIs were defined as the use of digital, mobile, and wireless technologies to support the achievement of health objectives [7], inclusive of both mHealth and eHealth. We adopted Perski et al’ s [20] definition of engagement, defined as both the extent of the usage of the DHI (amount, frequency, duration, and depth; eg, activities completed, time, and logins) and the subjective experience (characterized by attention, interest, and affect). DHIs included but were not limited to mobile phones, portable computer tablets (eg, iPads), web-based interventions, and smartphone apps. We included DHIs involving synchronous communication as part of the program (eg, web-based chat, teleconferencing). We applied no restrictions on the length of the follow-up period or the country of origin of the studies. We included studies that recruited participants in the real-world settings (ie, ecological studies) as well as nonecological studies (ie, those conducted under controlled research conditions, where repeated contacts with research staff, comprehensive assessments, and recruitment to the study occurs before the individual accessing the DHI) [31]. All the quantitative study designs were also included.

**Population**

We included any study undertaken with adult users (aged ≥18 years) of a DHI targeting physical activity or sedentary behavior. The studies of participants who had access to a DHI and the opportunity to engage with the DHI were eligible.

**Exposure**

We included studies reporting any measure of engagement with a DHI, defined as the extent of usage (eg, activities completed, time, and logins) or the subjective experience of users (eg, measures of attention, interest, and affect, including but not limited to enjoyment, satisfaction, user experience, and usability) [20]. Engagement can be collected by the DHI (eg, analytics), observation, surveys of DHI users, or other quantitative methods. We excluded the qualitative measures of engagement (eg, focus groups).

**Outcome**

We included studies reporting any measure of physical activity or sedentary behavior, including but not limited to self-report (eg, minutes of moderate-to-vigorous physical activity, minutes of walking, self-reported steps, distance traveled) and measured by a device (eg, steps from pedometer, mobile phone data, accelerometers). These could be reported in specific settings (eg, while at work), periods of the day (eg, mornings), or as the whole day. We included both cross-sectional measures of physical activity (ie, one time point) and those studies with multiple time points calculating changes in the physical activity over time (ie, cohort studies).
Exclusion Criteria

We excluded the following studies:

- Case studies, letters to the editor, and qualitative studies.
- Studies that targeted children and adolescents (<18 years).
- Studies that purposely sampled or recruited individuals based on pre-existing health-related conditions, including chronic health conditions such as chronic pain, a diagnosis of chronic disease, communicable disease, or mental illness, given our interest in generalizing the findings to general community samples.
- Studies in which the individuals engaging in the DHI were not the target of the physical activity or sedentary behavior intervention (e.g., doctors engaging with a physical activity app for their patients).
- Studies that included a non-DHI component within an intervention (e.g., a face-to-face component and digital components). This step was taken to ensure that the measures of engagement reflected only the digital component and not the intervention more generally.
- Interventions not functioning at computer- or internet-based capacity (e.g., SMS, CD-Rom, and computer-based interventions) to focus on more contemporary DHIs.
- Those that targeted multiple health behaviors for the prevention of chronic disease (e.g., sleep and physical activity or diet and physical activity) to reduce heterogeneity between health behaviors.
- Studies where the full text was not available.

Data Collection and Analyses

Selection of Studies

After removing the duplicates, the authors (MM, TD, and JB) single-screened titles and abstracts for potentially eligible studies using Covidence. At title and abstract screening, we included studies in the full text review when the abstract reported both a physical activity and/or sedentary behavior outcome as well as a DHI engagement outcome (including meeting other inclusion and exclusion criteria). Therefore, studies that did not report a measure of association between physical activity and/or sedentary behavior and DHI engagement were still included for a full text review. This was done to ensure that the studies were not excluded in error. This screening process was implemented after an initial pilot screening of 100 full texts by MM, who found that none of the abstracts that reported only a health outcome or only an engagement outcome were incorrectly screened out. Following the title and abstract review, we obtained full texts of all potentially relevant or unclear articles, and authors (MM, TD, AG, and KR) independently reviewed these against our inclusion criteria. Reasons for exclusion were recorded in a characteristics of excluded studies table. The review authors were not blinded to author or journal information. The number of articles identified, screened, eligible, and included were recorded according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [32] (Figure 1).
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. *This review was conducted alongside another review aiming to describe the association between DHI engagement and dietary intake (PROSPERO CRD42018112189). Therefore, ‘dietary intake’ search terms were also included in the search strategy, but removed for reporting elsewhere.

Data Extraction and Management

Pairs of review authors (MM and TD) independently extracted data using a data extraction form adapted from the Cochrane Public Health Group Methods Manual and used previously by the research team [33]. Given the complexity of the review, all the extracted data were reviewed by an experienced statistician and methods expert, and any disagreements were resolved by the third author (AH). In case of missing study data, we attempted to contact the corresponding authors to obtain the required information. The following data were extracted:

- Study characteristics including authors’ name, year of publication, overall study design, intervention target (ie, intended intervention recipient), recruitment method (ecological or nonecological), and sample size.
- Characteristics of the intervention, including type of DHI (ie, web-based, smartphone app, Exergame, and Facebook group), description of DHI components, and length of exposure to DHI.
- Outcomes including both a description of the physical activity or sedentary behavior measure and the engagement measure; the analysis method used to examine associations including adjustments for confounding (for quality assessment); magnitude of the association (ie, odds ratio [OR] or regression coefficient or estimate along with a measure of variability [if available], 95% CIs or standard deviation or standard error); statistical significance of the association; and further information to allow quality assessment.
Critical Appraisal

Pairs of review authors (MM, PM, and RS) assessed the methodological quality of studies independently using the Newcastle Ottawa Scale for cohort studies [34] (n=13 studies) and cross-sectional studies [35] (n=6 studies). We defined cross-sectional studies as the ones using a single time point of data for measuring the physical activity or sedentary behavior (eg, follow-up), whereas cohort studies as those that used multiple time points of data and calculated changes over time (eg, change from baseline to follow-up). All the studies were assessed based on their highest quality measure of association (ie, final follow-up time point, adjusted, device-measured physical activity or sedentary behavior, and objectively assessed engagement were preferred to mid-point follow-up, unadjusted, self-reported physical activity or sedentary behavior, and self-reported engagement).

The Newcastle Ottawa Scales utilizes a star system to assess the methodological quality of studies. The cohort tool assigns a maximum of 9 points for quality assessment in 3 domains: (1) selection of study groups (up to 4 points), (2) comparability of these groups (up to 2 points), and (3) assessment of outcomes (up to 3 points). The cross-sectional tool assigns a maximum of 10 points across the same 3 domains: (1) selection of study groups (up to 5 points), (2) comparability of these groups (up to 2 points), and (3) assessment of outcomes (up to 3 points; Multimedia Appendices 2 and 3 for scoring systems, adopted from Wells et al [34] and Modesti et al [35]).

Within the cohort tool, for the item “was follow up long enough for outcomes to occur,” studies were awarded a point if they had a minimum follow-up period of 3 months. This period was chosen based on the current evidence on the length of DHI engagement, where those that are designed to be used for 3 months or longer tend to be more effective than those designed for shorter durations [14,15]. Within the cross-sectional tool, for the item “the study controls for the most important factor (select one),” we selected age as the factor to control for, as it is unanimously possible to control for this across studies and is an important contextual factor influencing engagement [20]. Disagreements between assessments were resolved by discussion between the pairs of review authors (MM, RS, and PM) and, where required by consulting the third review author.

Data Synthesis and Analysis

Data were synthesized according to the review objectives.

Objective 1
Describe the direction and strength of the association between engagement with DHIs and physical activity and/or sedentary behavior in adults.

We planned two separate meta-analyses: first for subjective experience and second for usage (including activities completed, time, and logins). However, we did not conduct a meta-analysis for subjective experience because of the considerable methodological heterogeneity between studies and the small number of studies reporting this outcome (n=3) [36]. Therefore, we focused on the direction and strength of the association between usage and physical activity or sedentary behavior.

A variety of different methods of association were used across the included studies. Consequently, to allow for meta-analysis, we were required to transform a number of estimates into one consistent effect index. A standardized regression coefficient was chosen as the effect index, which is a previously proposed method [37]. A list of the main transformations used for this analysis are detailed in Multimedia Appendix 4 and are predominantly based on the research works of Borenstein et al [36] and Nieminen et al [37].

We used the Dersimonian and Laird random effects method of meta-analysis to calculate a pooled standardized effect assessing the strength and direction of associations. Statistical analyses were performed using R [38]. Many studies have reported more than one association. For meta-analyses, we used the following hierarchical selection criteria to select a single association from each study for inclusion in the pooled synthesis:

- Use measures were given preference in the following order: activities completed, time on site then logins. This attribute reflects the level of participant involvement required for each measure of engagement, with a greater level of engagement given priority.
- Measures of total physical activity were preferred to specific physical activity or sedentary behavior types (eg, measures of physical activity of moderate-to-vigorous intensity were preferred to distance walked).
- Device-measured physical activity was preferred over self-report.
- Whole-day measures of physical activity or sedentary behavior were preferred over specific time segments (eg, whole-day physical activity was preferred to workday physical activity).
- Global scores of subjective experience engagement were preferred over the individual constructs of subjective experience (eg, engagement questionnaire score preferred to game-flow score only).
- For DHIs with team or group engagement opportunities (eg, group challenges in a step-counting website), individual measures of engagement (eg, individual logins to the DHI) were preferred to group opportunities to engage (eg, total logins from a team of DHI users), as this more accurately reflects an individual’s DHI engagement.
- Associations derived from fully adjusted models were preferred over unadjusted or partly adjusted models.

When studies did not provide sufficient data required for meta-analysis (ie, information to calculate an effect estimate and measure of variability of the effect estimate), the corresponding authors were contacted via email on up to 3 occasions and asked to provide information. When data were not available or not provided, we excluded the study from the meta-analysis. To provide supplementary data for this objective, we used vote-counting synthesis methods to describe the direction of association across these studies. We used the direction of association rather than statistical significance in accordance with the recent SWIM (Synthesis Without Meta-Analysis) guidelines [39]. We focused on a single measure of association from each study, which was selected based on the same hierarchical criteria for the selection of an association as for the meta-analysis. For vote counting, each study was
summarized as either “+,” “−,” or “0.” “+” was assigned to the studies in which the point estimate and CI supported the hypothesis that higher engagement is associated with a higher physical activity or reduced sedentary behavior. “0” was assigned to the studies in which the point estimate and CI had inconclusive findings. “−” was assigned to the studies in which the association point estimate and CI rejected the hypothesis. Several studies did not report any results, including an estimate or CI, but rather just stated whether the association was statistically significant in the hypothesized direction. In these instances, to ensure that such studies were included, we assigned either “+” or “−” to the studies that reported significant association findings depending on the stated direction of the association (if provided) or “0” to the studies that reported nonsignificant findings.

**Objective 2**

To explore whether the direction of association between engagement and physical activity or sedentary behavior varies according to the type of engagement (ie, subjective experience, activities completed, time, and logins).

To explore whether the direction or strength of associations varied between the different types of engagement, we classified each association across all the studies as either subjective experience, activities completed, time (time spent using the intervention; eg, session duration), or logins. Studies could contribute more than one association but only one association for each of the four types of engagement.

When studies had more than one association for a given type of engagement, we gave preference to the measures of association from adjusted associations and excluded the measures of association from the self-report measures of physical activity or sedentary behavior where device measures were available for the same engagement variable. Finally, for studies reporting associations at multiple time points, we included only data from the final time point.

We used vote-counting methods to explore the direction of the association between each type of engagement and physical activity or sedentary behavior outcomes. Each association was summarized as either “+,” “−,” or “0,” following the same procedures described above, with “0” being assigned to studies with associations reporting mixed findings.

**Results**

**Search Results**

The searches resulted in 13,192 potentially relevant abstracts. After removing the duplicates, 10,653 unique citations were retained for review. After the title and abstract screening, 375 full texts were identified and screened. Overall, 19 studies were included in our review (Figure 1).

**Study Characteristics**

Detailed characteristics of each study (n=19) [22,24,40-56], and each measure of association, are provided in Multimedia Appendix 5. All 19 studies (n=7776 participants) were of physical activity measures, with no study using measures of sedentary behavior. Of the 19 studies, 12 were web-based interventions [22,24,41,44,45,47-50,52,54,55], 5 were app-based [43,46,51,53,56], and the remaining were Facebook-based (n=1) [42] and exergames (n=1) [40]. Cohort designs were used in 13 studies [22,24,42-44,47,48,50-52,54,56]. The remaining 6 studies used cross-sectional designs [40,41,45,46,49,53]. Across both cohort and cross-sectional studies, 11 studies included an analysis of the intervention arm of a randomized controlled trial [22,24,42-45,47,48,50,52,54,55]. The majority of studies included the usage measures of engagement (ie, activities completed, time, or logins; n=18), whereas 3 studies included subjective experience measures of engagement [40,46,48]. Participants across all the studies were predominately female (71%). Most studies used nonecological recruitment methods (n=11), with the remaining 8 studies using a mixture of ecological and nonecological recruitment methods [17,44,46,49,51,53,55,56]. The sample sizes across all the studies ranged from 7 to 3555 (mean 389; SD 760.6).

**Critical Appraisal (Quality Assessment)**

Of the 19 studies, almost half were assessed to be of poor quality (n=9). Two studies were considered to be of fair quality, and the remaining studies (n=8) were considered to be of good quality. Quality assessment results for cohort studies are summarized in Table 1, and quality assessment results for cross-sectional studies are summarized in Table 2.
### Table 1. Quality assessment (Newcastle-Ottawa Quality Assessment Scale criteria for cohort studies).

<table>
<thead>
<tr>
<th>Study</th>
<th>Selection</th>
<th>Comparability</th>
<th>Outcome</th>
<th>Representativeness of the exposed cohort</th>
<th>Selection of the nonexposed cohort</th>
<th>Ascertainment of exposure</th>
<th>Outcome not present at the start of study</th>
<th>Cohort statistical analysis</th>
<th>Assessment of the outcome</th>
<th>Was follow-up long enough for outcomes to occur</th>
<th>Adequacy of follow-up cohorts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carr et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>Poor</td>
</tr>
<tr>
<td>Edney et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Edney et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Ferney et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Kwan et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Lewis et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Linke et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Ma et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Maher et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Marcus et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Rebar et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Wanner et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Xian et al</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
</tbody>
</table>

*Quality score: Overall scores were given (good, fair, and poor). Good quality: 3 or 4 stars (★) in the selection domain AND 1 or 2 stars in the comparability domain and 2 or 3 stars in the outcome domain; Fair quality: 2 stars in the selection domain and 1 or 2 stars in the comparability domain and 2 or 3 stars in the outcome/exposure domain; poor quality: 0 or 1 star in the selection domain OR 0 stars in the comparability domain OR 0 or 1 stars in the outcome/exposure domain.*

### Table 2. Quality assessment (Newcastle-Ottawa Quality Assessment Scale criteria for cross-sectional studies).

<table>
<thead>
<tr>
<th>Study</th>
<th>Selection</th>
<th>Comparability</th>
<th>Outcome</th>
<th>Representativeness of the exposed cohort</th>
<th>Sample size</th>
<th>Comparability of nonrespondents</th>
<th>Ascertainment of the exposure</th>
<th>Statistical analysis design features</th>
<th>Assessment of outcome</th>
<th>Statistical test</th>
<th>Quality score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bronner et al</td>
<td>[40]</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Davies et al</td>
<td>[41]</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Hansen et al</td>
<td>[45]</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Poor</td>
</tr>
<tr>
<td>Hoj et al</td>
<td>[46]</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Fair</td>
</tr>
<tr>
<td>Lieber et al</td>
<td>[49]</td>
<td>★</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Good</td>
</tr>
<tr>
<td>Marquet et al</td>
<td>[53]</td>
<td>★</td>
<td>0</td>
<td>0</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>★</td>
<td>Fair</td>
</tr>
</tbody>
</table>

*Quality score: Overall scores were given (good, fair, and poor). Good quality: 3 or 4 stars (★) in the selection domain AND 1 or 2 stars in the comparability domain and 2 or 3 stars in the outcome domain; fair quality: 2 stars in the selection domain and 1 or 2 stars in the comparability domain and 2 or 3 stars in the outcome/exposure domain; poor quality: 0 or 1 star in the selection domain OR 0 stars in the comparability domain OR 0 or 1 stars in the outcome/exposure domain.*
Selection

Within the cohort studies (n=13), all studies scored highly in the selection domain. Representativeness of the sample was high, with all studies scoring a star for being either truly or somewhat representative of the average target population. The nonexposed cohort was drawn from the same community as the exposed cohort in all studies. The exposure (engagement) was usually measured using either objective measurement (eg, Google Analytics) or self-report.

Within cross-sectional studies (n=6), all but one study had somewhat representative or truly representative samples. Sample size calculations were often not provided (n=4). Nonresponse characteristics were not provided or poorly described in half of the studies. No studies used validated measurement tools; however, the tool was made available or well described in all studies.

Comparability

Cohort studies controlled for confounders in 10 of the 13 studies. However, only one study controlled for all 3 factors (ie, age, sex, and marital status) required to score two stars. Therefore, most studies scored one star. Three studies scored zero stars, as they used unadjusted analyses.

In the cross-sectional studies, only 2 studies used adjusted analyses. One further study controlled for age and scored an additional star.

Outcome

Within the cohort studies, four studies used an independent blind assessment or record linkage (eg, steps via a mobile phone). The remaining studies scored zero stars as they used self-reporting. Eight studies were followed up after a sufficient duration (3 months); therefore, they scored a star. Five studies had follow-up shorter than 3 months. The follow-up cohort rate was inadequate in 3 studies, as no description of differences in responders and nonresponders was provided, and less than 80% responded. The remaining 10 studies scored a star, as either more than 80% responded at follow-up, or there were no differences in responders and nonresponders.

Of the cross-sectional studies, most studies used self-reported physical activity measurements (n=4). Half of the studies were considered to have used appropriate and well-described statistical tests; the remaining studies did not describe or provide sufficient details (eg, measures of variance).

Objective 1

Describe the direction and strength of the association between engagement with DHIs and physical activity or sedentary behavior in adults.

Although we had planned two meta-analyses, one for each of the conceptually different forms of engagement (use and subjective experience) [20], we did not conduct a meta-analysis for subjective experience because of the considerable methodological heterogeneity among the studies and the small number of studies reporting this outcome (n=3) [36]. Therefore, for this objective, we focused on the direction and strength of the association between usage and physical activity. There were 18 studies reporting a usage outcome, of which 7 were excluded from the meta-analysis [22,24,45,46,52,54,56], as data were not available to allow the calculation of an effect estimate or a measure of variability of the effect estimate data were not available.

The results from the meta-analysis of usage associations (n=11 studies) are shown in Figure 2 [41-44,47-51,53,55]. The characteristics of each of the associations from the meta-analysis are included in Table 3. The pooled estimate of the standardized regression coefficient (0.08; 95% CI 0.01-0.14; \( P = .02 \); SD 0.11) indicated a small but significant positive relationship between engagement with a DHI and physical activity. Heterogeneity was high, with 77% of the variation in the point estimates explained by the between-study heterogeneity.

![Figure 2](http://www.jmir.org/2021/2/e23180/)

**Figure 2.** Meta-analysis results from 11 studies to assess the direction and strength of the relationship between engagement with a digital health intervention and physical activity using the Dersimonian and Laird method.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Effect estimate</th>
<th>SE</th>
<th>Effect estimate 95% CI</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edney et al</td>
<td>-0.130</td>
<td>0.105</td>
<td>-0.130</td>
<td>-0.035 to 0.075</td>
</tr>
<tr>
<td>Ma et al</td>
<td>-0.004</td>
<td>0.001</td>
<td>-0.004</td>
<td>-0.000 to -0.002</td>
</tr>
<tr>
<td>Lierber et al</td>
<td>0.013</td>
<td>0.033</td>
<td>0.013</td>
<td>-0.052 to 0.079</td>
</tr>
<tr>
<td>Wanner et al</td>
<td>-0.054</td>
<td>0.048</td>
<td>-0.054</td>
<td>-0.040 to 0.147</td>
</tr>
<tr>
<td>Ferney et al</td>
<td>-0.057</td>
<td>0.136</td>
<td>-0.057</td>
<td>-0.214 to 0.328</td>
</tr>
<tr>
<td>Lewis et al</td>
<td>0.070</td>
<td>0.082</td>
<td>0.070</td>
<td>-0.091 to 0.231</td>
</tr>
<tr>
<td>Kwan et al</td>
<td>0.093</td>
<td>0.123</td>
<td>0.093</td>
<td>-0.147 to 0.334</td>
</tr>
<tr>
<td>Marquardt et al</td>
<td>0.125</td>
<td>0.143</td>
<td>0.125</td>
<td>-0.155 to 0.408</td>
</tr>
<tr>
<td>Linke et al</td>
<td>0.156</td>
<td>0.065</td>
<td>0.156</td>
<td>0.029 to 0.283</td>
</tr>
<tr>
<td>Edney et al</td>
<td>0.187</td>
<td>0.088</td>
<td>0.187</td>
<td>0.014 to 0.359</td>
</tr>
<tr>
<td>Davies et al</td>
<td>0.250</td>
<td>0.049</td>
<td>0.250</td>
<td>0.153 to 0.347</td>
</tr>
</tbody>
</table>

Overall effect

| Heterogeneity: \( I^2 = 77\% \), \( \chi^2 = 0.0085 \), \( p < 0.001 \) | Test for overall effect: \( z = 2.36 (p = 0.02) \) |

<table>
<thead>
<tr>
<th>Effect estimate 95% CI</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.077</td>
<td>(0.013 to 0.142)</td>
</tr>
</tbody>
</table>
Table 3. Characteristics of studies (n=11) included in meta-analysis.<sup>a</sup>

<table>
<thead>
<tr>
<th>Study</th>
<th>DHI type</th>
<th>Engagement measure</th>
<th>Physical activity measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edney et al [42]</td>
<td>Facebook</td>
<td>Activities completed</td>
<td>MVPA&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ma et al [51]</td>
<td>Smartphone app</td>
<td>Time</td>
<td>Distance travelled</td>
</tr>
<tr>
<td>Lieber et al [49]</td>
<td>Web-based</td>
<td>Activities completed</td>
<td>MVPA</td>
</tr>
<tr>
<td>Wanner et al [55]</td>
<td>Web-based</td>
<td>Time</td>
<td>MVPA</td>
</tr>
<tr>
<td>Ferney et al [44]</td>
<td>Web-based</td>
<td>Logins</td>
<td>MVPA</td>
</tr>
<tr>
<td>Lewis et al [48]</td>
<td>Web-based</td>
<td>Activities completed</td>
<td>MVPA</td>
</tr>
<tr>
<td>Kwan et al [47]</td>
<td>Web-based</td>
<td>Logins</td>
<td>MVPA</td>
</tr>
<tr>
<td>Marquet et al [53]</td>
<td>Smartphone app</td>
<td>Time</td>
<td>Steps</td>
</tr>
<tr>
<td>Linke et al [50]</td>
<td>Web-based</td>
<td>Time</td>
<td>MVPA</td>
</tr>
<tr>
<td>Davies et al [41]</td>
<td>Web-based</td>
<td>Activities completed</td>
<td>MVPA</td>
</tr>
</tbody>
</table>

<sup>a</sup>A single association was selected for each study based on hierarchical criteria, see methods section. See Multimedia Appendix 5 for full details.

<sup>b</sup>DHI: digital health intervention.

<sup>c</sup>MVPA: moderate to vigorous physical activity.

The findings of the 7 studies that could not be included in the meta-analysis are summarized in Table 4. Four of the 7 studies reported an association consistent with the hypothesis that higher engagement (usage measures) is associated with a higher physical activity [22,45,52,56]. The remaining 3 studies had inconclusive findings [24,46,54]. Two studies had focused on the activities completed [24,56], one on time [54], and the remaining 4 on logins [22,45,52,54]. The inconclusive findings [24,46,54] were from the associations of different constructs of engagement (ie, activities completed, time, and logins).

Table 4. Characteristics and vote counting of studies (n=7) not included in meta-analysis.

<table>
<thead>
<tr>
<th>Study</th>
<th>DHI type</th>
<th>Engagement measure</th>
<th>Physical activity measure</th>
<th>Association type</th>
<th>Association</th>
<th>Direction&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carr et al [24]</td>
<td>Web-based</td>
<td>Activities completed</td>
<td>Steps</td>
<td>Multiple linear regression</td>
<td>Text only: “No other predictors...[including engagement]...significantly explained...change in physical activity.”</td>
<td>0</td>
</tr>
<tr>
<td>Hansen et al [45]</td>
<td>Web-based</td>
<td>Logins</td>
<td>MVPA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Kruskal-Wallis test</td>
<td>P≤.001</td>
<td>+</td>
</tr>
<tr>
<td>Hoj et al [46]</td>
<td>Smartphone app</td>
<td>Logins</td>
<td>Physical activity score</td>
<td>Multiple regression</td>
<td>SE =−0.01 (0.067)</td>
<td>0</td>
</tr>
<tr>
<td>Maher et al [52]</td>
<td>Web-based</td>
<td>Logins</td>
<td>MVPA</td>
<td>Generalized linear mixed models</td>
<td>(F&lt;sub&gt;1,41&lt;/sub&gt;=3.06; P=.04)</td>
<td>+</td>
</tr>
<tr>
<td>Marcus et al [22]</td>
<td>Web-based</td>
<td>Logins</td>
<td>MVPA</td>
<td>Quantile regression</td>
<td>β=34.32 (95% CI 14.33 to 54.31)</td>
<td>+</td>
</tr>
<tr>
<td>Rebar et al [54]</td>
<td>Web-based</td>
<td>Time</td>
<td>MVPA</td>
<td>Linear mixed models</td>
<td>τ=0.51 (95% CI −1.77 to 2.72); P&gt;.05</td>
<td>0</td>
</tr>
<tr>
<td>Xian et al [56]</td>
<td>Smartphone app</td>
<td>Activities completed</td>
<td>Steps</td>
<td>Ordinal least squares regression</td>
<td>Every 10,000 XP points gained were associated with 2134 additional steps per day (95% CI 1673 to 2595; P&lt;0.001; R²=0.33))</td>
<td>+</td>
</tr>
</tbody>
</table>

<sup>a</sup>DHI: digital health intervention.

<sup>b</sup>A single association was selected for each study based on hierarchical criteria, see Methods section. Each study was summarized as either “+,” “−,” or “0.” “+” was assigned to the studies in which the point estimate and CI supported the hypothesis that higher engagement is associated with higher physical activity or reduced sedentary behavior. “0” was assigned to studies in which the point estimate and CI had inconclusive findings. “−” was assigned to studies where the association point estimate and CI rejected the hypothesis. We assigned either “+” or “−” to the studies without point estimates or CIs that reported significant association findings. We assigned “0” to the studies without point estimates or CIs that reported nonsignificant findings. See Multimedia Appendix 5 and Methods section for full details.

<sup>c</sup>MVPA: moderate to vigorous physical activity.
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**Objective 2**

*Explore whether the direction of association between engagement and physical activity or sedentary behavior varies with the type of engagement (i.e., subjective experience, activities completed, time, and logins).*

Studies measured associations between physical activity and subjective experience (n=3) [40,46,48], activities completed (n=8) [24,41-43,48-50,56], time (n=5) [50,51,53-55], and logins (n=10) [22,24,44-48,50,52,54]. Therefore, 26 measures of association were included. The results of vote counting are summarized in Table 5. Overall, most associations (15 of 26) were in the hypothesized direction, stating that higher engagement is associated with higher physical activity. One association rejected the hypothesized direction, and the remaining 10 associations had inconclusive findings.

For the three domains of engagement, the direction consistently supported the hypothesis: subjective experience (2 of 3) [46,48], activities completed (5 of 8) [43,48-50,56], and logins (6 of 10) [22,45,48,50,52,54]. However, for time (n=5 associations), the findings did not support a positive association consistently, 2 studies had inconclusive findings [54,55], and one association rejected the hypothesized direction [51].

The 3 studies that described an association between subjective experience and physical activity used different measures to assess subjective experience. Bronner et al. [40] used an Exergame Questionnaire that included questions similar to previously validated questions to assess subjective experience in video games. The Exergame Questionnaire contained separate sections for engagement, game flow, and usability. The length of the questionnaire was not clear. Hoj et al. [46] devised a five-question subjective experience questionnaire and constructed a composite score from it. Finally, Lewis et al. [48] used the five-item Website Quality Questionnaire and constructed a composite score.
Table 5. Summary of associations included in vote counting.

<table>
<thead>
<tr>
<th>Study</th>
<th>Engagement measure</th>
<th>DHI(^a) type</th>
<th>Association type</th>
<th>Association</th>
<th>Direction(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bronner et al [40]</td>
<td>Subjective experience</td>
<td>Exergame</td>
<td>Pearson’s correlation</td>
<td>3 Associations:</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\rho=0.61)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\rho=0.52)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not reported</td>
<td></td>
</tr>
<tr>
<td>Hoj et al [46]</td>
<td>Subjective experience</td>
<td>Smartphone app</td>
<td>Multiple regression</td>
<td>SE 0.40 (0.074)</td>
<td>+</td>
</tr>
<tr>
<td>Lewis et al [48]</td>
<td>Subjective experience</td>
<td>Web-based</td>
<td>Quintile regression</td>
<td>(t=2.32 \ (P\leq.01))</td>
<td>+</td>
</tr>
<tr>
<td>Carr et al [24]</td>
<td>Activities completed</td>
<td>Web-based</td>
<td>Multiple regression</td>
<td>Not reported (nonsignificant)</td>
<td>0</td>
</tr>
<tr>
<td>Davies et al [41]</td>
<td>Activities completed</td>
<td>Web-based</td>
<td>Odds ratio</td>
<td>3 Associations:</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\text{OR}=2.80 \ (95% \ CI \text{1.45 to 5.40}))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not reported (nonsignificant)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not reported (nonsignificant)</td>
<td></td>
</tr>
<tr>
<td>Edney et al [42]</td>
<td>Activities completed</td>
<td>Facebook group</td>
<td>Pearson’s correlation</td>
<td>(\rho=-0.13)</td>
<td>0</td>
</tr>
<tr>
<td>Edney et al [43]</td>
<td>Activities completed</td>
<td>Smartphone app</td>
<td>Linear mixed models</td>
<td>(F_{1,272}=4.5 \ (P=.04))</td>
<td>+</td>
</tr>
<tr>
<td>Lewis et al [48]</td>
<td>Activities completed</td>
<td>Web-based</td>
<td>Odds ratio</td>
<td>OR 1.29 (95% CI 1.14 to 1.47)</td>
<td>+</td>
</tr>
<tr>
<td>Lieber et al [49]</td>
<td>Activities completed</td>
<td>Web-based</td>
<td>Odds ratio</td>
<td>OR 1.05 (95% CI 1.01 to 1.09)</td>
<td>+</td>
</tr>
<tr>
<td>Linke et al [50]</td>
<td>Activities completed</td>
<td>Web-based</td>
<td>Generalized linear models</td>
<td>3 Associations:</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\beta=2.85; \ SE: 1.38 \ (P=.04))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\beta=1.00; \ SE: 0.82 \ (P=.05))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\beta=3.49; \ SE: 1.28 \ (P=.01))</td>
<td></td>
</tr>
<tr>
<td>Xian et al [56]</td>
<td>Activities completed</td>
<td>Smartphone app</td>
<td>Ordinal least squares regression</td>
<td>Every 10,000 XP were associated with 2134 additional steps per day (95% CI 1673 to 2595; (P&lt;.001); (R^2=0.33))</td>
<td>+</td>
</tr>
<tr>
<td>Linke et al [50]</td>
<td>Time</td>
<td>Web-based</td>
<td>Generalized linear models</td>
<td>(\beta=0.48, \ SE: 0.20; \ P=.02)</td>
<td>+</td>
</tr>
<tr>
<td>Ma et al [51]</td>
<td>Time</td>
<td>Smartphone app</td>
<td>Multi-level modelling</td>
<td>(\beta=-0.005; \ P=.001)</td>
<td>–</td>
</tr>
<tr>
<td>Marquet et al [53]</td>
<td>Time</td>
<td>Smartphone app</td>
<td>ANCOVA</td>
<td>(\rho=0.176; \ P&lt;.05)</td>
<td>+</td>
</tr>
<tr>
<td>Rebar et al [54]</td>
<td>Time</td>
<td>Web-based</td>
<td>Linear mixed models</td>
<td>2 associations:</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\gamma=2.33 \ (95% \ CI \text{0.09 to 4.64)}); (P&lt;.05)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\gamma=0.51 \ (95% \ CI \text{–1.77 to 2.72)}); (P&gt;0.05)</td>
<td></td>
</tr>
<tr>
<td>Wanner et al [55]</td>
<td>Time</td>
<td>Web-based</td>
<td>Linear regression</td>
<td>95% CI 0.58 (–0.43 to 1.59; (P=.26))</td>
<td>0</td>
</tr>
<tr>
<td>Carr et al [24]</td>
<td>Logins</td>
<td>Web-based</td>
<td>Multiple regression</td>
<td>Not reported (nonsignificant)</td>
<td>0</td>
</tr>
<tr>
<td>Ferney et al [44]</td>
<td>Logins</td>
<td>Web-based</td>
<td>ANCOVA</td>
<td>4 Associations</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(P=.69)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(P=.70)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(P=.09)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(P=.05)</td>
<td></td>
</tr>
<tr>
<td>Hansen et al [45]</td>
<td>Logins</td>
<td>Web-based</td>
<td>Kruskal-Wallis test</td>
<td>(P\leq.001)</td>
<td>+</td>
</tr>
<tr>
<td>Hoj et al [46]</td>
<td>Logins</td>
<td>Smartphone app</td>
<td>Multiple regression</td>
<td>SE –0.01 (0.067)</td>
<td>0</td>
</tr>
<tr>
<td>Kwan et al [47]</td>
<td>Logins</td>
<td>Web-based</td>
<td>ANOVA(^d)</td>
<td>(F_{1,63}=1.54, \ P=.22, \ n_{p}^2=0.03)</td>
<td>0</td>
</tr>
<tr>
<td>Lewis et al [48]</td>
<td>Logins</td>
<td>Web-based</td>
<td>Quintile regression</td>
<td>(t=3.39 \ (P\leq.01))</td>
<td>+</td>
</tr>
<tr>
<td>Linke et al [50]</td>
<td>Logins</td>
<td>Web-based</td>
<td>Generalized linear models</td>
<td>Not reported (nonsignificant)</td>
<td>+</td>
</tr>
</tbody>
</table>

\(^a\)DHI: Digital Health Intervention

\(^b\)Direction: + indicates a positive association, 0 indicates no association, – indicates a negative association.

\(^d\)ANOVA: Analysis of Variance
### Discussion

#### Principal Findings

The findings of this review suggest that there is a positive relationship between engagement with a physical activity, both objective usage and subjective experience, and physical activity outcomes in adults. The strength of the relationship between DHI usage and physical activity based on a meta-analysis of 11 studies is weak (0.08, 95% CI 0.01-0.14). The direction of the association between physical activity and engagement was consistent across different measures of engagement, including two measures of usage (activities completed and logins) and subjective experience, but was less clear for the third measure of usage—time (ie, session duration). The majority of associations for subjective experience, activities completed, and logins were positive, whereas the remainder were inconclusive. There was a mixture of positive, inconclusive, and a negative association. No studies have examined the relationship between DHI engagement and sedentary behavior outcomes.

#### Findings in Context

This review updates by 10 years and expands on the review by Donkin et al [8], which identified 3 studies assessing the association between the usage of physical activity DHIs and physical activity outcomes [8]. In agreement with our review, Donkin et al [8] reported a consistent positive relationship between usage outcomes (eg, logins and activities completed) and DHIs targeting physical health (ie, psychological health, dietary behavior, physical activity, weight management, and smoking; 31/33 studies) [8]. Logins and activities completed were the most common engagement outcomes included in both the reviews. Donkin et al [8] did not include any studies with associations between time and physical health behavior, whereas our review contributes 5 studies [50,51,53-55]. Our findings for time were inconsistent, which aligns with the nonhealth studies exploring user engagement with internet-based news websites, which have found that time is not a reliable indicator of engagement [57]. We found a positive but weak relationship between DHI usage and physical activity. In contrast to the usage, it has been suggested that a clearer dose-response relationship exists between subjective experience engagement (eg, how captivating of attention a DHI is, the emotions a DHI elicits, and how interesting participants find a DHI) and effectiveness [20]. This further highlights the importance of defining the types of engagement outcomes as well as using multiple indicators of engagement when trying to understand the relationship between engagement variables and the effectiveness of DHIs [58,59].

This is the first review to examine the relationship between DHI subjective experience engagement and physical activity. Only 3 studies have reported associations between subjective experience and physical activity, with 2 of the associations in the hypothesized direction [40,46,48]. Each study used different self-reporting tools to assess different constructs of subjective experience (ie, website usefulness, app likeability, engagement, game-flow, and usability), which has previously been identified as an issue in the assessment of subjective experience engagement [60]. Such heterogeneity in constructs makes comparisons difficult, even though the direction of association is consistently positive. Future studies should focus on using consistent measures of subjective experience that are valid and reliable to enable comparisons between studies [61,62].

Further research into the relationship between subjective experience engagement and usage engagement is also warranted, as some qualitative studies suggest that usage is positively related to subjective experience [63,64]. For example, results from interviews with participants involved in an internet-based physical activity intervention reported that usage was positively influenced by subjective experience factors (eg, trust, reliability, and functionality of the program) [64]. Another study found that the sustained use of a Fitbit activity tracker was influenced by subjective experience–related factors (eg, empty batteries, broken trackers, and user experience) [63]. In other health behaviors, people who smoke and consume alcohol who wish to quit or cut down have suggested that the look, feel, app store quality rating, branding, and wording of the title are important...
while choosing or not choosing to use an app [65]. Therefore, improving subjective experience could increase the strength of the positive relationship between usage and physical activity outcomes found in this review.

**Strengths**

A key strength of this review was the focus on two health behaviors (physical activity and sedentary behavior), reducing the heterogeneity and increasing the validity of findings [20]. This is the first time to examine the association between the subjective experience of DHI and health behavior. Including subjective experience and usage recognizes that engagement goes beyond usage, while considering attention, interest, and affect [20]. Excluding DHIs targeting individuals with a specific health condition reduces heterogeneity, as the context (including population) is known to influence engagement [20]. Another strength is the use of meta-analyses to examine the strength of the association between DHI usage and physical activity. Although it was not possible to conduct separate meta-analyses within engagement constructs, the use of vote-counting methods to assess the direction of association is a recommended method when meta-analyses are not possible [39].

**Limitations**

This review should be interpreted in the context of its limitations. The first limitation was that we included many different study types that produced large heterogeneity in the included studies. It means that we had to transform effect estimates to a common effect estimate and combine standardized effects, making interpretation of the results difficult. Furthermore, 8 studies were excluded from our meta-analysis because they provided insufficient information to be included in the meta-analysis. For vote counting, where studies did not report point estimates and CIs, we had to rely on the wording provided by the authors to infer whether the results supported our hypothesis. Second, the analysis of the association between engagement outcomes and physical activity outcomes in all 19 studies was a secondary analysis for these studies. Such analyses were often not well described. A further limitation was the inclusion of all recruitment types (ie, ecological and nonecological) within the same meta-analysis and vote-counting (ie, ecological and nonecological). It is known that ecological recruitment methods lead to higher attrition and lower engagement [31]. For example, Wanner et al [55] and Vandelanotte et al [31] highlight that spontaneous users (ecological) report a much lower engagement and higher dropout, whereas those that remain engaged become as active as those in the randomized groups (nonecological groups), possibly due to differing motivations [31,55]. In addition, although our search methods were rigorous, it is possible that expanding the search databases to include the ACM Digital Library may have identified additional studies from the human-computer interaction literature. Finally, given the lack of quantitative studies on subjective experience, perhaps owing to subjective experience being more often measured qualitatively [20], we encourage future reviews to explore the relationship between engagement and physical activity and sedentary behavior in qualitative studies.

**Conclusions**

A weak but consistent positive relationship exists between engagement with a physical activity DHI and physical activity outcomes. This is consistent across 2 of the 3 indicators of usage engagement that we examined, and subjective experience engagement; however, there are weak effect sizes. A further exploration of the relationship between engagement and physical activity using valid and reliable measurement tools is warranted, given the heterogeneity in measurement tools. Additional focus should be directed at DHI subjective experience (ie, attention, interest, and affect) by using consistent methodology to explore its relationship with the usage of DHIs and health behavior outcomes. Given the absence of studies, further research examining the association between DHIs and the impact on sedentary behavior is also warranted.
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Abstract

Background: Virtual reality (VR) and augmented reality (AR) have recently become popular research themes. However, there are no published bibliometric reports that have analyzed the corresponding scientific literature in relation to the application of these technologies in medicine. Objective: We used a bibliometric approach to identify and analyze the scientific literature on VR and AR research in medicine, revealing the popular research topics, key authors, scientific institutions, countries, and journals. We further aimed to capture and describe the themes and medical conditions most commonly investigated by VR and AR research.

Methods: The Web of Science electronic database was searched to identify relevant papers on VR research in medicine. Basic publication and citation data were acquired using the “Analyze” and “Create Citation Report” functions of the database. Complete bibliographic data were exported to VOSviewer and Bibliometrix, dedicated bibliometric software packages, for further analyses. Visualization maps were generated to illustrate the recurring keywords and words mentioned in the titles and abstracts.

Results: The analysis was based on data from 8399 papers. Major research themes were diagnostic and surgical procedures, as well as rehabilitation. Commonly studied medical conditions were pain, stroke, anxiety, depression, fear, cancer, and neurodegenerative disorders. Overall, contributions to the literature were globally distributed with heaviest contributions from the United States and United Kingdom. Studies from more clinically related research areas such as surgery, psychology, neurosciences, and rehabilitation had higher average numbers of citations than studies from computer sciences and engineering.
Conclusions: The conducted bibliometric analysis unequivocally reveals the versatile emerging applications of VR and AR in medicine. With the further maturation of the technology and improved accessibility in countries where VR and AR research is strong, we expect it to have a marked impact on clinical practice and in the life of patients.

(J Med Internet Res 2021;23(2):e25499) doi:10.2196/25499
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virtual reality; augmented reality; mixed reality; bibliometric; surgical procedures; rehabilitation; neurodegenerative disorder; pain; stroke; medicine

Introduction

Virtual reality (VR) is a technology that immerses the user in a synthetic 3-dimensional (3D) environment via wearable screens in the form of VR headsets, while closely related augmented reality (AR) uses elements of VR and superimposes them on to the real-world environment in the form of a live video displayed on the screen of an electronic device [1]. VR is a concept that has been developing over the last 50 years, whereas AR is a relatively new concept. Both are aimed at providing an experience for the users that engages their visual and auditory senses by creating an illusion of the surroundings [2,3]. In recent years, and with the advancement of technology, both VR and AR systems have become more portable, more realistic, and better to navigate in real time, adding a sensory and sometimes olfactory element to the range of sensations [3]. Furthermore, head-mounted devices are becoming more accessible. Personalized VR and AR devices have already been on the market for several years and are constantly improving and developing. The user can interact with the virtual environment through hand-held devices such as joysticks or keyboards and more recently, using integrated body tracking technologies [2,3]. VR and AR can be very versatile, using different systems and setups as well as different content that can range from very immersive, dynamic, and interactive to nonimmersive and static. Immersion, presence, and interaction are 3 essential characteristics of VR and AR [2,4]. Immersion is dependent on the technology used; it can be a head-mounted device, concave or 3D projection, or video where the user is the protagonist. Presence and interaction are related to the individual perception of being connected to the environment and the ability to act within the environment and receive feedback and reaction.

VR and AR are digital technologies that allow automation and can be used in fields where repetitive tasks need to be performed and often perfected [2]. A common example for the use of VR and AR in the medical field is medical education and training, especially in surgery [5-7]. For example, using VR or AR in surgical procedure training allows the trainee to perform steps on a virtual patient or having patient information superimposed with reality [1,5,7]. There is some evidence that VR could be a useful tool in improving surgical skills and reducing surgical procedure errors [8]. Neurosurgery, representing a traditionally complex surgical area, has been positively affected by the development of virtual techniques [9]. In acute pain management, VR has been used as a distraction technique [10,11], and there are studies proposing a role of VR in chronic pain management by inducing neurophysiological changes beyond simple distraction [10,12,13]. Further interesting prospects are using VR technology for the treatment of “phantom limb pain” following amputation [14] or after spinal cord injury [15]. VR has been used in rehabilitation for improvement of upper limb function following stroke [4], with modest or no improvement over conventional physiotherapy. Some benefits could be exhibited, on the other hand, in improving the cognitive abilities of patients with stroke, in particular speech, attention, and memory [16]. VR can also benefit patients with mental health conditions such as anxiety, depression, substance abuse, or eating disorders [17] and has been used as a therapy in a number of phobias and posttraumatic stress disorder [18].

The benefits of using VR or AR over conventional therapy could be plentiful: It might allow for multiple repetitions of simple tasks in clinical practice in an immersive environment without the need for constant supervision by medical staff, which could considerably reduce the costs for training facilities and trained medical staff. Furthermore, and especially for immobile patients, head-mounted devices could be safely used in patients’ homes, which could decrease the need for hospital visits. VR and AR experiences can be designed to be attractive and user-friendly, decreasing the attrition rate of patients and providing a more pleasurable environment. From a research perspective, the use of VR can facilitate data collection for monitoring of progress [19]. Using VR in surgical training could vastly reduce the possibility for surgical errors, leading to great improvement in patient safety [8].

While the number of studies on the use of virtual technologies in health care is growing, these studies tend to be small and heterogeneous and often lack proper controls [4]. Results from such studies are often inconclusive, and the benefits of virtual over conventional approaches in health care are difficult to determine. The mechanisms by which VR treatment provides pain relief, for example, are still debated [12]. Moreover, a long-term benefit of VR treatment, especially in chronic pain management, has yet to be established. In a clinical setting, establishing VR systems is still technically challenging and cost-prohibitive, and such technology often has lower levels of acceptance in the elderly population [2]. A comprehensive guideline for standardization of the use of these technologies in medicine is still lacking and warrants further consideration.

Bibliometrics is an analytical approach that generates an integrative view and quantitative parameter profiling of entire research fields or specific scientific application areas [20-22]. Previous work has focused on specific areas of VR application such as dementia and rehabilitation medicine [23,24]. For instance, highly cited papers describing VR application for autism spectrum disorder (ASD) focused their research mainly...
on the improvement of social skills [23], whereas research in the context of dementia mainly focused on the application of VR as an assessment tool for spatial navigation, memory profile, memory deficit, and memory formation in patients with mild cognitive impairment [24]. As VR is becoming a more prevalent topic in health care and medicine, we aimed to conduct a bibliometric analysis of the current literature, to discover trends and topics explored in VR applications in medicine and quantitatively evaluate the available literature. To the best of our knowledge, this is the first total-scale bibliometric analysis examining overall VR and AR applications in medicine in the scientific literature.

Methods

Data Source and Search Strategy
The Web of Science (WoS) Core Collection database was searched on September 16, 2020 and queried with the following search string: TOPIC: ("virtual reality*" OR "augmented reality*" OR "mixed reality*" OR "computer-mediated reality*) AND TOPIC: (medic* OR illness* OR disease* OR health* OR pharma*). The search identified publications mentioning these words and their derivatives in the title, abstract, or keywords. No additional restrictions, such as publication type or language, were used. The “Analyze” and “Create Citation Report” functions of WoS were utilized for basic publication and citation counting. The full records of the resultant publications were exported to VOSviewer (version 1.6.15) and Bibliometrix (Version 3.0 operated under the web interface called Biblioshiny) for further bibliometric analyses.

VOSviewer was used to produce a term map showing phrases from titles and abstracts of the publications. For clarity, phrases occurring in at least 0.5% (42/8399) of the publications were included. Multiple appearances in a single publication counted as one. In the obtained map, the circle size represents the frequency of occurrence, whereas the color represents the citations per publication. The distance between 2 circles represents how 2 phrases co-occurred with each other in the publications. Meanwhile, a density map was produced to show author’s keywords in the publications. For clarity, keywords occurring in at least 0.1% (9/8399) of the publications were included. A keyword or cluster of keywords with higher frequency counts formed a red region, and those with lower frequency counts formed a yellow region.

Utilizing the software Biblioshiny, the Trend Topics function was used to reveal trends in abstract words. Words were included if they occurred in at least 5 publications. Each year was limited to 5 words.

Statistical Analysis
To analyze citation per publication (CPP) differences between original articles and reviews as well as between core and noncore journals, a 2-sample t test was conducted. In order to assess differences in CPP between different research areas (as designated by WoS), a one-way analysis of variance was utilized. Statistical tests were performed with SPSS (version 26.0; IBM Corp, Armonk, NY). Results were deemed significant if $P < .05$.

Results

Overall Literature Landscape
The literature search identified 8399 publications published from 1992 until 2020. The annual publication count reached 100 since 2005 and exceeded 1000 since 2018 (Figure 1). The year 2020 had 802 published papers until the date of the literature search (9/16/2020). There were 5297 original articles (5297/8399, 63.07%; CPP=17.4) and 902 reviews (902/8399, 10.74%; CPP=31.1). Therefore, the article-to-review ratio was 5.9:1, with reviews having a significantly higher CPP than original articles ($P < .001$). Other major document types were proceedings papers (1908/8399, 22.72%; CPP=2.0; WoS tagged 2213, of which 305 were simultaneously tagged as original articles), editorial materials (135/8399, 1.61%; CPP=31.1), and meeting abstracts (130/8399, 1.55%; CPP=0.2). The analyzed papers were mainly published in English (8131/8399, 96.81%).
Most Productive Entities

The 10 most productive authors by number of publications are listed in Table 1. The most productive author was Professor Giuseppe Riva from General Psychology and Communication Psychology, Catholic University of Milan, Italy. He also had the highest H-index among the 10 most productive authors. Meanwhile, the author with the highest CPP was Professor Albert “Skip” Rizzo from Medical Virtual Reality, Institute for Creative Technologies, University of Southern California. From the M-index, it was noted that among these authors, the most impactful newcomer to the field was Dr Silvia Serino from MySpace Lab, Department of Clinical Neurosciences, University Hospital Lausanne, Switzerland.

The 10 most productive organizations are listed in Table 2; 5 of these were in the United States, 2 each in the United Kingdom and Italy, and 1 in Canada. The University of London was the most productive organization, and the University of Toronto had the highest CPP, whereas the earliest research in this field was published at Harvard University.

Table 1. The 10 most productive authors of virtual reality research in medicine (8399 articles).

<table>
<thead>
<tr>
<th>Author</th>
<th>Number of publications, n (%)</th>
<th>Citations per publication (CPP)</th>
<th>H-index&lt;sup&gt;a&lt;/sup&gt;</th>
<th>M-index (first year)&lt;sup&gt;a,b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giuseppe Riva</td>
<td>114 (1.36)</td>
<td>18.5</td>
<td>27</td>
<td>1.29 (2000)</td>
</tr>
<tr>
<td>Brenda K. Wiederhold</td>
<td>63 (0.75)</td>
<td>15.0</td>
<td>15</td>
<td>0.71 (2000)</td>
</tr>
<tr>
<td>Nassir Navab</td>
<td>60 (0.71)</td>
<td>12.6</td>
<td>16</td>
<td>0.76 (2000)</td>
</tr>
<tr>
<td>Albert “Skip” Rizzo</td>
<td>50 (0.60)</td>
<td>32.1</td>
<td>20</td>
<td>0.95 (2000)</td>
</tr>
<tr>
<td>Cristina Botella</td>
<td>37 (0.44)</td>
<td>17.0</td>
<td>16</td>
<td>0.80 (2001)</td>
</tr>
<tr>
<td>Mariano Alcaniz</td>
<td>36 (0.44)</td>
<td>22.7</td>
<td>15</td>
<td>0.75 (2001)</td>
</tr>
<tr>
<td>Pietro Cipresso</td>
<td>34 (0.40)</td>
<td>12.2</td>
<td>11</td>
<td>1.10 (2011)</td>
</tr>
<tr>
<td>Andrea Gaggioli</td>
<td>34 (0.40)</td>
<td>17.2</td>
<td>10</td>
<td>0.50 (2001)</td>
</tr>
<tr>
<td>Silvia Serino</td>
<td>33 (0.39)</td>
<td>14.6</td>
<td>13</td>
<td>1.63 (2013)</td>
</tr>
<tr>
<td>Lars Konge</td>
<td>32 (0.38)</td>
<td>13.8</td>
<td>12</td>
<td>1.20 (2011)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated from the dataset.

<sup>b</sup>Calculated by dividing the H-index by the number of years since the first published paper (within the dataset) of the author.
Table 2. The 10 most productive organizations of virtual reality research in medicine (8399 articles).

<table>
<thead>
<tr>
<th>Organization</th>
<th>Publications, n (%)</th>
<th>Citations per publication (CPP)</th>
<th>H-index(^a)</th>
<th>M-index (first year)(^a, b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of London</td>
<td>175 (2.08)</td>
<td>27.5</td>
<td>37</td>
<td>1.61 (1998)</td>
</tr>
<tr>
<td>University of California System</td>
<td>164 (1.95)</td>
<td>22.4</td>
<td>34</td>
<td>1.42 (1997)</td>
</tr>
<tr>
<td>Harvard University</td>
<td>140 (1.67)</td>
<td>24.6</td>
<td>30</td>
<td>1.03 (1992)</td>
</tr>
<tr>
<td>University of Toronto</td>
<td>132 (1.57)</td>
<td>42.5</td>
<td>34</td>
<td>1.55 (1999)</td>
</tr>
<tr>
<td>Imperial College London</td>
<td>124 (1.48)</td>
<td>27.8</td>
<td>35</td>
<td>1.30 (1994)</td>
</tr>
<tr>
<td>Istituto Auxologico Italiano</td>
<td>116 (1.38)</td>
<td>18.1</td>
<td>27</td>
<td>1.29 (2000)</td>
</tr>
<tr>
<td>University of Southern California</td>
<td>113 (1.35)</td>
<td>29.1</td>
<td>29</td>
<td>1.07 (1994)</td>
</tr>
<tr>
<td>Catholic University of the Sacred Heart</td>
<td>112 (1.33)</td>
<td>17.5</td>
<td>25</td>
<td>1.19 (2000)</td>
</tr>
<tr>
<td>State University System of Florida</td>
<td>107 (1.27)</td>
<td>25.2</td>
<td>22</td>
<td>0.88 (1996)</td>
</tr>
</tbody>
</table>

\(^a\)Calculated from the dataset.
\(^b\)Calculated by dividing the H-index by the number of years since the first published paper (within the dataset) of the author.

The 10 most productive countries are listed in Table 3. The United States had contributions to nearly 30% of the VR publications in medicine and had the highest CPP. The international collaboration rates of these countries were mostly around 20%-30%, with the United States having a lower rate at 12.3%.

The 10 most productive journals are listed in Table 4. Computer science, surgery, and psychology were the 3 major research areas of these productive journals. Among the list, computer science journals seemed to have much lower CPP compared to others. According to Bradford’s law, core journals are defined as the most productive journals that collectively account for publishing one-third of all concerned articles [25]. By this definition, there were 85 core and 3565 noncore journals in this dataset. The CPP of core (14.8) and noncore (15.0) journals did not significantly differ (\(P=.845\)).

Table 3. The 10 most productive countries of virtual reality research in medicine (8399 articles).

<table>
<thead>
<tr>
<th>Country</th>
<th>Publications, n (%)</th>
<th>Citations per publication (CPP)</th>
<th>SCP(^a)</th>
<th>MCP(^b) (% of MCP:MCP+SCP)(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>2457 (29.25)</td>
<td>23.0</td>
<td>1807</td>
<td>253 (12.3)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>707 (8.42)</td>
<td>21.9</td>
<td>415</td>
<td>137 (24.8)</td>
</tr>
<tr>
<td>Germany</td>
<td>663 (7.89)</td>
<td>12.0</td>
<td>396</td>
<td>104 (20.8)</td>
</tr>
<tr>
<td>Canada</td>
<td>609 (7.25)</td>
<td>20.7</td>
<td>341</td>
<td>125 (26.8)</td>
</tr>
<tr>
<td>Italy</td>
<td>559 (6.66)</td>
<td>12.5</td>
<td>311</td>
<td>128 (29.2)</td>
</tr>
<tr>
<td>China</td>
<td>466 (5.55)</td>
<td>6.7</td>
<td>411</td>
<td>117 (22.2)</td>
</tr>
<tr>
<td>Spain</td>
<td>436 (5.19)</td>
<td>11.7</td>
<td>274</td>
<td>55 (16.7)</td>
</tr>
<tr>
<td>Australia</td>
<td>429 (5.11)</td>
<td>19.1</td>
<td>228</td>
<td>83 (26.7)</td>
</tr>
<tr>
<td>France</td>
<td>355 (4.23)</td>
<td>12.5</td>
<td>206</td>
<td>50 (19.5)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>324 (3.86)</td>
<td>19.4</td>
<td>164</td>
<td>57 (25.8)</td>
</tr>
</tbody>
</table>

\(^a\)SCP: single-country publication.
\(^b\)MCP: multiple-country publication.
\(^c\)SCP and MCP were computed by Bibliometrix based on data from the corresponding author’s country only. Hence, their summation did not equal the total number of publications of that country.
### Table 4. The 10 most productive journals of virtual reality research in medicine (8399 articles).

<table>
<thead>
<tr>
<th>Journal</th>
<th>Publications, n (%)</th>
<th>Citations per publication (CPP)</th>
<th>2019 Impact Factor</th>
<th>Research area (domain)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecture Notes in Computer Science</td>
<td>207 (2.46)</td>
<td>3.2</td>
<td>0.402</td>
<td>Computer science</td>
</tr>
<tr>
<td>Cyberpsychology, Behavior, and Social Networking</td>
<td>119 (1.42)</td>
<td>29.3</td>
<td>2.258</td>
<td>Psychology</td>
</tr>
<tr>
<td>Proceedings of SPIE(^b)</td>
<td>97 (1.15)</td>
<td>1.6</td>
<td>N/A(^c)</td>
<td>Computer science, optics</td>
</tr>
<tr>
<td>Surgical Endoscopy and Other Interventional Techniques</td>
<td>96 (1.14)</td>
<td>33.7</td>
<td>3.149</td>
<td>Surgery</td>
</tr>
<tr>
<td>Annual Review of Cybertherapy and Telemedicine</td>
<td>92 (1.10)</td>
<td>1.7</td>
<td>N/A</td>
<td>Computer science</td>
</tr>
<tr>
<td>PLOS One</td>
<td>81 (0.96)</td>
<td>12.4</td>
<td>2.740</td>
<td>Science and technology</td>
</tr>
<tr>
<td>Journal of Neuroengineering and Rehabilitation</td>
<td>73 (0.87)</td>
<td>27.0</td>
<td>3.519</td>
<td>Engineering, neurosciences and neurology, rehabilitation</td>
</tr>
<tr>
<td>Studies in Health Technology and Informatics</td>
<td>73 (0.87)</td>
<td>5.8</td>
<td>N/A</td>
<td>Health care sciences and services, medical informatics</td>
</tr>
<tr>
<td>Journal of Surgical Education</td>
<td>69 (0.82)</td>
<td>14.7</td>
<td>2.220</td>
<td>Education and educational research, surgery</td>
</tr>
<tr>
<td>Frontiers in Psychology</td>
<td>48 (0.57)</td>
<td>7.7</td>
<td>2.067</td>
<td>Psychology</td>
</tr>
</tbody>
</table>

\(^a\)Research area as assigned by Web of Science.  
\(^b\)SPIE: Society of Photo-Optical Instrumentation Engineers.  
\(^c\)N/A: not available.

When the research area (of journals) was examined, the top 6 areas in descending order of publication count were computer science (CS), engineering (En), neurosciences and neurology (Neuro), surgery (Surg), psychology (Psy), and rehabilitation (Rehab). The CPPs of these 6 groups were significantly (\(P<.001\)) different from each other. Post-hoc tests revealed that the CPPs of Surg (25.1, SD 40.0), Psy (19.0, SD 35.6), and Neuro (20.3, SD 44.1) were greater than those of En (8.5, SD 26.8) and CS (9.5, SD 76.0); Surg was greater than that of Rehab (12.3, SD 24.5); and Others (15.6, SD 57.5) was greater than those of CS and En. Since some journals can be assigned to multiple research areas, a mutual exclusion procedure was performed in reverse hierarchical order (ie, the Rehab group retained all relevant papers first, then the Psy group retained all relevant papers excluding those coassigned to the Rehab group, then the Surg group retained all relevant papers excluding those coassigned to the Rehab and Psy groups, and so on). Finally, the Others group consisted of papers not assigned to the other 6 groups. In summary, papers dealing with clinical topics of surgery, neurosciences, psychology, and rehabilitation generally had more citations than those dealing with topics of computer science and engineering. This is consistent to a previous study in which neurosciences and surgery were among the top scientific categories with high citations [26].

### Popular Research Themes

VOSviewer was used to generate a term map that tagged the phrases mentioned in the titles and abstracts of the publications with their CPPs (Figure 2). Phrases located in the upper part of the figure generally had higher CPPs. They were mainly related to surgery, such as laparoscopic skill (95/8399, CPP=29.9), surgical skill (190/8399, CPP=35.9), surgical training (195/8399, CPP=29.1), and surgical simulation (103/8399, CPP=26.5). Bibliometrix was used to illustrate the temporal changes in the abstract words (Figure 3). The most common words in the 2000s were related to diagnostic procedures such as angiographic, echocardiographic, ureteroscopy, and colonoscopy. In the 2010s, the most common words were related to brain diseases and mental health disorders, such as schizophrenia, AD (Alzheimer’s disease), and ASD. Table 5 lists the medical conditions mentioned in at least 0.5% (42/8399) of the titles and abstracts of publications of VR research in medicine. This list was enriched with neuropsychological (eg, anxiety, depression), neurophysiological (eg, pain), and neuropathological (eg, Parkinson, Alzheimer) conditions and diseases.
Figure 2. Term map showing phrases from publication titles and abstracts in virtual reality research in medicine. Phrases occurring in at least 0.5% (42/8399) of the publications were included. Multiple appearances in a single publication counted as one. Circle size represents the frequency of occurrence, color represents the citation per publication, and distance between 2 circles represent how 2 phrases co-occurred in the publications.
Figure 3. Trends in the abstract words, as determined using the Trend Topics function of Bibliometrix.

Table 5. Medical conditions mentioned in at least 0.5% (42/8399) of the publications of virtual reality research in medicine.

<table>
<thead>
<tr>
<th>Medical condition</th>
<th>n</th>
<th>Citations per publication (CPP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>364</td>
<td>18.0</td>
</tr>
<tr>
<td>Stroke</td>
<td>319</td>
<td>18.3</td>
</tr>
<tr>
<td>Anxiety</td>
<td>316</td>
<td>21.2</td>
</tr>
<tr>
<td>Parkinson</td>
<td>258</td>
<td>17.6</td>
</tr>
<tr>
<td>Depression</td>
<td>148</td>
<td>18.3</td>
</tr>
<tr>
<td>Fear</td>
<td>143</td>
<td>24.7</td>
</tr>
<tr>
<td>Cancer</td>
<td>117</td>
<td>13.5</td>
</tr>
<tr>
<td>Alzheimer</td>
<td>113</td>
<td>15.1</td>
</tr>
<tr>
<td>Dementia</td>
<td>113</td>
<td>14.9</td>
</tr>
<tr>
<td>PTSD(^a)</td>
<td>94</td>
<td>16.8</td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>90</td>
<td>19.7</td>
</tr>
<tr>
<td>Cerebral palsy</td>
<td>73</td>
<td>25.8</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>67</td>
<td>25.0</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>54</td>
<td>13.2</td>
</tr>
<tr>
<td>Psychosis</td>
<td>47</td>
<td>20.7</td>
</tr>
<tr>
<td>Obesity</td>
<td>46</td>
<td>11.5</td>
</tr>
</tbody>
</table>

\(^a\)PTSD: posttraumatic stress disorder.

Author keywords also revealed that rehabilitation and simulation were the 2 major foci. As seen in Figure 4, the former was centered by words related to aging and neurodegenerative problems, such as Parkinson’s disease (PD), stroke, dementia, gait, and cognition. The latter was centered by words related to surgery and education, such as surgical training, image-guided surgery, virtual patient, and robotic surgery. There were also other words related to emotion and perception, such as anxiety,
stress, and pain, which occupied subclusters with lower frequency densities. The 10 author keywords with the highest frequencies and CPPs are listed in Table 6.

The highest frequency keyword was simulation. Table 7 lists the 10 most cited papers that mentioned “simulation” in their keywords. Besides laparoscopic skills, the use of simulation in general medical education was also covered in terms of implementation issues, availability of products on the market, and recommendations.

Figure 4. Density map showing author keywords of the publications in virtual reality research in medicine. Keywords occurring in at least 0.1% (9/8399) of the publications were included. The keywords “virtual reality,” “augmented reality,” and “mixed reality” are not shown as they were the major search terms. A keyword or cluster of keywords with higher frequency counts forms a red region, and those with lower frequency counts form a yellow region.
Table 6. The 10 author keywords with highest frequencies and citations per publication (CPPs; 8399 articles).

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Publications, n</th>
<th>CPP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Highest frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulation</td>
<td>399</td>
<td>19.3</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>357</td>
<td>13.9</td>
</tr>
<tr>
<td>Education</td>
<td>263</td>
<td>15.9</td>
</tr>
<tr>
<td>Training</td>
<td>259</td>
<td>21.0</td>
</tr>
<tr>
<td>Stroke</td>
<td>211</td>
<td>11.8</td>
</tr>
<tr>
<td>Medical education</td>
<td>209</td>
<td>16.1</td>
</tr>
<tr>
<td>Laparoscopy</td>
<td>145</td>
<td>22.5</td>
</tr>
<tr>
<td>Parkinson’s disease</td>
<td>126</td>
<td>17.1</td>
</tr>
<tr>
<td>Technology</td>
<td>109</td>
<td>9.5</td>
</tr>
<tr>
<td>Surgery</td>
<td>104</td>
<td>18.3</td>
</tr>
<tr>
<td><strong>Highest CPP</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optical flow</td>
<td>9</td>
<td>104.8</td>
</tr>
<tr>
<td>Hemiparesis</td>
<td>9</td>
<td>83.1</td>
</tr>
<tr>
<td>Patient simulation</td>
<td>13</td>
<td>78.0</td>
</tr>
<tr>
<td>Laparoscopic skills</td>
<td>9</td>
<td>74.4</td>
</tr>
<tr>
<td>Research</td>
<td>10</td>
<td>60.4</td>
</tr>
<tr>
<td>Education, medical</td>
<td>9</td>
<td>56.6</td>
</tr>
<tr>
<td>Hemiplegia</td>
<td>10</td>
<td>54.8</td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>9</td>
<td>54.8</td>
</tr>
<tr>
<td>Motor control</td>
<td>21</td>
<td>46.3</td>
</tr>
<tr>
<td>Fear</td>
<td>9</td>
<td>45.2</td>
</tr>
</tbody>
</table>
Table 7. The 10 most cited papers with simulation as their keyword.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Title</th>
<th>Journal</th>
<th>Year</th>
<th>Citations, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andrew CG, Bergman S,</td>
<td>laparoscopic skills</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leffondré K, Stanbridge D,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fried GM [27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahlberg G, Enochsson L,</td>
<td>Proficiency-based virtual reality training significantly reduces the</td>
<td>American Journal of Surgery</td>
<td>2007</td>
<td>367</td>
</tr>
<tr>
<td>Gallagher AG, Hedman L,</td>
<td>error rate for residents during their first 10 laparoscopic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hogman C, McClusky III DA,</td>
<td>cholecystectomies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ramel S, Smith CD, Arvidsson D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kneebone R [29]</td>
<td>Simulation in surgical training: educational issues and practical</td>
<td>Medical Education</td>
<td>2003</td>
<td>290</td>
</tr>
<tr>
<td>Kneebone RL, Scott W,</td>
<td>Simulation and clinical practice: strengthening the relationship.</td>
<td>Medical Education</td>
<td>2004</td>
<td>215</td>
</tr>
<tr>
<td>Darzi A, Horrocks M [30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coles TR, Meglan D, John NW</td>
<td>The role of haptics in medical training simulators: a survey</td>
<td>IEEE Transactions on Haptics</td>
<td>2010</td>
<td>203</td>
</tr>
<tr>
<td>[31]</td>
<td>of the state of the art</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basdogan C, Ho CH, Srinivasan</td>
<td>Virtual environments for medical training: graphical and</td>
<td>IEEE/Asme Transactions on</td>
<td>2001</td>
<td>173</td>
</tr>
<tr>
<td>MA [33]</td>
<td>haptic simulation of laparoscopic common bile duct exploration</td>
<td>Mechatronics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hassfeld S, Mühling J [34]</td>
<td>Computer assisted oral and maxillofacial surgery–a review and</td>
<td>International Journal of Oral</td>
<td>2001</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>assessment of technology</td>
<td>and Maxillofacial Surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vozenilek J, Huff JS,</td>
<td>See one, do one, teach one: advanced technology in medical education</td>
<td>Academic Emergency Medicine</td>
<td>2004</td>
<td>157</td>
</tr>
<tr>
<td>Reznek M, Gordon JA [35]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hamstra SJ, Cook DA [36]</td>
<td>laparoscopic surgery: a systematic review</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The use of AR can be facilitated by many related technologies, for example, wearable tactile sensors [37] and skin-like electronics [38]. In surgery, AR can enhance the surgeon’s vision by offering a virtual transparency of the patient [39]. When learning anatomy, AR can create an illusion that allows the display of internal anatomical structures on the body of the user [40]. These cases illustrate the versatility of AR.

**Discussion**

**Principal Findings**

This bibliometric analysis of 8399 publications on VR research in medicine revealed that the field began to develop in the 1990s, grew in the 2000s, and has been thriving in the 2010s in terms of both publications and citation counts. Original articles accounted for 63.1% of the literature. The article-to-review ratio was 5.9:1.

The literature had global contributions not only from North America and Europe but also from Asia and Oceania, implying that the application of VR in medicine has attracted worldwide attention. Diagnostic and surgical procedures as well as rehabilitation in neurodegenerative and mental health disorders were major research themes.

The use of VR simulators helped in diagnostic and surgical procedures, such as improving novice hospital residents’ laparoscopic skills in terms of error and procedure time reduction [28]. It was also used to assess the suturing skills of different groups of operators [41]. In surgery, it was suggested that VR and simulation could be of value for 4 aspects, namely training and education, surgical planning, image guidance, and telepresence [42]. Geriatrics has been exploring the use of VR tasks to assess and train episodic memory in the elderly population, by simulating various environments representative of daily life that cannot be physically replicated in the clinic or rehabilitation centers [43]. The use of VR might also help rehabilitation clinicians conduct telerehabilitation on a remote basis so that the patient (eg, after stroke) carries out exercises at home in a virtual environment and data are then transmitted to the clinician [44]. Moreover, VR could incorporate gamified elements so that the process could be more rewarding (eg, for encouraging patients with PD to do more remotely supervised aerobic exercise) [45]. Nonimmersive VR has also been used to add cognitive challenges and virtual obstacles to treadmill training for older adults, targeting attention, perception, and dual tasking during walking with the aim to reduce fall risk [46]. Since the existing studies were quite diverse, more studies should be conducted to optimize the implementation and evaluate the beneficiary effects in different population groups, so that a recommendation can be made for how to use VR in cognitive rehabilitation [47]. Meanwhile, the use of immersive VR was beneficial in managing a spectrum of emotional problems, such as the fear of heights [48], anxiety disorders [17], depression [49], and ASD [50]. Immersive VR could also reduce pain in patients, such as those with severe burn injuries during wound care [51] and pediatric patients during invasive medical procedures.
[52,53]. Two functions of VR for this category are distraction [54] and creation of presence [55,56]. Whereas the former distracts the subject from the real-world situation, such as pain-inducing medical procedures, the latter enables the subject to “experience” designed scenarios to facilitate management strategies such as cognitive reappraisal or cognitive behavioral therapy.

To the authors’ knowledge, no previous bibliometric analysis on VR research in the medicine literature overall has been published. A bibliometric analysis of VR research in general (including nonmedical areas) by Cipresso et al [2] similarly revealed the dominance by the United States, United Kingdom, Germany, and China in this research field [2]. Five authors in the top 10 list of this study were also in the top 10 list of Cipresso et al [2], namely Giuseppe Riva, Brenda K. Wiederhold, Albert “Skip” Rizzo, Cristina Botella, and Mariano Alcaniz. This implies that medicine might be among the most important scientific areas for applications of VR in general. The general VR research literature covered broader aspects apart from the research areas reported here and had large shares from mathematical and computational biology, radiology, and social sciences [2]. For VR research in ASD, the United States accounted for 51.2% of all publications, followed by the United Kingdom (16.5%), India, Spain, and China (3%-5% each) [57]. VR research in rehabilitation was similarly led by the United States (29.8%) and the United Kingdom (9.0%), followed by Italy (7.7%), Canada (7.4%), and Germany (5.1%) [58]. Meanwhile, the United Kingdom was most productive in VR research in dementia (43.2%), followed by the United States (39.5%), France (33.5%), Switzerland (28.6%), Germany, Greece, and Italy (23.2% each) [24].

A bibliometric analysis of artificial intelligence research in health and medicine similarly found that the United States was the top contributing country (30.8% versus 29.3% in this VR report) [59]. While China and Italy were the second and third most productive countries in artificial intelligence research in medicine, the United Kingdom did not enter the top 20 list. Here, for VR research in medicine, China and Italy were sixth and fifth on the list, whereas the United Kingdom ranked second. Both fields seemed to have different diseases of interest, but both shared stroke, cancer, AD, and PD [59].

Limitations

The current work searched one literature database only, implying that some papers could inevitably have been missed. However, as different databases record citation counts differently, it would be impossible to merge data from multiple databases. Moreover, publication and citation counts might not directly reflect the scientific quality of the papers, which might be influenced by various parameters including the sample size, study design, and standard of reporting. These would be best addressed by a systematic review with a focused scope, whereas the current work used bibliometric approach reports on the overall landscape of the literature in the research field.

Conclusions

Literature in the field of VR research in medicine represented over 8000 publications. The analyzed literature had global contributions with the heaviest contributions from the United States and United Kingdom. More clinically related research areas such as surgery, psychology, neurosciences, and rehabilitation had higher average numbers of citations than computer science and engineering. Diagnostic and surgical procedures and rehabilitation were major research themes. Medical conditions commonly investigated were pain, stroke, anxiety, depression, fear, cancer, and neurodegenerative disorders. The high potential and diversity of applications of VR and AR in medicine are already highly visible, and further improvements in these technologies are expected to both enhance their functionality and make them more accessible to patients, which will finally translate to significant therapeutic or preventive impact.
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Abstract

Background: To provide participants with a more real and immersive intervening experience, virtual reality (VR) and/or augmented reality (AR) technologies have been integrated into some bystander intervention training programs and studies measuring bystander behaviors.

Objective: We focused on whether VR or AR can be used as a tool to enhance training bystanders. We reviewed the evidence from empirical studies that used VR and/or AR as a tool for examining bystander behaviors in the domain of interpersonal violence research.

Methods: Two librarians searched for articles in databases, including APA PsycInfo (Ovid), Criminal Justice Abstracts (EBSCO), Medline (Ovid), Applied Social Sciences Index & Abstracts (ProQuest), Sociological Abstracts (ProQuest), and Scopus till April 15, 2020. Studies focusing on bystander behaviors in conflict situations were included. All study types (except reviews) written in English in any discipline were included.

Results: The search resulted in 12,972 articles from six databases, and the articles were imported into Covidence. Eleven studies met the inclusion and exclusion criteria. All 11 articles examined the use of VR as a tool for studying bystander behaviors. Most of the studies were conducted in US young adults. The types of interpersonal violence were school bullying, dating violence, sexual violence/assault, and soccer-associated violence. VR technology was used as an observational measure and bystander intervention program. We evaluated the different uses of VR for bystander behaviors and noted a lack of empirical evidence for AR as a tool. We also discuss the empirical evidence regarding the design, effectiveness, and limitations of implementing VR as a tool in the reviewed studies.

Conclusions: The reviewed results have implications and recommendations for future research in designing and implementing VR/AR technology in the area of interpersonal violence. Future studies in this area may further contribute to the use of VR as an observational measure and explore the potential use of AR to study bystander behaviors.

doi:10.2196/25322
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Introduction

Interpersonal Violence and Bystander Intervention

According to the World Health Organization, interpersonal violence refers to “the intentional use of physical force or power, threatened or actual” against individuals who may be family members (including intimate partners), colleagues, acquaintances, or strangers [1]. Drawing on this definition, common forms of interpersonal violence include physical violence, verbal abuse, psychological violence, and sexual assault or harassment [2]. Given the multifaceted and detrimental impact of interpersonal violence on the victims (eg, health and mental health consequences [3-5]), developing effective strategies to prevent violence in the first place becomes crucial. Those who witness violent incidents or potential risks for violence, often known as bystanders, may play an influential role in intervening in the situation, such as providing support to the victims and reporting the incident [6,7].

Empirical studies [8] have focused on examining factors that may influence bystander intervening behaviors, such as bystander self-efficacy [9], skills to intervene [6], and awareness of signs of violence [10]. Using an ecological framework, Banyard [8] suggested taking a multilevel approach, including individual characteristics, community-level influencers, and the context of violence, when considering facilitators and barriers to bystander intervention. Bystander training programs can help potential bystanders intervene appropriately and effectively when witnessing or recognizing signs of violent incidents [11,12]. A wide variety of training methods and their effectiveness have been reported in empirical studies [13-15]. Commonly adopted training methods often include lectures, case scenario discussions, video watching, and other active and experiential learning activities such as the use of theatre [14,16]. These traditional teaching methods have demonstrated their effectiveness, such as in reducing acceptance of violence [14], increasing self-efficacy [17], and increasing the willingness to help [18].

To continue and advance the research on bystander behaviors and the effectiveness of training programs, a growing body of recent studies began to incorporate virtual reality (VR) as a tool for data collection [19-21] or as a central programming component in bystander training interventions [22]. The main advantage of VR lies in its technological advance that affords participants an immersive experiential environment. More specifically, VR surrounds individuals with a 360-degree computer-generated immersive environment, substituting real-life sensory input (predominantly visual, auditory, and tactile) using wall projections (eg, Cave Automatic Virtual Environment [CAVE]) or head-mounted display devices (eg, Oculus Rift) [23]. Besides, in a VR environment, there are one or more trackers in the room and/or attached to the user’s body parts to track the user’s head and body positions and movements [24]. Similar to what VR may offer, augmented reality (AR) allows creating an environment that integrates both a simulated virtual scenario and a real-world physical setting. AR superimposes digital materials over what individuals perceive in the real world [25]. In an AR environment, people can perceive and interact with virtual and physical objects, allowing for an extended real-life experience. The most common AR delivery platforms are mobile devices (eg, in Pokémon GO, one can see and play with virtual comic characters in their physical environment through the phone camera), and technology companies are experimenting with AR glasses, such as Microsoft HoloLens and Apple AR glasses. In short, VR and AR are on the reality-virtuality continuum of Milgram and Kishino [26], ranging from physical reality on one end to a completely virtual environment (ie, VR) on the other, with a blend of physical and virtual environments (ie, AR) in between [27].

The integration of VR or AR may provide new methodological and training strategies to bystander behavior research. For instance, VR provides an immersive experience that creates presence [28], shortens bystanders’ psychological distance to the conflict scenarios [22], and invites bystanders to behave as if the environment is real [29]. As such, VR unites the generalizability of standardized scenarios and ecological validity by allowing bystanders to behave naturally in a controlled immersive environment [20,30]. Further, as a VR environment allows for behavioral measurements (ie, tracking), researchers can examine verbal and physical bystander behaviors rather than solely relying on self-reports, which furthers the ecological validity [20,31]. While VR simulates real-life interpersonal conflicts in a virtual environment, AR superimposes additional information on the real environment where the conflicts take place. AR has shown effectiveness in training interpersonal behaviors by digitally providing extra information about social cues [32]. In addition, mobile AR requires only a smartphone to operate and is an affordable bystander training platform for many organizations and individuals.

Aim of the Study

This review aims to comprehensively assess current evidence from empirical studies in social science and computer science databases and evaluate the use of VR or AR as a tool for studying bystander behaviors in the domain of interpersonal violence research. The reviewed results have implications and recommendations for future research in designing and implementing VR/AR technology in the area of interpersonal violence. We will examine the following questions: (1) What are the characteristics of studies using VR and/or AR in examining bystander behaviors? (2) What types of violent incidents were used in a VR and/or AR-simulated environment? (3) How are VR and/or AR used in assessing bystander behaviors or interventions? (4) What are the implications and limitations of implementing VR and/or AR as a tool in the articles?

Methods

Design

We conducted a scoping review to address the aforementioned research questions. Arksey and O’Malley’s [33] framework guided the study, including “identifying the research questions; identifying relevant studies; study selection; charting the data; and collating, summarizing, and reporting the results.” This review used the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping
Reviews) checklist [34]. The team consisted of members in social work, information science, data science, and user experience design.

Identifying Relevant Studies

Two team members who were librarians (JL and SCL) developed a primary search strategy in APA PsycInfo (Ovid) using a combination of text words and controlled vocabulary. The structure of the search was such that results could mention either VR or AR as long as it included bystanders (Multimedia Appendix 1). Given the long list of search terms, we only listed several examples, such as “avatars,” “virtual reality,” “helmet-mounted display,” “Oculus Quest,” “augmented reality,” “bystander,” “helping behaviors,” and “witness.” This primary search strategy was validated against an a priori test set of articles. It was peer-reviewed by another librarian, not on the team, using the Peer Review of Electronic Search Strategies (PRESS) framework. The search was then translated into the following five other databases, which were searched separately: Criminal Justice Abstracts (EBSCO), Medline (Ovid), Applied Social Sciences Index & Abstracts (ProQuest), Sociological Abstracts (ProQuest), and Scopus. All of the search queries are available in Multimedia Appendix 1. A language limit of English was applied in databases where the search retrieved over 100 results. Search results were downloaded on April 15, 2020, and uploaded to Covidence for deduplication and screening.

Study Selection

Inclusion Criteria

The team established the inclusion criteria before the screening. The team participated in training such as examining the sample search results and discussing the inclusion criteria as follows: (1) the article focused on bystanders in a violence situation; (2) the article used digital virtual simulations, such as VR and AR; and (3) the article was written in English.

Exclusion Criteria

Articles were excluded from the review if they (1) only examined bystanders in nonconflict-related situations (eg, sudden heart attack); (2) only considered real settings, nondigital virtual settings, or non-VR/AR–related digital settings (any study only using nonimmersive virtual environments [eg, experienced through digital screens] was excluded); (3) were published in other languages; and (4) were any type of a review study, synthesis, book chapter, editorial, letter to the Editor, commentary, or opinion piece.

Selection Procedure and Search Results

As shown in Figure 1, the librarians imported 12,972 articles from six databases into Covidence. After removing 1445 duplicates, we had 11,527 articles for the title and abstract screening. First, guided by the team chair, five research assistants participated in title and abstract screening training using a random sample of 100 articles from the database. Research assistants discussed the disagreements during the training. The training was repeated twice, and we reached an interrater reliability of 100%. Second, each article was screened randomly by two out of the five research assistants. Each research assistant was assigned to review the title and abstract of 4586 articles. Third, conflict results were discussed and resolved by the team chair. We removed 11,494 ineligible articles, and a total of 33 articles remained for the full-text assessment. Fourth, each article was reviewed randomly by two out of the five research assistants. When two research assistants had any conflict, the whole team discussed the conflicts and reached a consensus. Finally, 22 articles failed to meet the inclusion criteria of the full-text screening (eg, unrelated to bystanders, unrelated to violence situations, and unrelated to VR/AR). Fifth, the team also conducted a round of hand search for key journals (eg, based on the references of the selected articles). The hand search did not add any new articles to the final data set. Therefore, our final sample for the review included 11 studies.
Charting the Data

The stage of charting the data was also called “data extraction” in systematic reviews. We developed an information form to extract contents from the included articles (Tables S1, S2, and S3 in Multimedia Appendix 2), such as study location, study design, aims of the study, methodology, outcome measures, and important results. To ensure a reliable extraction process, each included article was reviewed by two authors independently, and a third author resolved any disagreements. The intercoder reliability score was excellent (Cohen $\kappa >90\%$ for all groups). The review process took 3 months and completed in June 2020.

Collating, Summarizing, and Reporting the Results

According to Arksey and O’Malley’s [33] framework, unlike systematic reviews, our scoping review did not synthesize and evaluate the evidence quality in the studies. Instead, the scoping review summarized the research methods, sample sizes, participants, measures, geographical locations, and outcomes of the studies to report the main areas of interest and research gaps.

Results

Review Results and Summary of the Main Characteristics of the Studies

Five research assistants assessed each of the selected articles’ contents and quality, and extracted and summarized the data in response to our research aim. We have charted and presented the results in Tables S1, S2, and S3 in Multimedia Appendix 2. Table S1 in Multimedia Appendix 2 presents the characteristics of the studies, including country, type of violence, participants, age, and study design. Table S2 in Multimedia Appendix 2 shows the study findings, including research questions, measurements, summary of key findings, strengths, and limitations. Table S3 in Multimedia Appendix 2 presents the design, equipment of the VR in the articles, length of the VR/AR experience, and descriptions of the scenarios.
Of the 11 studies included in the review, seven were conducted in the United States, two were conducted in the United Kingdom, one was conducted in Spain, and one did not specify the country where the research was carried out. All studies used VR as a tool to simulate certain situations of violence, and we did not find any studies that employed AR techniques. Nine studies used VR to assist observational research, and the remaining two applied VR in bystander intervention programs [22,35]. While most studies were operationalized as an experiment with participants incorporating a simulated VR environment, three studies were randomized controlled trials [20,30,35]. Different violent incident scenarios were used across these studies, including school bullying behaviors (including relational, verbal, and/or physical violence) among student peers [22,35]; sexual assault incidents that took place in dating or a potential dating relationship [20,21,35,36]; a combination of different types of assaults among friends or acquaintances [30]; and verbal and physical assaults that occurred among strangers [19,29,31,37]. In addition to the victim-aggressor relationship, we examined the relationship between victims and bystanders simulated in the VR scenarios, including school peers (n=2) [22,35], friends (n=5) [20,21,30,36,38], and strangers (n=4) [19,29,31,37]. Regarding study participants, four studies recruited middle or high school students [20,22,35,38], three studies sampled undergraduate students [21,30,36], and the four remaining studies included participants who identified as soccer fans supporting different teams [19,29,31,37].

**Bullying Behaviors Among School Peers**

Two studies focused on bullying behaviors among student peers in middle or high schools. They were the only two studies that included VR as a central component to deliver bullying prevention training [22,35]. Specifically, through a pseudorandomized trial, Ingram et al [22] examined whether a bullying prevention curriculum enhanced by the use of VR reduces students’ bullying behaviors, including traditional bullying, cyberbullying, and relational aggression and whether the VR-enhanced intervention increases bystanders’ willingness to intervene and school belonging. The study recruited 118 students from two middle schools in the United States (46 in VR-enhanced training and 72 in non-VR/regular training). To provide an immersive user experience, a set of customized VR scenarios was simulated using Google goggles [39,40]. Although the VR-enhanced condition did not reduce bullying behaviors, individuals in the VR group reported greater empathy from pretest to posttest than the non-VR group. Specifically, mediated by empathy, students in the VR condition showed decreased bullying perpetration and increased willingness to intervene as bystanders than the control group. This study’s findings suggest the promise of applying VR in school bullying prevention programs to enhance effectiveness. However, the study by McEvoy et al [35] provided somewhat different and more nuanced findings of the effectiveness of VR.

McEvoy et al [35] also conducted a randomized experimental study that aimed to compare the following three conditions: (1) a customized VR condition, (2) a noncustomized VR condition, and (3) a video condition, in order to examine whether including VR in a bullying prevention program is more effective than a less immersive video-based intervention. Seventy-eight college students participated in the study and randomly joined one of the following three conditions: (1) a 30-second video featuring a female student being verbally and physically bullied by two other female students in the school, (2) a customized VR experience based on the video in which the victim had the participants’ university logo printed on her shirt, and (3) a noncustomized VR experience based on the video in which the victim had no school logo on the shirt. This study used a video from the “Be More than a Bystander campaign” by the Ad Council and the US Department of Health and Human Services [35]. The authors used Unity, a VR development software, and delivered the VR video by Oculus Rift. The results showed that participants in the video group reported higher empathy levels than those in the other two groups, and there were no differences in other measures across the three conditions. The data analysis from a follow-up focus group showed that the VR simulations needed additional interactive features to be effective. To enhance the effectiveness of incorporating VR techniques in bullying intervention programs, program developers should focus on enhancing the realism of VR-simulated environments and their autonomy in their immersive training experience [35].

**Sexual Assault in Dating Relationships**

Of the five studies that included sexual assault (or risks of sexual assault) in their VR-enhanced environments [20,21,35,36,38], two created sexual assault scenarios that also incorporated other types of violence [30,36]. For instance, in the study by Sargent et al [30] involving sexual assault, physical violence, stalking, and coercive controlling behavior were also simulated as part of the VR experience. In all five studies, VR was designed to assist the research rather than to develop a bystander intervention program. For instance, Sargent et al [30] designed VR simulations to determine whether VR can be used as a valid tool for assessing adolescent resistance to antisocial peer pressure. The study findings did show the psychometrical soundness of the VR simulations in research. Other studies also utilized the experiential and immersive nature of VR to collect behavioral data from participants, complementing the traditional self-report surveys. For instance, Jouriles et al [20] conducted a randomized controlled trial with 165 high school students (85 in the intervention) to assess whether the video bystander program TakeCARE increases bystander behaviors. Instead of solely relying on self-report measures to assess bystander intervening behaviors, Jouriles et al [20] also used VR simulations to collect observational data of bystander behaviors to evaluate the durability effects of TakeCARE at postintervention and 6-month follow-up assessments. Wearing goggles, all participants in the study took part in four out of nine immersive VR simulations, all of which provided them opportunities to intervene in sexual assault in a dating or potential dating relationship. Results confirmed the effectiveness of the TakeCARE bystander program to increase bystander behaviors.

Similarly, to examine whether having adverse consequences of being an active bystander was related to lower efficacy for intervening and less effective bystander behavior, Krauss et al [36] simulated a VR environment in which student participants were given opportunities to intervene in sexual and relationship violence on campus. A total of 299 first-year undergraduate
students participated in a laboratory-based assessment. Among them, 65% of the students received 20-minute bystander training (TakeCARE) given by the university before the study. In the assessment, the students participated in three 2 to 3-minute VR simulations in which they had opportunities to help the victims. Students used Oculus Rift goggles in the simulations. The results showed that negative consequences of previous bystander behaviors (being physically hurt/getting into trouble resulting from helping someone at risk of sexual assault) predicted lower bystander efficacy and effectiveness. The study also found that bystander training decreased the negative consequences of the participants. Although a limited number of different types of adverse effects were included in the analysis, the study findings indicated the importance of addressing the potential negative consequences bystanders may face or fear and educating students on how to perform safe interventions.

**Verbal and Physical Assault Among Strangers**

Verbal conflicts and physical assault were the focus of four studies [19,29,31,37]. All the simulated violence scenarios occurred among strangers in a public setting, such as in a bar. All these studies used VR to create an observational research environment to collect participants’ behavioral data in simulated violent scenarios as bystanders. For example, Hortensius et al [29] examined whether reflexive and reflective behavioral responses to an emergency are related to later helping behavior in a violent conflict. Twenty-nine male FC Barcelona supporters (age range 18-29 years) participated in the study. They were placed in a VR-enhanced simulated conversation with the virtual victim for about 2 minutes and then witnessed a series of conflicts for 135 seconds. The technologies used in the study included the XVR programming platform [41], the virtual characters animated with HALCA software [42], and a CAVE system [43]. The results showed that the increased helping behavior was associated with a faster response to an emergency in a low cognitive load condition.

**Discussion**

**Overview**

To the best of our knowledge, our study is the first comprehensive review that evaluates studies using VR or AR as a tool for studying bystander behaviors in the domain of interpersonal violence research. This review screened 12,972 articles and assessed 11 qualified articles in full text. Evaluations of 11 eligible studies provided insights for VR/AR technology and their applications in the domain of interpersonal violence research, including VR as an observational measure, AR as an intervention tool for bystander programs, AR as a tool for the study of bystander behaviors, and the equipment and implementation of a VR system.

**VR as an Observational Measure**

For decades, the methodological approach for studying bystander behaviors has been participant self-reported questionnaires in response to written descriptions or videos. Our review found that studies used VR technology as a tool for observational measures (Table S1 in Multimedia Appendix 2). VR technology is a tool to present simulated scenarios. Participants are placed in immersive simulated scenarios in which their bystander behaviors can be studied. For example, participants are given opportunities to intervene in imminent violence/assault as an active bystander in these simulations (eg, girls drunk at a party, physical aggression between dating partners, and unwanted sexual activity at a party). Their bystander behaviors in the VR simulations are audio recorded, observed, and rated by coders on a 7-point scale, indicating their reactions and levels of attempting to intervene in the possible sexual or dating violence. VR provides participants an immersive virtual environment in which they genuinely interact with the avatars, which reduces the Hawthorne effect [44] (participants do not reveal their real behaviors when they realize they are being observed and studied [45]). Current evidence shows that immersive VR offers an under control environment created by computers (eg, perpetrators are made smaller in size and weaker) and, at the same time, ensures that people respond realistically. Thus, the design and implementation of these simulated environments are essential to spark any emotional, cognitive, or behavioral responses from the participants [19]. VR has opened windows of opportunities for innovative multimethods in the study of bystander behaviors in interpersonal violence situations. Further studies should continue to explore how to further improve the reliability and validity of VR as an emerging tool for observational measures.

**VR as an Intervention Tool for Bystander Programs**

Two studies examined whether the use of VR enhances existing bystander bullying programs [22,35]. Immersive VR provides an experimental environment that mirrors real-life situations [19]. VR-enhanced bullying scenarios are designed for participants (adolescents) to simulate real-life bullying situations. For example, the participant wears an Oculus Rift headset and headphones and experiences the designed scenarios (witnessing a female student being verbally and physically bullied by other students in the school hallway between classes) [35] (Table S3 in Multimedia Appendix 2). The contents of scenarios are designed to resemble bullying prevention program videos (eg, audio and message screen) or be informed by the empirical literature [22]. The benefits of VR over video curriculum as a tool for violence prevention are suggested. Unlike the video curriculum, participants can look around in immersive VR simulations, even though they cannot interact with the avatars. In addition to the video curriculum, the VR-enhanced prevention tool allows participants to experience different perspectives in the simulation, such as being bystanders, being victims, and being adults to intervene. VR is an ecologically valid environment in which researchers can overcome ethical issues in violence studies and prevent potential real physical danger to participants [19].

**AR as a Tool for Bystander Behaviors**

Our review did not find any empirical studies that assessed the use of AR for bystander behaviors in interpersonal violence situations. AR enables integrating physical and virtual elements into one view by allowing participants to merge the virtual component into the real physical world. AR is different from VR, and it enables participants to be in an immersive virtual world [46]. Previous research in AR indicates that challenges
exist in the social acceptance of AR, such as privacy concerns [47,48]. For example, the subtle design of the Google glass makes bystanders around feel privacy destruction and intrusion [49,50]. This review suggests that future studies may examine the feasibility and effectiveness of using AR technology to study bystander behaviors in the domain of interpersonal violence research.

Equipment and Implementation of the VR System
The results of the reviewed articles suggest that future studies should give attention to what technology is being used as an experimental tool and an observational measure, and how VR platforms are set up because these could affect the results. We have identified several key features of the design and equipment for using VR to study bystander behaviors in interpersonal violence research. These include designed virtual avatars and VR scenarios, a CAVE-like system (automatic virtual environment), glasses for immersive 3D vision, including headphones and a microphone, a head tracker, a video camera for recording, and a programming platform (or simulations created and coded by the authors).

In our review, only four studies [19,29,31,37] used a CAVE-like system. For example, Rovira et al [19] used Trimension ReaCTor, which has three back-projected acrylic screens (front, left, and right walls; 3 m × 2.2 m) and a floor screen projected from a ceiling-mounted projector (3 m × 3 m) [51,52]. The CAVE system used in these studies has variations in pixel resolution and Hertz (monitor’s refresh rate, 60 Hz means the monitor refreshes its image 60 times per second), which have impacts on participants’ intervention behaviors [37].

Without employing a sophisticated CAVE-like system, head-mounted display devices can be used only to design a VR-based project for studying and measuring bystander behaviors. Different glasses are used to synchronize with the projectors in the VR system, such as Oculus Rift [30,35,36], Crystal Eyes shutter glasses [19,29,31,37], and Daydream goggles [22]. Three studies did not indicate the brand of the goggles used [20,21,38].

Limitations
There are several limitations in this review. First, we only included articles using VR and/or AR as a tool for studying bystander behaviors and therefore excluded studies that examined the engagement of violence on these platforms, such as harassment in social VR [53] and violence in video games [54]. Second, there were variations in the design and equipment of VR in these articles, making it challenging to perform cross-study comparisons. Despite these limitations, our study is the first to review the use of VR as a tool for bystander behaviors in interpersonal violence research.

Future Research: Recommendations for the Use of VR in Interpersonal Violence Research
Further studies are needed to provide a rich understanding of the use of VR in the domain of interpersonal violence research. First, future studies should further compare the effectiveness of VR as an intervention tool with the well-established bystander intervention curriculum based on videos. Second, the cost of VR may prevent its widespread implementation. Future studies should further explore potential low-cost VR designs and equipment. Third, future research may consider collaborating with human-computer interaction experts to examine whether technology’s quality is associated with efficacy. For example, although current evidence cannot quantify the effects of display resolution and luminance on people’s responses, detailed facial expressions of the avatars (eg, 1400 × 1050 pixels, 100-Hz refresh rate, 3150 lumens, and digital light processing projectors) encourage more empathic bystander responses [37]. Such recommendations can help determine whether the development and implementation of VR technology are cost-effective in research to increase bystanders’ intent to intervene in violent situations. Fourth, future research should explore the variables that mediate the use of VR, such as psychological distance in bullying [22], photorealistic graphics [35], participants’ familiarity with VR technology, and variations across administrations [21]. Fifth, even though the sample size in all reviewed articles, no evidence was provided regarding the implementation of VR in these articles, making it challenging to perform cross-study comparisons. Despite these limitations, our study is the first to review the use of VR as a tool for bystander behaviors in interpersonal violence research.

Conclusion
There remain considerable gaps in the literature regarding the use of VR technology, notably AR, as a tool for studying bystander behaviors in the domain of interpersonal violence research. The current evidence suggests the effectiveness of VR as an observational measure in addition to self-reported questionnaires and as an intervention tool compared with video-only bystander programs. A limited number of studies exist, and it justifies further research efforts in this area.
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Abstract

Background: Chronic low back pain is the most prevalent chronic pain condition worldwide and access to behavioral pain treatment is limited. Virtual reality (VR) is an immersive technology that may provide effective behavioral therapeutics for chronic pain.

Objective: We aimed to conduct a double-blind, parallel-arm, single-cohort, remote, randomized placebo-controlled trial for a self-administered behavioral skills-based VR program in community-based individuals with self-reported chronic low back pain during the COVID-19 pandemic.

Methods: A national online convenience sample of individuals with self-reported nonmalignant low back pain with duration of 6 months or more and with average pain intensity of 4 or more/10 was enrolled and randomized 1:1 to 1 of 2 daily (56-day) VR programs: (1) EaseVRx (immersive pain relief skills VR program); or (2) Sham VR (2D nature content delivered in a VR headset). Objective device use data and self-reported data were collected. The primary outcomes were the between-group effect of EaseVRx versus Sham VR across time points, and the between–within interaction effect representing the change in average pain intensity and pain-related interference with activity, stress, mood, and sleep over time (baseline to end-of-treatment at day 56). Secondary outcomes were global impression of change and change in physical function, sleep disturbance, pain self-efficacy, pain catastrophizing, pain acceptance, pain medication use, and user satisfaction. Analytic methods included intention-to-treat and a mixed-model framework.

Results: The study sample was 179 adults (female: 76.5%, 137/179; Caucasian: 90.5%, 162/179; at least some college education: 91.1%, 163/179; mean age: 51.5 years [SD 13.1]; average pain intensity: 5/10 [SD 1.2]; back pain duration ≥5 years: 67%, 120/179). No group differences were found for any baseline variable or treatment engagement. User satisfaction ratings were higher for EaseVRx versus Sham VR (P<.001). For the between-groups factor, EaseVRx was superior to Sham VR for all primary outcomes (highest P value=.009), and between-groups Cohen d effect sizes ranged from 0.40 to 0.49, indicating superiority was moderately clinically meaningful. For EaseVRx, large pre–post effect sizes ranged from 1.17 to 1.3 and met moderate to substantial clinical importance for reduced pain intensity and pain-related interference with activity, mood, and stress. Between-group comparisons for Physical Function and Sleep Disturbance showed superiority for the EaseVRx group versus the Sham VR group.
(P = .022 and .013, respectively). Pain catastrophizing, pain self-efficacy, pain acceptance, prescription opioid use (morphine milligram equivalent) did not reach statistical significance for either group. Use of over-the-counter analgesic use was reduced for EaseVRx (P < .01) but not for Sham VR.

Conclusions: EaseVRx had high user satisfaction and superior and clinically meaningful symptom reduction for average pain intensity and pain-related interference with activity, mood, and stress compared to sham VR. Additional research is needed to determine durability of treatment effects and to characterize mechanisms of treatment effects. Home-based VR may expand access to effective and on-demand nonpharmacologic treatment for chronic low back pain.

Trial Registration: ClinicalTrials.gov NCT04415177; https://clinicaltrials.gov/ct2/show/NCT04415177

International Registered Report Identifier (IRRID): RR2-10.2196/25291

(J Med Internet Res 2021;23(2):e26292) doi:10.2196/26292
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Introduction

Chronic low back pain (cLBP) is the most prevalent chronic pain condition worldwide [1]. cLBP can be disabling, costly, and confer suffering to individuals and their families. The incidence and prevalence of cLBP continue to rise despite increasing use of medical treatments such as pharmacology and surgical procedures [2].

An expert evidence review and consensus panel recommended pain education and cognitive behavioral therapy (CBT) as first-line treatments for cLBP [3] with both modalities supplying self-help information for back pain. Beyond the context of back pain, the Centers for Disease Control and Prevention [4] (CDC) and the Centers for Medicare & Medicaid Services (CMS) [5] have recommended nonpharmacologic therapies as first-line treatments for chronic pain, with the latter citing a need to improve patient access to effective treatment options.

CBT for chronic pain engages participants in active pain and symptom self-management [4,6,7]. In group settings, CBT is delivered by trained therapists and typically involves 8-12 two-hour treatment sessions (16-24 hours total treatment time). Manualized session content includes health and pain education; skills training in goal setting, problem solving and action planning; self-regulatory techniques (eg, relaxation, mindfulness); cognitive techniques (eg, thought monitoring and restructuring unhelpful thoughts); and functional goal setting. While CBT has not shown efficacy for reducing pain intensity, it has small to moderate effects for reducing depressive symptoms [7], pain bothersomeness [6,7], and pain catastrophizing [6,7] (Darnall et al, unpublished data) in mixed etiology chronic pain as well as cLBP. Despite demonstrated efficacy for these multisession behavioral pain treatments, access to care remains poor due to barriers such as few trained and available local therapists, health insurance limits, and burdens associated with travel and treatment time [8]. Because of the scope and impact of cLBP, there is an urgent need for effective, accessible, low-risk treatments that are acceptable to people who have back pain. Improved access to behavioral pain care is particularly salient within the context of reduced opioid prescribing for chronic pain nationally [9].

On-demand digital therapeutics may provide home-based access to pain education and skills-based pain self-management. Particularly during the COVID-19 pandemic, home-based behavioral pain care has gained interest, importance, and engagement among patients [10]. Home-based digital pain treatment options include those involving therapist instruction [11,12] (Ziadni et al, unpublished data), as well as fully automated behavioral programs. For the latter, the portfolio of self-treatment options includes computer applications for symptom tracking, education, and treatment [13]; web-based programs that include self-paced multisession skills-based pain management learning modules [14]; and virtual reality (VR) immersive treatment [15].

VR treatment involves using headset devices that fully restrict the vision field to content displayed inside the headset screen; auditory perception is not fully restricted, though the corresponding device-delivered auditory content commands attention. As a treatment modality, VR provides a unique environment comprising 3D visually immersive experiences that are enriched with stereo sounds and elements such as rich colors and scenic environments that enhance elicitation of desired states of arousal and affect. Within the therapeutic context, VR may be flexibly designed and tailored to address the needs of specific conditions (eg, anxiety, depression, pain) [15-19]. The multisensory immersive VR environment stimulates the visual, auditory, and proprioceptive senses, thus engendering the perception that the user is physically located within the virtual environment they are viewing in the headset [20,21]. Mechanistically, the integrated, multisensory, and immersive properties of VR are thought to enhance treatment effects. For example, results from phobia treatment research has suggested noninferiority of VR treatment compared to treatment with a live therapist [18].

In terms of pain, evidence from multiple independent research groups suggests that VR is effective for managing acute pain [22], including pain evoked during medical procedures [23-28], burn wound care [29,30], and in hospitalized patients [31,32]. Researchers of a randomized controlled trial (RCT) conducted in hospitalized patients found that VR yielded the highest efficacy in patients reporting the most severe pain (≥7/10), thereby underscoring its potent analgesic potential [31].

The scientific literature on VR for chronic pain includes studies conducted in complex regional pain syndrome [33], chronic headache/migraine [34], fibromyalgia [35,36], and chronic
musculoskeletal pain [37,38]. Two recent reviews and meta-analyses reported VR efficacy for reducing pain and disability (physical rehabilitation) for painful spinal conditions [39] and for orthopedic rehabilitation [40]. Such rehabilitation studies may apply interactive VR in isolation or with kinematic training [41,42]. In addition to small sample sizes, the literature for VR in chronic pain remains limited by studies conducted in experimental or clinical settings (versus home-based and pragmatic studies), a lack of placebo-controlled studies, and studies that have yielded low-quality evidence [39]. Additionally, the literature has been largely restricted to VR content involving distraction or physical rehabilitation and kinesthetic exercises with little or no content on active behavioral pain management skills acquisition. To address several of these evidence gaps, our group recently conducted an RCT of a 21-day VR program that included chronic pain education and pain relief skills such as diaphragmatic breathing and relaxation response training, and cognition and emotion regulation techniques [15]. Individuals with cLBP or fibromyalgia were randomized to receive either the 21-day VR treatment program or the same treatment content delivered in audio-only format (N=74). At posttreatment, the VR skills-based treatment group evidenced superior reductions in pain intensity and pain-related interference with activity, sleep, mood, and stress compared to the audio treatment group, with results strengthening after 2 weeks. Similar treatment engagement rates between treatment groups supported a conclusion that the immersive effects of VR yielded superior outcomes [15].

This study builds on this prior work and extends it in several ways. First, the VR treatment program being tested (EaseVRx) is 56 days in length, thereby aligning more with traditional and reimbursable behavioral medicine programs such as 8-week chronic pain CBT or mindfulness programs. Second, the VR content was enriched with interoceptive entrainment techniques designed to enhance biofeedback response and learning. Third, the therapeutic VR program includes expanded pain neuroscience education, as well as principles and elements drawn from CBT, mindfulness, and acceptance-based treatments for chronic pain. Fourth, the study includes a VR sham comparator to control for the novelty of the technology and placebo effects. Fifth, data for analgesic medication use were collected.

Our objective was to conduct a placebo-controlled RCT in community-based individuals with cLBP assigned to receive one of two 56-day treatment programs: therapeutic VR (EaseVRx) or Sham VR [43]. We hypothesized that participants assigned to therapeutic VR would evidence superior outcomes for all baseline to posttreatment comparisons compared to participants assigned to Sham VR.

**Methods**

**Study Protocol**

The study protocol is published elsewhere and provides additional detail [43]. We conducted a single-cohort, double-blinded (participant and analysts), placebo-controlled randomized clinical trial in an online convenience national sample of community-based individuals with self-reported cLBP. Study participants were participating in a longer study of 8.5 months’ duration that involves multiple additional posttreatment assessments not reported here. The study was approved by the Western Institutional Review Board on July 2, 2020, and data collection for this report was completed in November 2020. This report is constrained to the end of treatment time point (day 56).

**Study Sample, Setting, Recruitment, and Participant Compensation**

Community-based individuals with cLBP were recruited nationally through chronic pain organizations (eg, American Chronic Pain Association) and through Facebook online advertisements. Additionally, study advertisements were emailed to professional contacts at several medical clinics with requests to forward among medical colleagues nationally. All study advertisements directed interested individuals with cLBP to the study website for information and invitation to complete an automated online eligibility form that screened for inclusion and exclusion criteria (Textbox 1). This screening process was completed over the phone for 1 individual due to technical difficulties. Individuals determined to be eligible for the study were invited to participate in a study examining the effectiveness of an 8-week VR wellness program in helping them manage chronic lower back pain. If willing to participate, participants completed an electronic informed consent (eConsent; see Multimedia Appendix 1 for the study consent form) and provided their e-signature to complete their enrollment in the study. Figure 1 displays the participant study activities.

Enrolled participants completed a baseline survey and then received 3 pain surveys over a 2-week pretreatment assessment period. Those who completed at least one survey during this pretreatment period progressed to the treatment phase of the study, which included an 8-week VR program (therapeutic VR or Sham VR), twice-weekly surveys during the VR treatment phase, and a final survey administered at treatment completion on day 56. All study procedures occurred remotely.

Study participation was compensated in 2 ways. First, participants received US $6 per completed survey (US $126 possible; prorated) in the form of an Amazon eGift Card after the day 56 survey and upon return of their VR headset (prepaid shipping containers were provided). Second, all participants were eligible to receive a gift VR headset 6 months after their completion of treatment if they completed 16 or more study surveys, confirmed their interest in receiving a VR headset, and returned their VR headset. A total of 77 study participants met these criteria and will receive headsets (Textbox 1).
**Textbox 1.** Study inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Men and women aged 18-85.</td>
</tr>
<tr>
<td>2. Self-reported diagnosis of chronic low back pain without radicular symptoms.</td>
</tr>
<tr>
<td>3. Chronic low back pain duration of 6 months or more.</td>
</tr>
<tr>
<td>4. Average pain intensity of 4 or more out of 10 for the past month.</td>
</tr>
<tr>
<td>5. English fluency.</td>
</tr>
<tr>
<td>6. Willing to comply with study procedures/restrictions.</td>
</tr>
<tr>
<td>7. Access to Wi-Fi.</td>
</tr>
<tr>
<td>8. Implicit de facto internet and computer literacy.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Gross cognitive impairment.</td>
</tr>
<tr>
<td>2. Current or prior diagnosis of epilepsy, seizure disorder, dementia, migraines, or other neurological diseases that may prevent the use of virtual reality or adverse effects.</td>
</tr>
<tr>
<td>3. Medical condition predisposing to nausea or dizziness.</td>
</tr>
<tr>
<td>4. Hypersensitivity to flashing light or motion.</td>
</tr>
<tr>
<td>5. No stereoscopic vision or severe hearing impairment.</td>
</tr>
<tr>
<td>6. Injury to eyes, face, or neck that impedes comfortable use of virtual reality.</td>
</tr>
<tr>
<td>8. Moderate depressive symptoms as indicated by the Patient Health Questionnaire-2 (PHQ-2 [44,45]) depression screen score of 2 or more.</td>
</tr>
<tr>
<td>9. Previous use of EaseVRx for pain.</td>
</tr>
<tr>
<td>10. Current or recent completion of participation (past 2 months) in any interventional research study.</td>
</tr>
<tr>
<td>11. Currently pregnant or planning to become pregnant during the study period.</td>
</tr>
<tr>
<td>12. Not expected to have access to Wi-Fi during the study period.</td>
</tr>
<tr>
<td>13. Currently works at or has an immediate family member who works for a digital health company or pharmaceutical company that provides treatments for acute or chronic pain.</td>
</tr>
</tbody>
</table>
Randomization and Blinding

Participants were randomized 1:1 and allocated to 1 of 2 treatment groups: (1) the 56-day pain relief skills VR program (EaseVRx) or (2) a 56-day control VR condition (Sham VR). REDCap Cloud (nPhase, Inc.) was used to apply an automatic and blinded randomization program and ensure equal allocation to both groups. Participants and study statisticians were blinded to treatment group assignment. Statisticians performed blinded analysis of data sets that were randomly labeled group A and group B with statistician unblinding occurring only after posttreatment month 3 data were collected and the data set locked (posttreatment month 3 data not yet analyzed). The 2 study coordinators (LG and IM) unblinded to individual treatment group assignments were not involved in any data analyses. Study participants remain blinded to treatment group assignment until their participation in the larger study is completed (8.5 months after randomization). The larger study quantifies long-term outcomes for the current treatment study; the study protocol and details are published elsewhere [43].

Study Interventions, VR Headset, and Software

Participants in both treatment groups (EaseVRx and Sham VR) received a Pico G2 4K all-in-one head-mounted VR device at no cost through postal mail. The Pico G2 4K device was used because they are commercially available, widely used, inexpensive, have minimal visual latency, and are easier for participants to use than many other devices. This hardware allows for displaying 3D images (EaseVRx) and 2D images (Sham VR). While each VR device contained software specific to the individual participant’s assigned VR treatment group, all device packaging and directions for use were common to both treatment groups. Participants in this study were provided with online access to instructional materials outlining general use and set up of the headset. Relevant to the EaseVRx group, user exhalation is measured by the microphone embedded in the Pico G2 hardware, offering biodata-enabled immersive therapeutics. Participants in both groups were instructed to complete 1 VR program session daily for 56 days. Study staff monitored participant completion of the twice-weekly surveys and device use. Study staff provided reminders to complete surveys and otherwise were available upon request for technical support. The sections below describe the elements of the study interventions.

Therapeutic VR (EaseVRx)

Participants randomized and allocated to this treatment group received an immersive multimodal, skills-based, pain self-management VR program, called EaseVRx (AppliedVR), that incorporates evidence-based principles of CBT, mindfulness, and pain neuroscience education. The program content trains users on evidence-based pain and stress management strategies via immersive and enhanced biofeedback experiences. EaseVRx combines biopsychosocial education, diaphragmatic breathing training, relaxation response exercises that activate the parasympathetic nervous system, and executive functioning games to provide a mind–body approach toward living better with chronic pain. The standardized 56-day program
delivers a multifaceted combination of pain relief skills training through a prescribed sequence of daily immersive experiences. Each VR experience is 2-16 minutes in length (average of 6 minutes). The VR treatment modules were designed to minimize triggers of emotional distress or cybersickness. Treatment module categories included:

- **Pain education:** visual and voice-guided lessons establish a medical and scientific rationale for the VR exercises and behavioral medicine skills for pain relief.
- **Relaxation/Interoception:** scenes that progressively change from busy/active to calm in order to train users to understand the benefits of progressive relaxation.
- **Mindful escapes:** high-resolution 360 videos with therapeutic voiceovers, music, guided breathing, and sound effects designed to maximize the relaxation response and participant engagement.
- **Pain distraction games:** interactive games to train the skill of shifting focus away from pain.
- **Dynamic breathing:** breathing-based biofeedback training in immersive and interactive environments to support self-regulation and relaxation. These modules become increasingly challenging as users increase their skill with diaphragmatic breathing and parasympathetic control.

**Sham VR**

In compliance with VR-CORE clinical trial guidelines, we selected an active control that utilizes nonimmersive, 2D content within a VR headset as the most rigorous VR placebo [30]. The Sham VR headset displayed 2D nature footage (e.g., wildlife in the savannah) with neutral music that was selected to be neither overly relaxing, aversive, nor distracting. The experience of Sham VR is similar to viewing nature scenes on a large-screen television and is not interactive. Twenty videos were rotated over the 56 sessions, with average duration of sessions closely matching those of EaseVRx (Figure 2).

**Figure 2.** Visual display of EaseVRx (skills-based, interactive, 3D) and Sham VR (non-interactive 2D nature scenes).

**Research Standards and Compliance**

In accordance with the Initiative on Methods, Measurement, and Pain Assessment in Clinical Trials (IMMPACT) recommendations, we included multiple measures to evaluate the importance of change in outcomes across 4 recommended domains: pain intensity, health-related quality of life and functioning, and ratings of overall improvement [46-48]. Additionally, measures and individual items were included to align directly with the National Institutes of Health (NIH) Pain Consortium’s Report on Research Standards for Chronic Low Back Pain [49] or assess the domains recommended in the report. The study was performed in accordance with the CONSORT (Consolidated Standards of Reporting Trials) guidelines [50] (see Multimedia Appendix 2 for the completed checklist) and the recommended extension for reporting of psychological trials [51]. The Western Institutional Review Board approved the study (Puyallup, WA).

**Data Collection and Time Points**

Data collection included electronic participant-reported measures and objective VR device use data collected from the VR devices. Data were collected across 3 phases of the study: pretreatment (days –14 to 0), active treatment (days 1-55), and end of treatment (day 56). The 14-day pretreatment phase involved administering the pain surveys 5 times (baseline, days –10, –7, –3, and 0); these measures were averaged within participants to establish a single pretreatment score for each variable assessed. During the 8-week active treatment phase, surveys were distributed biweekly (15 total surveys during treatment)
and at end of treatment on day 56. Accordingly, there were 17 time points per participant.

Study Variables and Measures

Table 1 outlines the timeline of variable assessment. This section details the measurement and methods used to assess each variable.

Table 1. Timeline of variable assessment.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Pretreatment phase (Days –14 to 0)</th>
<th>Treatment phase (Days 1 to 55)</th>
<th>End-of-treatment (Day 56)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Biweekly surveys</td>
<td>Final assessment</td>
</tr>
<tr>
<td>Demographics and pain duration</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain intensity</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Pain interference with activity, mood, sleep, stress</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Patient’s Global Impression of Change</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain self-efficacy</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain catastrophizing</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic pain acceptance</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescription opioid use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over-the-counter analgesic medication use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motion sickness and nausea</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment satisfaction</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual reality device use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System usability</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aBecause of a system error, these data were not captured at Day 56 as intended but at 1-month posttreatment.

Demographics and Pain Duration

Demographic variables included age, gender, level of education, race, ethnicity, employment status, annual household income, relationship status, duration of back pain (years since onset), state of residence, and zip code. To perform geospatial coding, rural–urban commuting area (RUCA) codes were downloaded from a public data set provided by the United States Department of Agriculture Economic Research Service [52]. Participants were classified as rural or urban based on their zip code. Finally, duration of time since pain onset was assessed.

Average Pain Intensity

The Defense and Veterans Pain Rating Scale (DVPRS) [53] was used to measure average pain intensity over the previous 24 hours using an 11-point numeric rating scale (0=no pain; 10=as bad as it could be and nothing else matters). Average pain intensity was assessed at baseline, pretreatment, during treatment, and at end of treatment on day 56.

Pain Interference With Activity, Mood, Sleep, and Stress

The DVPRS interference scale (DVPRS-II) was used to measure pain interference with activity, sleep, mood, and stress over the past 24 hours [54] (0=does not interfere; 10=completely interferes). Pain interference was assessed at baseline, pretreatment, during treatment, and at end of treatment on day 56.

Patient’s Global Impression of Change

Aligning with IMMPACT recommendations for pain research [47], Patient’s Global Impression of Change (PGIC) was assessed on day 56 (end of treatment) using the question, “Since the beginning of VR treatment, how would you describe the changes (if any) in activity limitations, symptoms, emotions and overall quality of life related to your low back pain?” on a 7-point scale ranging from 1 (No change or condition is worse) to 7 (A great deal better, and a considerable improvement that has made all the difference).

Physical Function and Sleep Disturbance (PROMIS)

The NIH Physical Function and Sleep Disturbance (PROMIS) [55] short-form measures were used to assess physical function (version 6b) [56] and sleep disturbance (version 6a) [57] over the past 7 days. Higher scores on physical function signify greater function whereas higher scores for sleep disturbance reflect greater symptom severity. The conversion table within the scoring manuals, made available from the Person-Centered Assessment Resource [58,59], was used to calculate the individual short-form T scores using the Item Response Theory scoring algorithms. Specifically, based on published item parameters, T scores (latent trait estimates) are computed for
each individual’s response pattern using the Bayesian expected a posteriori method [60-62]. Widely applied in pain research [63-65], these measures were administered at baseline and posttreatment day 56.

**Pain Catastrophizing**
The 13-item Pain Catastrophizing Scale (PCS) [66] is a validated instrument widely used clinically and in pain research to assess patterns of negative cognition and emotion in the context of actual or anticipated pain. Despite having discrete subscales for ruminating, magnification, and feelings of helplessness related to pain, prior work has shown that the PCS operates unidimensionally [67] (Cook et al, unpublished data). Aligning with prior work [15] and the goal of brevity, the following 4 PCS items were used: “It’s terrible and I think it’s never going to get any better,” “I become afraid that the pain will get worse,” “I can’t seem to keep it out of my mind,” and “I keep thinking about how badly I want the pain to stop.” Respondents rate the frequency with which they experience such thoughts on a scale from 0 (Not at all) to 4 (All the time). Scores for the 4 items were summed to create a total score and index for pain catastrophizing. This measure was administered at baseline and on day 56.

**Pain Self-Efficacy**
Pain self-efficacy was assessed generally and also within the context of VR. For general pain self-efficacy, the 2-item Pain Self-Efficacy Questionnaire (PSEQ-2) is a validated instrument used to assess respondents’ confidence in their ability to engage in various daily activities despite their chronic pain [68]. The PSEQ-2 comprises the following 2 items: “I can still accomplish most of my goals in life, despite the pain,” and “I can live a normal lifestyle, despite the pain.” Respondents use a 5-point scale to rate their response from 0 (Not at all confident) to 4 (Completely confident). Scores for the 2 items are summed to create a total score. The PSEQ-2 was administered at baseline and on day 56. For pain self-efficacy with a VR referent, at baseline, participants rated their overall confidence in their ability to manage their pain on a 10-point scale from 1 (Not at all confident) to 10 (Very Confident). Following the intervention, this section will be divided into 2 items measuring their overall confidence levels while inside VR and outside VR.

**Chronic Pain Acceptance**
The 8-item Chronic Pain Acceptance Questionnaire (CPAQ-8) short form is an 8-item validated instrument that assesses one’s engagement in personally meaningful activities despite pain, as well as efforts directed at controlling pain (example item: “I am getting on with the business of living no matter what my level of pain is”) [69]. Respondents rate each item using a 6-point scale ranging from 0 (never true) to 5 (always true).

**Satisfaction With Treatment**
Satisfaction with treatment was assessed with several items. First, using a 6-point scale (0=strongly disagree and 5=strongly agree), participants rated 4 items: ease of use of the VR headset, enjoyment of the headset, whether the headset helped with pain coping, and desire to continue using the VR headset. These 4 items were summed to create a total satisfaction score. Additionally, 1 item assessed likelihood to recommend VR (0=definitely not recommend and 10=definitely would recommend). One item assessed likelihood to continue using VR if they were able to keep their headset using a response scale (0=definitely would not it and 10=definitely would use it). Because of an error with the electronic survey administration, these data were captured at 1 month posttreatment.

**VR Device Use**
Device use data were recorded by the devices (date and time stamped for device access and duration of use).

**System Usability Scale**
The System Usability Scale (SUS) is a validated, 10-item scale to assess a global view system usability (example item: “I thought the system was easy to use”) [70]. Participants rate each item using a 5-point response scale ranging from 1=strongly disagree to 5=strongly agree. Some items are reverse scored, a multiplier is applied to the sum total, and total SUS scores range from 0-100.

**Motion Sickness and Nausea (Cybersickness)**
Adverse experiences with using VR was assessed using the question, “Did you experience any motion sickness or nausea while using VR?” on a 4-point scale, with 0=Never, 1=Sometimes, 2=Often, and 3=Always. Similar to prior work, cybersickness was assessed at the end of treatment [15]. Because of an error with the electronic survey administration, these data were captured at 1-month posttreatment.

**Over-the-Counter Analgesic Medication Use**
Participants were asked, “Do you take any ‘over the counter’ medication, meaning you can get yourself at a store without a prescription, to help you manage your back pain?” A binary response set (Y/N) was used to address variability in medication classes, formulations, doses, and frequency of use. Over-the-counter (OTC) analgesic use was measured at baseline and at posttreatment day 56.

**Opioid Use Data**
All opioid data were self-reported. Opioid medication doses were converted to a standardized morphine milligram equivalent daily dose using the Centers for Medicare & Medicaid Services “Opioid Oral Morphine Milligram Equivalent (MMEMM) Conversion Table” [71]. Four assumptions were applied universally to all participants in calculating prescribed medication doses. First, participants who reported prescription medication use but did not report any of the classes of prescription medications were considered opioid free. Second, for participants who did not report the strength of their tablets, the most common dose of the tablet was used for the calculations (Hydrocodone 5 mg, Hydromorphone 2 mg, Oxycodone 5 mg, and Tramadol 50 mg); these doses are the lowest strength available for these medications and thus provide conservative estimates. Third, some participants reported using opioids “as needed” (ie, pro re nata [PRN] use) but did not detail their general frequency of use. For these cases, we calculated the dose and range based on 0 to maximum daily allowed (eg, for a participant prescribed medication every 6 hours PRN, we used the allowable range of 0-4 tablets per day and used the average value of 2 tablets per day). Fourth and last, if participants

https://www.jmir.org/2021/2/e26292

J Med Internet Res 2021 | vol. 23 | iss. 2 | e26292 | p.767

(page number not for citation purposes)
reported their frequency of opioid use to be weekly, the reported dose was divided by 7 for calculating a daily MME; similarly, monthly reported doses were divided by 30 to calculate a daily MME.

**Adverse Event Monitoring**

Participants were provided with study staff contact information and encouraged to contact as needed and in the event of any problems using their device or with their treatment. Similar to other studies, cybersickness was assessed at the end of treatment [15]. However, due to a problem with the electronic survey, these data were not captured, and the survey was re-administered at 1-month posttreatment.

**Sample Size Determination**

A power analysis was performed using data from a prior RCT of a 21-day at-home VR for chronic pain compared to an audio-only version of the treatment [15]. This study revealed that an average pre–post treatment difference score in pain intensity was 1.48 for the VR group and 0.756 for the audio-only group (on an 11-point scale). Assuming an $\alpha$ level of .05 and 90% power, 45 participants per group would detect a treatment group × time interaction. To buffer against potential high attrition (40%), a minimum of 75 participants would be required per treatment group, with 90 participants per treatment group being ideal.

**Statistical Analyses**

All analyses involved 2-sided hypothesis tests, with $\alpha=.05$ and adjusted for any multiple comparisons within the family of tests as appropriate. Group equivalence was assessed through univariate tests of association between treatment groups (EaseVRx/Sham VR) for all baseline demographic and clinical variables with chi-square and Kruskal–Wallis applied as appropriate.

The data were analyzed in a mixed-model framework (PROC GLIMMIX in SAS) using a marginal (population-averaged) model to allow for correlated responses across the repeated measures. There were 3 explanatory factors: treatment group, time, and time × treatment group. Treatment group, EaseVRx versus Sham VR, was specified as a fixed-effects factor. Time was specified as a random-effects factor to allow for correlated response using heterogeneous compound symmetry for the covariance structure within time. The 2 effects of interest were (1) the EaseVRx versus Sham VR between-group comparison across all time points, and (2) the time × treatment group effect which tests whether the treatment group influenced the trajectory of the key variables over time.

Data were 95.05% complete; missing values were not imputed for estimation of effects, but the predicted means were used in the graphical description. The primary outcomes were the time course of DVPRS (pain scale) from baseline (defined as the average of 3 pain ratings obtained during the 2 weeks before enrollment/randomization), at 8 weekly time points (twice per week) across the 8-week treatment period, and immediately posttreatment (Day 56). A linear mixed model was used with the treatment group (EaseVRx versus Sham VR) as an independent groups factor (ie, a between-subjects factor) and time of measurement as a dependent groups factor (ie, a within-subjects factor). DVPRS-II measures were analyzed using the same approach. Effect sizes for the EaseVRx versus Sham VR for the between-groups comparison were calculated using the standardized mean difference version of Cohen $d$ [72]. The effect sizes for the within-subjects comparison (baseline to immediately posttreatment completion at day 56) were computed by treatment group using $d_{rm}$, an adaptation of Cohen $d$ to suit the repeated measures design [73].

**Results**

**Study Participants**

Figure 3 shows the CONSORT diagram for the study (see Multimedia Appendix 2 for the CONSORT checklist). In total, 1577 individuals were assessed for eligibility and 1389 were excluded with the primary reason of having met the threshold for depressive symptoms. A total of 188 individuals were enrolled, randomized, and allocated to the treatment group. After randomization, 9 individuals discontinued participation, 5 were unable to receive a VR device, 1 returned their unopened device due to a recent medical diagnosis, and 4 voluntarily withdrew for unknown reasons. A total of 179 individuals received a VR device with their assigned treatment (EaseVRx [n=89] or Sham VR [n=90]). Because intention-to-treat analyses were performed, the analytic data set includes 11 individuals who did not provide complete data. Nearly 94% of participants in group A (84/89) and 93% of participants in group B (84/90) completed the day 56 assessment (end of treatment).
Table 2 displays the baseline demographic characteristics by treatment group. The sample included 179 participants from 40 states. RUCA codes were applied to categorize participants by zip code. In total, 76.5% (n=137) resided in highly urban or metropolitan areas, 13.4% (n=24) participants resided in metropolitan or micropolitan areas, 9.5% (n=17) were from small town or rural areas, and 0.6% (n=1) had no rural–urban identifier information. The sample was predominantly female (76.5%, 137/179), Caucasian (90.5%, 162/179), with at least some college education (91.1%, 163/179), and a mean age of 51.5 years (SD 13.1; range 18-81). No significant between-group differences were observed for any demographic variable, thus demonstrating that randomization was effective.

Table 3 presents the baseline pain and clinical characteristics for the sample by treatment group. The sample duration of back pain was 5 or more years, and the mean pain intensity score was 5/10 (SD 1.2; range 1-9). No significant differences were observed between treatment groups for all variables assessed.
Table 2. Baseline demographic characteristics by treatment group.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Treatment group</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EaseVRx (N=89)</td>
<td>Sham VR⁺ (N=90)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (25)</td>
<td>19 (21)</td>
</tr>
<tr>
<td>Female</td>
<td>67 (75)</td>
<td>70 (78)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51.5 (13.5)</td>
<td>51.4 (12.9)</td>
</tr>
<tr>
<td>Range</td>
<td>18.0-81.0</td>
<td>25.0-81.0</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>51.0 (40.0-62.0)</td>
<td>54.0 (41.0-62.0)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>78 (88)</td>
<td>84 (93)</td>
</tr>
<tr>
<td>African American</td>
<td>5 (6)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>2 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-school graduate</td>
<td>6 (7)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Some college</td>
<td>21 (24)</td>
<td>17 (19)</td>
</tr>
<tr>
<td>Associate</td>
<td>10 (11)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>17 (19)</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>35 (39)</td>
<td>22 (24)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>9 (10)</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Full-time</td>
<td>37 (42)</td>
<td>34 (38)</td>
</tr>
<tr>
<td>Not working</td>
<td>13 (15)</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Retired</td>
<td>15 (17)</td>
<td>20 (22)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>15 (17)</td>
<td>18 (20)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Annual household income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $40,000</td>
<td>22 (25)</td>
<td>22 (24)</td>
</tr>
<tr>
<td>US $40,000-US $59,999</td>
<td>24 (27)</td>
<td>18 (20)</td>
</tr>
<tr>
<td>US $60,000-US $79,999</td>
<td>16 (18)</td>
<td>18 (20)</td>
</tr>
<tr>
<td>≥US $80,000</td>
<td>26 (29)</td>
<td>32 (36)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/Civil union</td>
<td>52 (58)</td>
<td>61 (68)</td>
</tr>
<tr>
<td>Divorced/Widowed/Separated</td>
<td>20 (22)</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Single</td>
<td>10 (11)</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Demographics</td>
<td>Treatment group</td>
<td>Sham VR(^a) (N=90)</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
<td>EaseVRx (N=89)</td>
<td></td>
</tr>
<tr>
<td>Cohabitating</td>
<td>6 (7)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)VR: virtual reality.
\(^b\)Chi-square \(P\)-value.
\(^c\)Kruskal–Wallis \(P\)-value.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Treatment group</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EaseVRx (N=89)</td>
<td>Sham VR(^b) (N=90)</td>
</tr>
<tr>
<td><strong>Pain duration, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>7 (8)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>1 year to &lt;5 years</td>
<td>25 (28)</td>
<td>26 (29)</td>
</tr>
<tr>
<td>5 years to &lt;10 years</td>
<td>15 (17)</td>
<td>24 (27)</td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>42 (47)</td>
<td>39 (43)</td>
</tr>
<tr>
<td><strong>Average pain intensity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.1 (1.2)</td>
<td>5.2 (1.1)</td>
</tr>
<tr>
<td>Range</td>
<td>2.2-8.2</td>
<td>2.8-7.8</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.0 (4.2-5.8)</td>
<td>5.2 (4.4-5.6)</td>
</tr>
<tr>
<td><strong>Pain interference with activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.3 (1.8)</td>
<td>5.5 (1.5)</td>
</tr>
<tr>
<td>Range</td>
<td>1.2-10.0</td>
<td>1.0-8.8</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.6 (4.0-6.4)</td>
<td>5.5 (4.6-6.2)</td>
</tr>
<tr>
<td><strong>Pain interference with mood</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.5 (2.1)</td>
<td>4.7 (2.0)</td>
</tr>
<tr>
<td>Range</td>
<td>0.0-8.8</td>
<td>0.2-9.6</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.4 (2.8-5.8)</td>
<td>4.6 (3.6-5.8)</td>
</tr>
<tr>
<td><strong>Pain interference with sleep</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.8 (2.6)</td>
<td>5.3 (1.9)</td>
</tr>
<tr>
<td>Range</td>
<td>0.0-10.0</td>
<td>0.6-9.6</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.0 (3.0-7.0)</td>
<td>5.4 (3.8-6.4)</td>
</tr>
<tr>
<td><strong>Pain interference with stress</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.6 (2.2)</td>
<td>4.8 (2.0)</td>
</tr>
<tr>
<td>Range</td>
<td>0.0-10.0</td>
<td>0.6-9.6</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.8 (3.0-6.4)</td>
<td>5.0 (3.4-6.2)</td>
</tr>
<tr>
<td><strong>Pain self-efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.0 (1.5)</td>
<td>3.0 (1.2)</td>
</tr>
<tr>
<td>Range</td>
<td>0.0-6.0</td>
<td>0.0-6.0</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>3.0 (2.0-4.0)</td>
<td>3.0 (2.5-4.0)</td>
</tr>
<tr>
<td><strong>Pain catastrophizing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.0 (3.8)</td>
<td>8.0 (3.5)</td>
</tr>
<tr>
<td>Range</td>
<td>0.0-16.0</td>
<td>0.0-16.0</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>8.0 (5.0-11.0)</td>
<td>7.0 (5.0-11.0)</td>
</tr>
<tr>
<td><strong>Physical function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>38.3 (5.1)</td>
<td>37.6 (4.6)</td>
</tr>
<tr>
<td>Range</td>
<td>21.0-48.9</td>
<td>27.1-59.0</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>37.6 (35.0-41.2)</td>
<td>37.6 (35.0-40.2)</td>
</tr>
<tr>
<td><strong>Chronic pain acceptance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>24.5 (7.3)</td>
<td>23.9 (6.7)</td>
</tr>
</tbody>
</table>

\(^a\) Denotes that baseline clinical variables were not statistically different between treatment groups.

\(^b\) Denotes that there were no statistically significant differences between groups at baseline for all variables except for pain duration, where there was a slight but not statistically significant difference between treatment groups.

\(^c\) Chi-square test.

\(^d\) ANOVA.
### Treatment group

<table>
<thead>
<tr>
<th>Variables</th>
<th>EaseVRx (N=89)</th>
<th>Sham VR(^b) (N=90)</th>
<th>(P)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>5.0-42.0</td>
<td>7.0-47.0</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>24.0 (20.0-28.0)</td>
<td>23.0 (20.0-28.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Sleep disturbance</strong></td>
<td></td>
<td></td>
<td>.230(^d)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>56.7 (5.2)</td>
<td>57.6 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>44.2-67.5</td>
<td>45.5-69.0</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>56.3 (53.3-60.4)</td>
<td>58.3 (55.3-60.4)</td>
<td></td>
</tr>
<tr>
<td>Opioid use, n (%)</td>
<td>22 (25)</td>
<td>33 (37)</td>
<td>.083</td>
</tr>
<tr>
<td><strong>Opioid dose (daily morphine milligram equivalent)</strong></td>
<td></td>
<td></td>
<td>.158(^d)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>25.2 (106.2)</td>
<td>15.3 (41.1)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0.0-875.0</td>
<td>0.0-300.0</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-10.0)</td>
<td></td>
</tr>
<tr>
<td>OTC analgesic use, n (%)</td>
<td>61 (69)</td>
<td>55 (61)</td>
<td>.320</td>
</tr>
</tbody>
</table>

\(^a\)Baseline for the 5 pain variables (pain intensity, pain-related activity, mood, sleep, and stress interference) represents the average from 5 administrations in the pretreatment phase (days –14, –10, –7, –3, and 0).

\(^b\)VR: virtual reality.

\(^c\)Chi-square \(P\)-value.

\(^d\)Kruskal–Wallis \(P\)-value.

---

### Treatment Engagement

Device use data revealed nonsignificant between-group differences for treatment engagement: EaseVRx participants completed a total of 43.30 (SD 15.91) experiences (average 5.4 per week) and Sham VR participants completed 48.06 (SD 24.78) experiences (average 6.0 per week).

### Device Safety and Adverse Events

Of the 147 participants who completed the 1-month posttreatment survey, 7/72 (9.7%) from the EaseVRx group and 5/75 (6.7%) from the Sham VR group reported experiencing nausea and motion sickness during the treatment phase of the study (\(P=.50\)). Participants were encouraged to contact study staff with any problems experienced during treatment; however, no participants contacted study staff to report adverse events of any type, including nausea and motion sickness.

### Primary Outcomes

Common analyses and data visualization were applied for all primary outcomes. The x-axis represents time (days), with days –14 to 0 averaged and labeled “day 7” to represent the pretreatment phase, days 1-55 were the active treatment phase, and day 56 was the end of treatment and the primary endpoint. The color bands represent the 95% CI values for the mean after correcting for multiple comparisons (Tukey–Kramer). Overlapping bands indicate nonsignificant treatment group differences \(P\)-value of simple main effects within each time point. The corresponding model effects for each primary outcome are displayed in Figures 4-8.
Figure 4. Average pain intensity.

Figure 5. Pain-Related Interference with Activity.
Figure 6. Pain-Related Interference with Mood.

Figure 7. Pain Related Interference with Sleep.
We observed a significant treatment effect ($P=.001$); on average, the EaseVRx group had lower pain intensity compared to the Sham VR group ($\text{Cohen } d=0.49$). Separately, we observed a time effect; average pain intensity significantly decreased over time for both treatment groups (time effect, $P<.001$). Most importantly, the decrease was greater for EaseVRx versus Sham VR (treatment $\times$ time effect, $P<.001$). Pain intensity reduced by an average of 42.8% for the EaseVRx group and 25.1% for the Sham VR group. The $d_{rm}$ for EaseVRx was 1.31, with combined results showing large effect size and moderate clinical importance. The VR Sham group $d_{rm}$ was 0.75, with combined results showing a large effect size and moderate clinical importance. As much as 65% (55/84) of EaseVRx and 40% (34/84) of Sham VR participants achieved 30% or more reduction in pain intensity, and 56% (47/84) of the EaseVRx participants achieved 50% or more reduction. The VR Sham group $d_{rm}$ was 0.75, with combined results showing a large effect size and moderate clinical importance.

We observed a significant treatment effect ($P=.004$) on pain interference with activity; on average, the EaseVRx group had lower activity interference compared to the Sham VR group ($\text{Cohen } d=0.44$). We also observed a time effect; pain interference with activity decreased over time for both treatment groups (time effect, $P<.001$). Most importantly, the decrease was greater for EaseVRx versus Sham VR (treatment $\times$ time effect, $P=.013$). Pain interference with activity reduced by an average of 51.6% for the EaseVRx group and 32.4% for the Sham VR group. The $d_{rm}$ for the EaseVRx group was 1.27, with combined results showing large effect size and moderate clinical importance. As much as 74% (62/84) of EaseVRx participants and 60% (50/84) of Sham VR participants achieved 30% or more reduction in pain interference with activity. For EaseVRx, 46% (39/84) achieved 50% or more pain reduction, while for Sham VR 26% (22/84) reached that threshold.

We observed a significant treatment effect ($P=.005$) on pain interference with mood; on average, the EaseVRx group had lower mood interference compared to the Sham VR group ($\text{Cohen } d=0.42$). We also observed a time effect; pain-interference with mood decreased over time for both treatment groups (time effect, $P<.001$) and the decrease was greater for EaseVRx versus Sham VR (treatment $\times$ time effect, $P=.010$). Pain interference with mood reduced by an average of 55.7% for EaseVRx and 40.04% for the Sham VR. The $d_{rm}$ for the EaseVRx was 1.18, with combined results evidencing a large effect size and substantial clinical importance. As much as 74% (62/84) of EaseVRx participants and 60% (50/84) of Sham VR participants achieved 30% or more reduction in pain-related interference with mood, and 61% (51/84) of the EaseVRx participants achieved 50% or more reduction. The $d_{rm}$ for the VR Sham group was 0.79, with combined results showing a moderate effect size and moderate clinical importance.

We observed a significant treatment effect ($P=.004$) on pain-interference with sleep; on average, the EaseVRx group had lower sleep interference compared to the Sham VR group ($\text{Cohen } d=0.44$). We also observed a time effect; pain-interference with sleep decreased over time for both treatment groups (time effect, $P<.001$). However, there was no difference between treatment groups over time ($P=.755$). Pain interference with sleep reduced by an average of 54% for EaseVRx and 39.2% for the Sham VR. The $d_{rm}$ for the EaseVRx was 0.95, with combined results showing large effect size and substantial clinical importance for symptom reduction. As much as 70% (59/84) of EaseVRx and 60% (50/84) of participants achieved 30% or more reduction in Pain-related interference with sleep, and 60% (50/84) of the EaseVRx participants achieved 50% or more reduction. The VR Sham group $d_{rm}$ was 0.79, with combined results showing a moderate effect size and moderate clinical importance.
We observed a significant treatment effect ($P=.009$) on pain interference with stress; on average, the EaseVRx group had lower stress interference compared to the Sham VR group (Cohen $d=0.40$). We also observed a time effect; pain interference with stress decreased over time for both treatment groups (time effect, $P=.001$). Most importantly, the decrease was greater for EaseVRx versus Sham VR (treatment $\times$ time effect, $P=.004$). Pain interference with stress reduced by an average of 59.9% for the EaseVRx group and 38.3% for the Sham VR group. The $d_{rm}$ for the EaseVRx was 1.17, with combined results evidencing a large effect size and substantial clinical importance. As much as 76% (64/84) of EaseVRx participants and 56% (47/84) of the Sham VR participants achieved 30% or more reduction in pain-related interference with stress, and 63% (53/84) achieved 50% or more reduction. The VR Sham group $d_{rm}$ was 0.77, with combined results showing a large effect size and moderate clinical importance.

### Secondary Outcomes

#### Treatment Engagement

Device use data were received for 149 participants (EaseVRx = 77; Sham VR = 72). EaseVRx participants completed a mean of 43.3 (SD 15.9) sessions, while the Sham VR group completed a mean of 48.1 (SD 24.8) sessions. A significant group difference for treatment engagement was not found.

#### Patient’s Global Impression of Change

**Between-Subjects Analysis**

The between-subjects analysis of PGIC at posttreatment indicated a significant effect of condition ($P=.002$); participants in the EaseVRx group reported greater PGIC than those in the Sham VR group (4.13 versus 3.11).

While both groups evidenced improvement in pain coping symptoms, including pain catastrophizing, pain self-efficacy, and pain acceptance from pretreatment to end of treatment, none of these improvements achieved statistical significance.

#### Physical Function

For PROMIS Physical Function, we observed a significant treatment effect ($P=.022$); the EaseVRx group had higher physical function compared to the Sham VR group (Cohen $d=0.34$). Both treatment groups significantly improved from baseline to postintervention; there was superior functional improvement for the EaseVRx group relative to the Sham VR group (time $\times$ condition effect, $P=.002$). The $d_{rm}$ values for the EaseVRx and Sham VR groups were 0.64 and 0.35, respectively.

#### Sleep Disturbance

For PROMIS sleep disturbance, we observed a significant treatment effect ($P=.013$); the EaseVRx group had lower sleep disturbance compared to the Sham VR group (Cohen $d=0.37$). Both treatment groups significantly improved throughout the study; there was superior improvement for the EaseVRx group relative to the Sham VR group (time $\times$ condition effect, $P=.035$).

The $d_{rm}$ for the EaseVRx group was 0.83, evidencing a large effect and substantial clinical importance.

### Prescription Opioid and OTC Analgesic Use

Neither treatment group evidenced a significant change in MME dose from baseline to end of treatment. For OTC analgesic medication use, a substantial decrease was observed in the EaseVRx group. While 61 reported using OTC analgesics at baseline, 50 reported use at posttreatment day 56 ($P=.01$). For Sham VR, 55 and 56 reported OTC analgesic use at baseline and posttreatment, respectively (nonsignificant).

### Treatment Satisfaction, Likelihood to Recommend, and Likelihood to Continue Use

For the 4 summed satisfaction items, the EaseVRx group reported greater satisfaction with treatment than the Sham VR group (4.32 versus 3.46 respectively; $P<.001$). Similarly, the EaseVRx group reported greater likelihood to recommend VR to someone else compared to the Sham VR group (8.72 versus 6.55, respectively; $P<.001$). Finally, EaseVRx participants reported greater likelihood to continue using VR if they could keep their headset compared to Sham VR (9.18 versus 7.23, respectively; $P<.001$).

### VR Usability Ratings

Both treatment groups reported high usability with no statistical difference between groups (EaseVRx usability rating = 84.33; Sham VR usability rating = 81.16).

### Additional Analyses

Two additional Sham VR participants provided data for only 1 and 2 of the 16 surveys; including them in the analysis (for a total of 92) did not alter the significance of the study findings for any variable at any time point.

### Discussion

#### Principal Findings

We conducted the first placebo-controlled RCT of home-based therapeutic VR in a national sample of individuals with cLBP. We hypothesized that an 8-week pain relief skills VR program (EaseVRx) would be superior to Sham VR at posttreatment (day 56) for our primary outcomes: average pain intensity and pain-related interference with activity, mood, sleep, and stress. While both study groups had significant reductions in pain and all domains of pain-related interference, EaseVRx evidenced superior treatment effects for all primary outcomes except sleep interference; the between-groups Cohen $d$ effect sizes ranged from 0.40 to 0.49. For EaseVRx, large pre/posttreatment Cohen $d$ effect sizes ranged from 1.17 to 1.3 and demonstrated moderate to substantial clinical importance for reduced pain intensity and pain-related interference with activity, mood, and stress at end of treatment. A greater proportion of participants in the EaseVRx group exceeded thresholds for clinical importance of effects. For moderate clinical importance in pain reduction ($\geq$30% reduction in pain), 65% (55 of 84) in EaseVRx versus 40% (34 of 84) in Sham VR met this threshold. For substantial clinical importance in pain reduction ($\geq$50% reduction in pain), 46% (39 of 84) in EaseVRx versus 26% (22...
of 84) in Sham VR met this threshold. These effects for therapeutic VR exceeded effects reported for a 3-week skills-based VR program for chronic pain [15] and effects reported for CBT studies involving in-person 8-week treatment with a trained therapist [4,6,7]. Both treatment groups evidenced moderate to substantial reductions for pain-related interference with sleep; however, no between group differences were found. By contrast, EaseVRx was superior to Sham VR for reducing sleep disturbance (secondary outcome), suggesting that therapeutic VR is particularly effective for reducing general versus pain-related sleep disturbance.

The secondary outcomes yielded interesting findings. First, physical function significantly improved for both treatment groups, with superior improvements found for EaseVRx. We note that the therapeutic content included no kinematic elements, nor did it include direction for activity, movement, or goal setting for either. Accordingly, improvement in physical function may be a product of substantially reduced pain-related interference in activity. Next, our hypothesis that therapeutic VR would be superior to Sham VR for improving pain coping (eg, reducing pain catastrophizing and improving pain self-efficacy and chronic pain acceptance) was unmet. The lack of effect for pain catastrophizing was particularly striking because this is a malleable construct that is highly responsive to behavioral treatments broadly [4,6,7] (Darnall et al, unpublished). However, our results align with the prior 3-week VR program study that similarly found no effect on pain catastrophizing and pain self-efficacy. Findings suggest that increased treatment time and additional focal content were insufficient to affect these factors significantly. These findings also highlight differences in treatment efficacy between therapeutic VR and CBT. Multiple studies have shown that CBT imparts its largest effect on pain catastrophizing [4]. By contrast, therapeutic VR evidenced its largest effects for reducing pain intensity and pain interference across several key domains.

We found no differences for either treatment group for change in prescription opioid use, and note that prescribing changes are unlikely to occur within the 2-month timeframe of the study. Similarly, we found no changes in “as needed” opioid use. We found substantially reduced use of OTC analgesic medication at posttreatment for the EaseVRx group only. While additional research is needed to replicate this finding, this finding offers a promising suggestion that therapeutic VR may reduce need for analgesics. Future VR research should examine medication use in greater detail and with higher-frequency data capture.

The study’s methodologic rigor was strengthened by a placebo treatment (Sham VR), which evidenced equivalent participant engagement as therapeutic VR. The extant literature on digital behavioral health research has reported participant treatment engagement rates ranging from 20% to 60% [13,74-76]. Strikingly, the current trial evidenced a 90% engagement rate in both groups, thus suggesting that efforts to enhance the face validity of the Sham VR were effective. These results also highlight the public interest in home-based VR as a chronic pain treatment modality. Therapeutic VR was rated significantly higher than Sham VR for satisfaction, likelihood to recommend to others, and likelihood to continue using the device after the 8-week treatment phase if it was made available. Combined with high participant engagement data and device usability ratings, these data extend prior work [15] supporting the utility, user satisfaction, and efficacy of home-based VR for chronic pain.

The context of the COVID-19 pandemic may have influenced the participant engagement rate. This trial occurred entirely at a time when people were adhering to strict social distancing measures and were environmentally isolated. Indeed, for many people receipt of medical care is worryingly low due to limited availability or unavailability of outpatient treatment options. These circumstances likely supported interest in effective home-based pain care. The COVID-19 context and the home-based study design support the ecological validity of the study findings. Notably, the study was conducted remotely and did not benefit from any in-person contacts or enhanced placebo effects that occur when research involves high-touch protocols or is conducted in medical treatment settings (ie, halo effects).

Strengths of this study include methods that attended to the IMMPACT recommendations and the NIH Research Standards for Back Pain. The study was conducted in a national sample drawn from 40 states, was well-distributed geographically, and included participants from urban and rural settings. Additional aspects of methodological rigor included participant and analyst blinding, intention-to-treat analyses, randomization, and a rigorous placebo control group that adhered to recommended specifications for an optimal VR sham [77].

Limitations

Several limitations bear consideration when evaluating the study results. With the exception of device use metrics, all data were self-reported. The study was untethered from medical care and thus, there was no ability to confirm pain diagnoses or analgesic prescription information. The study sample was predominantly female, white, college educated, and internet savvy; thus, findings may not generalize to individuals with disparate demographic characteristics. These findings are consistent with previous evidence showing that highly educated females are more likely to use self-care mobile health technologies, particularly those with mindfulness-based content [78], and this dovetails with a general female predilection to seek treatment for pain and other health concerns. As eHealth literacy and awareness increase in clinicians and the general population, it is likely that health technologies (including therapeutic VR) will benefit other demographics [79]. Additionally, the study was conducted in individuals with cLBP and findings may not generalize to other chronic pain conditions.

Data on cybersickness were collected at 1 month posttreatment and this lag introduces potential for recall bias, despite others documenting that participants readily recall cybersickness due to its specificity and salience [15]. Overall attrition was low (n=11) and it is possible that the 2 EaseVRx participants who left the study after receiving their headset did so due to cybersickness. No participants contacted study staff to report adverse events of any type. Data on sex differences for cybersickness are mixed, with some reporting a female
preponderance, while a recent meta-analysis suggests no sex effect [80]. Within the context of our limitations, we highlight low reports of cybersickness in a predominantly female sample. Future research may better capture potential VR adverse effects by assessing these factors in the first week of treatment. Interpretation of data on prescription opioid use was limited by low-frequency sampling methods that are subject to recall bias and poor data accuracy. Opioid prescriptions often allow “as needed” flexibilities in medication use and future research designs may benefit from high-frequency sampling methods which improve data accuracy. Further, in quantifying analgesic medication use (prescription opioids and OTC analgesics) we did not assess or control for life events or circumstances that may have influenced medication use (eg, acute injury or surgery). Finally, our threshold for depression screening and inclusion was applied to provide greater specificity [44] yet is noted to be lower than what is reported for many individuals with chronic pain. While our purpose in applying a low threshold for depressive symptoms was to minimize poor engagement and attrition resulting from anhedonia or avolition (and therefore poor data quality to determine treatment efficacy), recent research in cLBP suggests such concerns may be unfounded for mild to moderate depressive symptoms (Darnall et al, unpublished).

As a fully self-administered and on-demand treatment, VR is a promising and effective option that can transcend many traditional barriers to nonpharmacologic pain treatment; however, currently access is limited. With future reimbursement and commercial availability, therapeutic VR could become affordable and widely accessible to consumers.

Conclusion
An 8-week self-administered home-based pain relief skills VR program appears effective for reducing pain intensity and pain-related interference in activity, mood, and stress posttreatment. Treatment effects ranged from moderately to substantially clinically important. Therapeutic VR had high rates for engagement and user satisfaction. Additional studies are needed to determine effects in demographically diverse populations and in other pain conditions. Data suggest therapeutic VR is not operating through traditional pain coping mechanisms. As such, additional research is needed to characterize mechanisms of treatment effects and durability of effects. Home-based VR appears to provide effective and on-demand nonpharmacologic treatment for cLBP.
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Abstract

Background: Numerous instruments are designed to measure digital literacy among the general population. However, few studies have assessed the use and appropriateness of these measurements for older populations.

Objective: This systematic review aims to identify and critically appraise studies assessing digital literacy among older adults and to evaluate how digital literacy instruments used in existing studies address the elements of age-appropriate digital literacy using the European Commission’s Digital Competence (DigComp) Framework.

Methods: Electronic databases were searched for studies using validated instruments to assess digital literacy among older adults. The quality of all included studies was evaluated using the Crowe Critical Appraisal Tool (CCAT). Instruments were assessed according to their ability to incorporate the competence areas of digital literacy as defined by the DigComp Framework: (1) information and data literacy, (2) communication and collaboration, (3) digital content creation, (4) safety, and (5) problem-solving ability, or attitudes toward information and communication technology use.

Results: Searches yielded 1561 studies, of which 27 studies (17 cross-sectional, 2 before and after, 2 randomized controlled trials, 1 longitudinal, and 1 mixed methods) were included in the final analysis. Studies were conducted in the United States (18/27), Germany (3/27), China (1/27), Italy (1/27), Sweden (1/27), Canada (1/27), Iran (1/27), and Bangladesh (1/27). Studies mostly defined older adults as aged ≥50 years (10/27) or ≥60 years (8/27). Overall, the eHealth Literacy Scale (eHEALS) was the most frequently used instrument measuring digital literacy among older adults (16/27, 59%). Scores on the CCAT ranged from 34 (34/40, 85%) to 40 (40/40, 100%). Most instruments measured 1 or 2 of the DigComp Framework’s elements, but the Mobile Device Proficiency Questionnaire (MDPQ) measured all 5 elements, including “digital content creation” and “safety.”

Conclusions: The current digital literacy assessment instruments targeting older adults have both strengths and weaknesses, relative to their study design, administration method, and ease of use. Certain instrument modalities like the MDPQ are more generalizable and inclusive and thus, favorable for measuring the digital literacy of older adults. More studies focusing on the suitability of such instruments for older populations are warranted, especially for areas like “digital content creation” and “safety” that currently lack assessment. Evidence-based discussions regarding the implications of digitalization for the treatment of older adults and how health care professionals may benefit from this phenomenon are encouraged.

(J Med Internet Res 2021;23(2):e26145) doi:10.2196/26145
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Introduction

Background

Adopting digital technology is becoming imperative for all areas of service and business including health care. In the era of global aging, digital technology is viewed as a new opportunity to overcome various challenges associated with aging, such as reduced physical and cognitive function, multiple chronic conditions, and altered social networking [1]. Consistent with this trend, the proportion of older populations using digital technology has increased exponentially [2], although this proportion is still smaller than that of younger generations. According to the latest Digital Economy Outlook Report from the Organization for Economic Cooperation and Development (OECD), 62.8% of 55–74-year-olds are now connected to the internet, as are 96.5% of 16–24-year-olds [3].

Improving the inclusion and engagement of older adults in digital technology is becoming increasingly important for the promotion of their health and function [4]. While numerous studies have measured the digital literacy of younger generations [5,6], few have examined the inclusion of older adults in the research and design of digital technologies. Moreover, existing measures of digital literacy for older adults are generally focused on acceptance models and barriers to adoption [7-9], which fail to consider heterogeneity in user ability. As emphasized by Mannheim et al [10], designs that focus heavily on barriers may be marginalizing older adults by assuming that they are less capable of utilizing digital technologies than their younger counterparts.

For health care professionals, the rapid digitalization of social and health care services has various implications for providing older adults with improved access, knowledge, and behavior [11]. Telehealth platforms are a solution for frail elder adults to receive medical support remotely [12], while GPS can be used to mine personalized data to locate older patients and track or predict their needs [13]. Internet use is associated with reduced likelihood of depression among the retired, and social networking sites represent an opportunity for older adults to reduce feelings of loneliness through online interactions with family and friends [14]. The increasing number of Alzheimer’s disease forums on the microblogging system, Twitter, for example, shows how social networking systems serve as a platform for older individuals to share the latest health-related information with others [13].

Quantifying the digital literacy of older adults is the first step to assist older adults to take advantage of this trend of digitalization in health care. However, when measuring digital literacy among older adults, measures must consider how basic competencies among one age cohort can be harder to achieve for another cohort with fewer information-and-communication-technology experiences and opportunities [15]. In the case of older adults, other age-related factors including life transitions, personal health, attitudes, and economic incentives must also be considered during instrument research and design [16].

Prior Work

To our knowledge, few systematic reviews to date have evaluated instruments of digital literacy for older adults in general, although 1 systematic review of digitally underserved populations attributed poor eHealth literacy to age, as well as language, educational attainment, residential area, and race [17]. Furthermore, the compatibility between these instruments and older adults has not been measured according to a validated framework.

Goal of This Study

Therefore, this systematic review aimed to (1) identify and critically appraise studies that involved the assessment of digital literacy among older adults and (2) evaluate how digital literacy instruments used in existing studies address the elements of age-appropriate digital literacy using the European Commission’s Digital Competence (DigComp) Framework [18]. According to DigComp, digital literacy is defined in 5 areas: (1) information and data literacy, (2) communication and collaboration, (3) digital content creation, (4) safety, and (5) problem solving [18]. For this review, we chose the DigComp over other frameworks, such as the International Computer and Information Literacy Study [19] and OECD’s Program for the International Assessment of Adult Competencies [20] because the DigComp Framework is the most generalizable across different regions [21] and age groups [15].

Methods

Search Strategy and Data Sources

This systematic review was conducted by searching multiple electronic databases according to Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [22]. Electronic databases and search engines employed in the initial screening period included PubMed, CINAHL, Embase, and MeSH. The combination of search keywords for each database was summarized in a table (See Multimedia Appendix 1). Keywords were matched to database-specific indexing terms, and searches were not limited to a specific region or study design. However, we limited the year of study to those that were conducted after 2009 for a more recent conceptualization of digital literacy.

The reference lists of identified studies were manually reviewed by a team of academics to prevent relevant studies from being excluded in our search for relevant articles. EndNote X9 was used for database management.

Eligibility Criteria

We included studies that (1) were published in English, (2) targeted older adults, and (3) measured the use of a validated instrument to assess digital literacy. However, publications were excluded if older adults were not the study’s main target population. To elaborate, publications targeting the general population, for example, were excluded from our list of eligible articles as older adults were not the main target population examined.

Exceptions to this rule were studies that compared older populations to younger populations with the aim of addressing
the age-related digital divide, like the study by Schneider and colleagues [23] comparing the digital literacy of “baby boomers” (50-65 years old) to that of millennials (18-35 years old).

**Study Selection**

Using these eligibility criteria, 3 independent investigators (SO, MK, and JO) examined all studies reporting the use of a digital literacy instrument in the databases and search engines. All studies were screened according to their title and excluded if the main target population did not consist of older adults.

Subsequently, abstracts were screened so that non-English studies and studies not assessing digital literacy through a validated instrument could be excluded from our investigation. During this process, any studies that were incapable of providing information on the required general characteristics were excluded.

Last, full-text reviews were performed to ensure that all articles measured the digital literacy of older adults through validated instruments. In this process, investigator-developed questionnaires were included only if authors mentioned that they had been evaluated by experts for face validity. The instruments mentioned in each article were checked to ensure that they were accessible for our quality assessment. All processes were supervised by 2 independent reviewers (SC and JC), and any disagreement was resolved through discussions.

**Data Collection**

Data on the general characteristics of the included studies included a summary of the year of publication, study design, region where the study was conducted, age of older adults studied, and main literacy instrument used. Regarding the region where the study was conducted, 2 studies were international collaborations, including 1 study between Italy and Sweden [24] and another study between the United States, United Kingdom, and New Zealand [25]. For these 2 studies, the first author’s region of study was used in our general characteristics summary.

**Quality Assessment**

Three independent reviewers (SO, JC, and KK) assessed the quality of each included study using the Crowe Critical Appraisal Tool (CCAT) [26]. The CCAT is a validated quality assessment tool developed to rate research papers in systematic reviews based on a number of criteria relative to research design, variables and analysis, sampling methods, and data collection (Multimedia Appendix 2) [26]. Many systematic reviews targeting older adults have used this tool [27,28] for quality appraisal.

Instruments were also assessed to the DigComp’s definition of the 5 areas of digital literacy: (1) information and data literacy (browsing, searching, filtering data), (2) communication and collaboration (interacting, sharing, engaging in citizenship, collaborating), (3) digital content creation (developing, integrating, and re-elaborating digital content; copyright; licenses; programming), (4) safety (protecting devices, protecting personal data and privacy, protecting health and well-being), and (5) problem solving (solving technical problems, identifying needs and technological responses, creatively using digital technologies, identifying digital competence gaps) [18].

**Results**

The PRISMA flow diagram in Figure 1 summarizes the search results and selection process of all studies included in our synthesis. Overall, the number of records identified in our database was 1561 (PubMed: 931; CINAHL: 147; Embase: 483). The number of additional records identified through other sources was 435 (MeSH: 434, hand search: 1). Of these records, 1412 remained after duplicates were electronically removed. An additional 1026 articles were removed after title screening, and 308 articles were removed after abstract screening.
Study Characteristics

Of the 78 articles assessed for eligibility, 50 were excluded for the following reasons: (1) no report of an instrument for digital literacy despite the title or abstract of the paper alluding to measures of digital literacy (n=23); (2) the instrument presented was not validated (n=13); (3) studies were mainly on population assessments and measured digital literacy only as part of a wider assessment of multiple factors (n=10); (3) instruments were not available in English or in a publicly accessible format (n=4); and (4) the study did not specifically target older adults (n=1). Ultimately, 27 articles were included in our review.

Table 1 provides a general summary of the included studies. While publication years ranged from 2009 to 2020, most articles reviewed were conducted between 2015 and 2020. The majority (17/27, 63%) of included studies were cross-sectional, but 2 studies were pre- and post-test studies, 2 were randomized controlled trials (RCTs), 1 was longitudinal, and 1 was a mixed-method study with both surveys and focus group interviews. Most studies were conducted in the United States (18/27), but some studies were also conducted in Europe (Germany, 3/27; Italy, 1/27; Sweden, 1/27). Studies mostly defined older adults as aged ≥50 years (10/27) or ≥60 years (8/27).

Table 2 presents the detailed characteristics of all 27 included studies. Overall, the eHealth Literacy Scale (eHEALS) [29] was the most frequently used instrument to measure digital literacy among older adults (16/27, 59%). The Unified Theory of Acceptance and Usage of Technology (UTAUT) was also used by 2 studies from Germany [9,30] and 1 study from Bangladesh [31]. Loyd-Gressard’s Computer Attitude Scale (CAS) was used in 2 studies that focused heavily on computer anxiety and confidence [32,33]. There was not wide variation in the quality of studies assessed via the CCAT, with scores ranging from 34 (34/40, 85%) to 40 (40/40, 100%) of a total of 40 points.
Table 1. Summary of included studies (n=27).

<table>
<thead>
<tr>
<th>Categories</th>
<th>Results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year of study publication</strong></td>
<td></td>
</tr>
<tr>
<td>2009-2010</td>
<td>2 (7)</td>
</tr>
<tr>
<td>2011-2012</td>
<td>3 (11)</td>
</tr>
<tr>
<td>2013-2014</td>
<td>2 (7)</td>
</tr>
<tr>
<td>2015-2016</td>
<td>6 (22)</td>
</tr>
<tr>
<td>2017-2018</td>
<td>9 (33)</td>
</tr>
<tr>
<td>2019-2020</td>
<td>5 (19)</td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>17 (63)</td>
</tr>
<tr>
<td>Before and after study</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Randomized controlled trial</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mixed methods&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Region where study was conducted</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>18 (67)</td>
</tr>
<tr>
<td>Germany</td>
<td>3 (11)</td>
</tr>
<tr>
<td>China</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Italy</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Sweden</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Canada</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Iran</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Definition of older adults (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≥50</td>
<td>10 (37)</td>
</tr>
<tr>
<td>≥55</td>
<td>4 (15)</td>
</tr>
<tr>
<td>≥60</td>
<td>8 (30)</td>
</tr>
<tr>
<td>≥65</td>
<td>5 (19)</td>
</tr>
<tr>
<td><strong>Main health literacy instrument used</strong></td>
<td></td>
</tr>
<tr>
<td>eHealth Literacy Scale (eHEALS)</td>
<td>16 (59)</td>
</tr>
<tr>
<td>Unified Theory of Acceptance and Use of Technology (UTAUT)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Computer Anxiety Scale (CAS)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Technology Acceptance Model (TAM)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Swedish Zimbardo Time Perspective Inventory (S-ZTPI)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mobile Device Proficiency Questionnaire (MDPQ)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Everyday Technology Use Questionnaire (ETUQ)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Attitudes towards Psychological Online Interventions (APOI)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Survey and focus group interviews.
Table 2. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Country</th>
<th>Sample size, n</th>
<th>Design</th>
<th>Study aim</th>
<th>Measure</th>
<th>CCAT&lt;sup&gt;a,b&lt;/sup&gt; score, points (% of total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roque et al [34]</td>
<td>2016</td>
<td>United States</td>
<td>109</td>
<td>Cross-sectional</td>
<td>To validate a new tool for measuring mobile device proficiency across the life span by assessing both basic and advanced proficiencies related to smartphone and tablet use</td>
<td>MDPQ&lt;sup&gt;c&lt;/sup&gt;, CPQ&lt;sup&gt;d&lt;/sup&gt;-12</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Zambianchi et al [24]</td>
<td>2019</td>
<td>Italy and Sweden</td>
<td>638</td>
<td>Cross-sectional</td>
<td>To examine the determinants of attitudes towards and use of ICTs&lt;sup&gt;e&lt;/sup&gt; in older adults</td>
<td>S-ZTPI&lt;sup&gt;f&lt;/sup&gt;, ATTQ&lt;sup&gt;g&lt;/sup&gt;</td>
<td>38 (95)</td>
</tr>
<tr>
<td>Schneider et al [23]</td>
<td>2018</td>
<td>Germany</td>
<td>577</td>
<td>RCT&lt;sup&gt;h&lt;/sup&gt;</td>
<td>To examine whether there are any differences in use of an online psychological intervention between generational groups based on Deprexis user data, responses on a questionnaire, and data in the EVIDENT study</td>
<td>APOI&lt;sup&gt;i&lt;/sup&gt;</td>
<td>40 (100)</td>
</tr>
<tr>
<td>Nagle et al [9]</td>
<td>2012</td>
<td>Germany</td>
<td>52</td>
<td>Cross-sectional</td>
<td>To get a better understanding of the factors affecting older adults' intention towards and usage of computers</td>
<td>UTAUT&lt;sup&gt;j&lt;/sup&gt;</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Yoon et al [33]</td>
<td>2015</td>
<td>United States</td>
<td>209</td>
<td>Cross-sectional</td>
<td>To examine predictors of computer use and computer anxiety in older Korean Americans</td>
<td>CAS&lt;sup&gt;k&lt;/sup&gt;</td>
<td>38 (95)</td>
</tr>
<tr>
<td>Cherid et al [35]</td>
<td>2020</td>
<td>Canada</td>
<td>401</td>
<td>Cross-sectional</td>
<td>To identify the current level of technology adoption, health, and eHealth literacy among older adults with a recent fracture, to determine if the use of electronic interventions would be feasible and acceptable in this population</td>
<td>eHEALS&lt;sup&gt;l&lt;/sup&gt;</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Xie and Bo [36]</td>
<td>2011</td>
<td>United States</td>
<td>146</td>
<td>Cross-sectional</td>
<td>To examine the effects of a theory-driven eHealth literacy intervention for older adults</td>
<td>eHEALS</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Tennant et al [37]</td>
<td>2015</td>
<td>United States</td>
<td>393</td>
<td>Cross-sectional</td>
<td>To explore the extent to which sociodemographic, social determinants, and electronic device use influence eHealth literacy and use of Web 2.0 for health information among baby boomers and older adults</td>
<td>eHEALS</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Hoogland et al [38]</td>
<td>2020</td>
<td>United States</td>
<td>198</td>
<td>Cross-sectional</td>
<td>To examine age differences in eHealth literacy and use of technology devices/HIT&lt;sup&gt;m&lt;/sup&gt; in patients with cancer and characterize receptivity towards using home-based HIT to communicate with the oncology care team</td>
<td>eHEALS</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Price-Haywood et al [39]</td>
<td>2017</td>
<td>United States</td>
<td>247</td>
<td>Cross-sectional</td>
<td>To examine relationships between portal usages, interest in health-tracking tools, and eHealth literacy and to solicit practical solutions to encourage technology adoption.</td>
<td>eHEALS</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Paige et al [40]</td>
<td>2018</td>
<td>United States</td>
<td>830</td>
<td>Cross-sectional</td>
<td>To examine the structure of eHEALS scores and the degree of measurement invariance among US adults representing the following generations: millennials (18-35 years old), Generation X (36-51 years old), baby boomers (52-70 years old), and the silent generation (71-84 years old)</td>
<td>eHEALS</td>
<td>38 (95)</td>
</tr>
<tr>
<td>Aponte et al [41]</td>
<td>2017</td>
<td>United States</td>
<td>20</td>
<td>Cross-sectional</td>
<td>To explore the experiences of older Hispanics with type 2 diabetes in using the internet for diabetes management</td>
<td>eHEALS</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Xie and Bo [42]</td>
<td>2011</td>
<td>United States</td>
<td>124</td>
<td>Cross-sectional</td>
<td>To generate scientific knowledge about the potential impact of learning methods and information presentation channels on older adults' eHealth literacy</td>
<td>eHEALS</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>Country</td>
<td>Sample size, n</td>
<td>Design</td>
<td>Study aim</td>
<td>Measure</td>
<td>CCAT&lt;sup&gt;a,b&lt;/sup&gt; score, points (% of total)</td>
</tr>
<tr>
<td>------------------------</td>
<td>------</td>
<td>--------------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Sudbury-Riley and Lynn [25]</td>
<td>2017</td>
<td>United States, United Kingdom, New Zealand</td>
<td>996</td>
<td>Cross-sectional</td>
<td>To examine the factorial validity and measurement invariance of the eHEALS among baby boomers in the United States, the United Kingdom, and New Zealand who had used the internet to search for health information in the last 6 months</td>
<td>eHEALS</td>
<td>35 (88)</td>
</tr>
<tr>
<td>Noblin et al [43]</td>
<td>2017</td>
<td>United States</td>
<td>181</td>
<td>Cross-sectional</td>
<td>To determine the willingness of older adults to use health information from a variety of sources</td>
<td>eHEALS</td>
<td>38 (95)</td>
</tr>
<tr>
<td>Cajita et al [44]</td>
<td>2018</td>
<td>United States</td>
<td>129</td>
<td>Cross-sectional</td>
<td>To examine factors that influence intention to use mobile technology in health care (mHealth) among older adults with heart failure</td>
<td>TAM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Lin et al [45]</td>
<td>2019</td>
<td>Iran</td>
<td>468</td>
<td>Longitudinal</td>
<td>To examine the temporal associations between eHealth literacy, insomnia, psychological distress, medication adherence, quality of life, and cardiac events among older patients with heart failure</td>
<td>eHEALS</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Chu et al [32]</td>
<td>2009</td>
<td>United States</td>
<td>137</td>
<td>RCT</td>
<td>To measure the psychosocial influences of computer anxiety, computer confidence, and computer self-efficacy in older adults at 6 meal congregate sites</td>
<td>CAS</td>
<td>40 (100)</td>
</tr>
<tr>
<td>Rosenberg et al [46]</td>
<td>2009</td>
<td>Sweden</td>
<td>157</td>
<td>Cross-sectional</td>
<td>To measure the perceived difficulty in everyday technology use such as remote controls, cell phones, and microwave ovens by older adults with or without cognitive deficits</td>
<td>E</td>
<td>TUQ</td>
</tr>
<tr>
<td>Stellefson et al [47]</td>
<td>2017</td>
<td>United States</td>
<td>283</td>
<td>Cross-sectional</td>
<td>To examine the reliability and internal structure of eHEALS data collected from older adults aged ≥50 years responding to items over the telephone</td>
<td>eHEALS</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Chung et al [48]</td>
<td>2015</td>
<td>United States</td>
<td>866</td>
<td>Cross-sectional</td>
<td>To test the psychometric aspects of the eHEALS for older adults using secondary data analysis</td>
<td>eHEALS</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Li et al [49]</td>
<td>2020</td>
<td>China</td>
<td>1201</td>
<td>Cross-sectional</td>
<td>To examine the associations among health-promoting lifestyles, eHealth literacy, and cognitive health in older adults</td>
<td>eHEALS</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Choi et al [29]</td>
<td>2013</td>
<td>United States</td>
<td>980</td>
<td>Cross-sectional</td>
<td>To examine internet use patterns, reasons for discontinued use, eHealth literacy, and attitudes toward computer or internet use among low-income homebound individuals aged ≥60 years in comparison to their younger counterparts (homebound adults &lt;60 years old)</td>
<td>eHEALS, ATC/IQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Hoque et al [31]</td>
<td>2017</td>
<td>Bangladesh</td>
<td>300</td>
<td>Cross-sectional</td>
<td>To develop a theoretical model based on the UTAUT and then empirically test it to determine the key factors influencing elderly users’ intention to adopt and use mHealth services</td>
<td>UTAUT</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Niehaves et al [30]</td>
<td>2014</td>
<td>Germany</td>
<td>150</td>
<td>Cross-sectional</td>
<td>To study the intentions of the elderly with regard to internet use and identify important influencing factors</td>
<td>UTAUT</td>
<td>35 (88)</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>Country</td>
<td>Sample size, n</td>
<td>Design</td>
<td>Study aim</td>
<td>Measure</td>
<td>CCAT&lt;sup&gt;a,b&lt;/sup&gt; score, points (% of total)</td>
</tr>
<tr>
<td>------------------------</td>
<td>------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Aponte et al [41]</td>
<td>2017</td>
<td>United States</td>
<td>100</td>
<td>Cross-sectional</td>
<td>To examine the validity of the Spanish version of the eHEALS with an older Hispanic population from a number of Spanish-language countries living in New York City</td>
<td>eHEALS</td>
<td>37 (93)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CCAT: Crowe Critical Appraisal Tool.
<sup>b</sup>Total CCAT score is 40 points.

<sup>c</sup>MDPQ: Mobile Device Proficiency Questionnaire.
<sup>d</sup>CPQ: Computer Proficiency Questionnaire.
<sup>e</sup>ICTs: information and communication technologies.
<sup>f</sup>S-ZTPI: Swedish Zimbardo Time Perspective Inventory.
<sup>g</sup>ATTQ: Attitudes Toward Technologies Questionnaire.
<sup>h</sup>RCT: randomized controlled trial.
<sup>i</sup>APOI: Attitudes towards Psychological Online Interventions.
<sup>j</sup>UTAUT: Unified Theory of Acceptance and Use of Technology.
<sup>k</sup>CAS: Computer Attitude Scale.
<sup>l</sup>eHEALS: eHealth Literacy Scale.
<sup>m</sup>HIT: health information technology.
<sup>n</sup>TAM: Adapted Technology Acceptance Model.
<sup>o</sup>ETUQ: Everyday Technology Use Questionnaire.
<sup>p</sup>ATC/IQ: Attitudes Toward Computer/Internet Questionnaire.

As seen in Table 3, all instruments were analyzed for quality assessment to assess which DigComp elements of digital literacy were met [18]. Studies mostly satisfied 1 or 2 aspects of the information and data literacy criteria, but the Mobile Device Proficiency Questionnaire (MDPQ) satisfied all 5 elements, including those related to safety and data creation.
ways to educate, inform, and treat older patients. For example, providing practitioners with more effective and user-centered

Table 3. Inclusion of the European Commission’s Digital Competence (DigComp) Framework criteria and quality assessment of the included studies.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Literacy elements a</th>
<th>Mode</th>
<th>Scoring</th>
<th>Reliability, Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude Toward Technologies Questionnaire (ATTQ)</td>
<td>O x x X x</td>
<td>Self-administered</td>
<td>6 5-point Likert questions</td>
<td>0.91 (Italy), 0.92 (Sweden) [50]</td>
</tr>
<tr>
<td>Adapted Technology Acceptance Model (TAM)</td>
<td>O O X X X</td>
<td>Self-administered</td>
<td>6 7-point Likert questions</td>
<td>0.91 (perceived ease of use), 0.97 (perceived usefulness), 0.96 (attitude toward using), 0.70 (actual system use) [51]</td>
</tr>
<tr>
<td>Attitudes Toward Computer/Internet Questionnaire (ATC/IQ)</td>
<td>O X X X X</td>
<td>Interview (semistructured)</td>
<td>10 5-point Likert questions</td>
<td>0.98 (usefulness), 0.94 (ease of use) [52], adapted by Choi and DiNitto [29]</td>
</tr>
<tr>
<td>Attitudes Towards Psychological Online Intervention Questionnaire (APOI)</td>
<td>O X X X X</td>
<td>Self-administered</td>
<td>16 5-point Likert questions</td>
<td>0.77 (total), 0.62 (skepticism and perception of risks), 0.62 (anonymity benefits), 0.64 (technologization threat), 0.72 (confidence in effectiveness) [53]</td>
</tr>
<tr>
<td>Computer Attitude Scale (CAS)</td>
<td>X X X O O</td>
<td>Self-administered</td>
<td>4 10-point Likert questions</td>
<td>0.95 (total), 0.90 (computer anxiety), 0.89 (computer confidence), 0.89 (computer liking), 0.82 (computer usefulness) [54]</td>
</tr>
<tr>
<td>eHealth Literacy Scale (eHEALS)</td>
<td>O O X O O</td>
<td>Self-administered</td>
<td>8 5-point Likert questions</td>
<td>0.88, 0.60-0.84 (range among items) [55]</td>
</tr>
<tr>
<td>Computer Proficiency Questionnaire (CPQ)</td>
<td>O O O X X</td>
<td>Self-administered</td>
<td>33 5-point Likert questions</td>
<td>0.98 (total for CPQ) 0.95 (total for CPQ-12), 0.91 (computer basics), 0.94 (printing), 0.95 (communication), 0.97 (internet), 0.96 (scheduling), 0.86 (multimedia) [56]</td>
</tr>
<tr>
<td>Mobile Device Proficiency Questionnaire (MDPQ)</td>
<td>O O O O O</td>
<td>Self-administered</td>
<td>46 5-point Likert questions</td>
<td>0.75 (MDPQ-46), 0.99 (MDPQ-16) [34]</td>
</tr>
<tr>
<td>Unified Theory of Acceptance and Usage of Technology (UTAUT)</td>
<td>O O O X O</td>
<td>Interview (face-to-face)</td>
<td>15 7-point Likert questions</td>
<td>0.7879-0.9497 [57]</td>
</tr>
</tbody>
</table>

aEuropean Commission’s Digital Competence (DigComp) Framework criteria of (1) information and data literacy (browsing, searching, filtering data), (2) communication and collaboration (interacting, sharing, engaging in citizenship, collaborating), (3) digital content creation (developing, integrating, and re-elaborating digital content; copyright; licenses; programming), (4) safety (protecting devices, protecting personal data and privacy, protecting health and well-being), and (5) problem solving (solving technical problems, identifying needs and technological responses, creatively using digital technologies, identifying digital competence gaps) [18].

bO: included in the questionnaire.
cX: not included in the questionnaire.

Discussion

Principal Findings

In this systematic review, we highlighted the importance of digital literacy among older adults and provided a comprehensive overview of the instruments that are being employed to measure their digital literacy. We also illustrated the various strengths and limitations of each instrument, relative to age-appropriateness and suitability for older adults, in accordance with the components of a validated, digital competency framework [18]. Our review is timely because, to the best of our knowledge, few systematic reviews to date have evaluated measurements of digital literacy for older adults specifically.

In the digital era, providing education for patients regarding management of their physical or mental illness or injury, explaining posttreatment home care needs, and managing their diet, nutrition, and exercise are all duties that are beginning to be “digitalized” [58]. Moreover, digital technologies are providing practitioners with more effective and user-centered ways to educate, inform, and treat older patients. For example, in a systematic review of “virtual visits” in home care for older patients, both service users and providers found online visits to be more flexible, easy to arrange, and personal than offline visits [59]. In another study of an internet-based videoconferencing system for frail elderly people in Nordic countries, telehealth was associated with reduced loneliness among 88% of users, while simultaneously reducing the odds of catching a cold during winter months due to leaving the house [60]. Overall, we discovered that while the eHEALS is most frequently used to measure digital literacy among older adults, the MDPQ may be more appropriate for measuring the literacy of older adults. Unlike the eHEALS, the MDPQ attempts to measure older adults’ digital content creation capacity (developing, integrating, and re-elaborating digital content; copyright; licenses; programming), which according to the European Commission, can give valuable information regarding an individual’s ability to add value to new media for self-expression and knowledge creation [18].

Also, the MDPQ contains numerous items related to data protection and privacy such as “passwords can be created to block/unblock a mobile device” or “search history and protection such as “passwords can be created to
temporary files can be deleted” despite the fact that security was the least measured element of the DigComp Framework among the instruments in our study. Only the CAS, eHEALS, and MDPQ provide items related to data protection and privacy, which is concerning given that older adults comprise a significant proportion of the target population for internet scams or email attacks [61].

In our review of 27 selected articles, more than half (16/27, 59%) used the eHEALS to measure the digital literacy of older adults. Several reasons can be speculated; this instrument is short (8 items), and the questions are simple to understand (eg, “I know how to use the Internet to answer my health questions”). Scholars claim that it is easy to administer to older adults [48].

It should be noted that because of its simplicity, there has been some debate regarding the validity of the eHEALS [62-64]. As described by Jordan and colleagues [64], the eHEALS has a “lack of an explicit definition of the concept that many health literacy indices were developed to measure limit... ...its ability to make fully informed judgments... ...about a person’s ability to seek, understand, and use health information.”

Studies focusing on similar research aims also employ similar instruments. For example, the CAS was used in 2 studies that focused on computer anxiety and confidence. In the existing body of literature, the CAS has often been used for studies targeting individuals in highly stressful environments such as business graduate students [65], psychiatric inpatients [66], and students studying at a 2-year technical college experiencing “technostress” [67]. As explained by Kelley and Charness [68], older adults “commit more errors in post-training evaluations” than the general population, which may result in greater stress and anxiety. This may demonstrate the suitability of the CAS for older adult populations.

Regarding the overall quality of the included studies evaluated using the CCAT, some variation existed among the studies reviewed. Studies that were cross-sectional or lacked acquisition of written informed consent and used alternate approaches, such as telephone or self-reported, web-based or email surveys, scored poorly in the “design” and “ethical matters” category. Studies also lost marks if there was no flow diagram, there was no mention of design methods in the title of their manuscript, or they had biased sampling methods (convenience sampling, pertaining only to 1 or 2 ethnic groups).

Contrastingly, 2 RCTs in our review received a score of 100% on the CCAT, as they had excellent preliminaries, introductions, study design, sampling methods, data collection methods, ethical matters, results, and discussions. These studies employed performance-based measures like the Attitudes Toward Computer/Internet Questionnaire (ATC-IQ; semistructured interview) and UTAUT model (face-to-face interview), which are more reliable data collection methods than self-administered questionnaires. Performance-based measures like these may be suitable for studies targeting older adults, but it should be noted that clinical environments and personal fitness can greatly influence outcomes, especially if environments contain learners of mixed ability [69], rapid progression [34], and the possibility for embarrassment or discomfort [70]. Positive clinical settings are associated with improved performance, as observed in 1 of the RCTs in our review, where “a combination of patience, perseverance, and peer-to-peer or instructor encouragement, whether with words or a pat on the shoulder” were successful in reducing older adults’ stress and anxiety during digital learning [32].

As aforementioned, for older adults, it is important that the research and design of digital technologies encompass the heterogeneity of their capacity. While we believe that instructions should be “clear and understandable” to study participants [34], we also believe that literacy elements that are generalizable to the rest of the population (relative to communication, safety, problem solving, and competence) should be measured for this population as well. As described by Hänninen et al [16], the digital capacity of older adults lies on a continuum or spectrum and can range from actively independent to limited.

Previous studies recommend that, instead of employing the full MDPQ or technology acceptance model (TAM), the shorter, 16-question version [34], or senior version of the TAM (Senior Technology Acceptance & Adoption Model), may be more appropriate for relatively older and frailer populations [7]. User-centeredness in instrument development and measurement is crucial for this population, as the functional status of older adults varies immensely. Furthermore, scales and scoring methods are encouraged to be as inclusive as possible, so that they encompass the diversity in functionality that exists among study subjects.

**Limitations**

Ultimately, many limitations exist in our review. First, it is important to mention that the association between age and digital capacity is controversial among certain scholars who argue that age-based divisions are too simplistic [23] and unclear [71] to explain the digital divide. In the Netherlands, for example, “digital natives” do not appear to exist, and other factors like life stages and socialization are considered to be more relevant proxies of digital literacy than age [71]. Also, in a German study, perceptions of threat due to technologization were perceived as the main predictors of digital capacity, rather than age itself [23]. Older adults with lower perceptions of threat could be digitally fluent, just as younger adults with higher perceptions of threat could be digitally illiterate. Future questionnaires should consider measuring this factor in depth and the possible interaction that it has with age in predicting digital capacity outcomes.

Likewise, digital literacy is a process-oriented skill, and measuring it in isolation may be inaccurate for quantifying an individual’s skillset [72]. In the Lily Model, Norman and Skinner [72] posit that there are 6 core skills of literacy: traditional, media, information, computer, scientific, and health. Not only are these skills heavily interconnected with one another but also only an in-depth analysis of all 6 can fully contextualize an individual’s personal, social, and environmental contexts [72]. For example, computer literacy may be heavily influenced by an individual’s ability to understand and read passages (traditional literacy) as well as their ability to find information on a topic (information literacy) and understand certain scientific terms (science literacy). Because these literacy types are...
interconnected, only an in-depth analysis of all 6 may accurately measure an individual’s knowledge.

Also, as observed in our review, many of the investigated instruments, including the Attitudes Toward Technologies Questionnaire, TAM, ATC-IQ, APOI, and CAS, measured attitudes or perceptions toward technology rather than digital aptitude itself. While studies on attitude are important, the lack of measures examining older adults’ abilities to use information and communications technology was an unexpected limitation of the reviews studied.

Last, even though previous studies have argued that the DigComp Framework is one of the broadest and most generalizable frameworks for assessing digital literacy measures [15,21], it is undeniable that certain types of survey error are more likely to occur among older populations relative to memory loss, health problems, sensory and cognitive impairments, and personal or motivational factors that influence their ability to participate in an investigation [73]. The author and editors of this framework specifically mention in their proposal that, because they adopted a “general” rather than “individual” approach, their framework should be considered only as a starting point in interpreting digital competence among different age groups [18].

Conclusions
In conclusion, more studies are required so that the measurement of digital literacy among older adults can become more elaborate and specific. Digital literacy evidently has strong associations with the utility of information and communications technologies that promote physical and mental well-being among older adults. Further assessments and studies of digital literacy among older adults that overcome the limitations of existing research and measurement designs would allow for better allocation of support and resources to address the diverse health care needs of this growing but vulnerable population.
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Abstract

Background: Empirical research has demonstrated that people frequently use social media for gathering and sharing online health information. Health literacy, social media use, and self-efficacy are important factors that may influence people’s health behaviors online.

Objective: We aimed to examine the associations between health literacy, health-related social media use, self-efficacy, and health behavioral intentions online.

Methods: We conducted a cross-sectional survey of adults 18 years and older (n=449) to examine predictors of health-related behavioral intentions online including health literacy, social media use, and self-efficacy in China using 2 moderated mediation models. Mediation and moderation analyses were conducted.

Results: Self-efficacy mediated the effects of health literacy (B\text{indirect}=0.213, 95% CI 0.101 to 0.339) and social media use (B\text{indirect}=0.023, 95% CI 0.008 to 0.045) on health behavioral intentions on social media. Age moderated the effects of health literacy on self-efficacy (P=.03), while previous experience moderated the effects of social media use on self-efficacy (P<.001).

Conclusions: Health literacy and health-related social media use influenced health behavioral intentions on social media via their prior effects on self-efficacy. The association between health literacy and self-efficacy was stronger among younger respondents, whereas the association between health-related social media use and self-efficacy was stronger among those who previously had positive experiences with health information on social media. Health practitioners should target self-efficacy among older populations and increase positive media experience related to health.

(J Med Internet Res 2021;23(2):e19134) doi:10.2196/19134
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Introduction

The remarkably fast growth of the internet has made it a major source for information sharing and acquisition. In the late 1990s, the internet became a main source for health information [1]. Advantages of using the internet for health information include (1) it is the most convenient and comprehensive source; (2) the information seekers remain anonymous; and (3) it helps reduce inequalities and eliminate barriers (eg, distance) [2]. A study [3] found that, in China, 76.3% of computer-based users and 68.8% of mobile-based (eg, smartphone) users sought health information on the internet [3]. Furthermore, the advent of social media has enabled more possibilities such as connecting people
with similar health concerns or social support groups of patients [2,4].

With the rapid growth of social networking sites in China, the number of users and the variety of information on such sites have increased tremendously. As of 2018, there were 317 million active users of Weibo and 1 billion users of WeChat, which are the 2 main social media sites in China [5]. Weibo, a platform for microblogging, is often seen as the Chinese version of Twitter. WeChat is an instant messaging app that is similar to WhatsApp or Facebook Messenger, but it has more technological functions, such as free video or voice calls, group chat, public information sharing, mobile payments, and the ability to post pictures or videos [6].

Generally, extensive use of social media has been associated with informational or emotional need, professional development, social status, self-expression, and social interaction [7]. With an increasing awareness of health among the general public, a growing number of people in China are using social media for seeking and sharing health information [2,6]. Social media provide health information through multimedia affordances instead of solely text, which can increase the understanding of health information among populations with low health literacy [8]. Health literacy entails people's knowledge, motivation, and competency to access, understand, appraise, and apply health information in order to make judgments and decisions in everyday life concerning health care, disease prevention, and health promotion to maintain or improve their quality of life [9].

Additionally, a variety of health information and knowledge that used to be exclusive to health care providers are now available to health information seekers on social media [10]. Moreover, the user-generated nature of social media enables the sharing of health information and experiences, which provide views on health care from a patient’s perspective and increase patient empowerment [11]. Approximately, 40% of the individuals who sought health information on social media also shared their personal health experiences [12]. Furthermore, previous studies [13,14] have shown that use of social media has positive effects on health behaviors.

The health impact of social media in China has not been sufficiently studied and understood. For instance, research has focused on an examination of prominent health topics on social media [15] and how the general public views the impact of social media on health information acquisition [6]. Some studies have investigated the benefits and barriers [2], constructs of the theory of planned behaviors [16], cultural determinants, and doctor-patient communication [17] of health information intentions in China. Many studies in China have focused on health literacy among older adults or regionally [18-21]. However, no previous studies have comprehensively examined the potential relationships between health literacy, social media use, self-efficacy, and health behavioral intentions on social media in China based on the health literacy skills framework [22] and the social-cognitive perspective [23]. It is important to assess these constructs because studies have shown that health literacy levels in mainland China (the People's Republic of China excluding the special administrative regions of Hong Kong and Macau) remain low, which warrants further research regarding health literacy and related risk factors [24].

According to the health literacy skills framework, demographic factors, such as age, would moderate the development of health literacy while potential mediators, such as patient-provider communication [25] and knowledge [26], would mediate the effects of health literacy on health-related outcomes [22]. A number of studies [27-30] have found support for the mediating role of self-efficacy on health-related behavioral intentions [27,28]. Self-efficacy is the capacity to have positive effects on an individual’s health [29]. Lee et al [30] found that self-efficacy mediated the effects of health literacy on health behaviors.

It has also been documented that social media use plays a positive role in health behaviors [14]. Previous studies [16,31] in China also found the association between social media use and health behavioral intentions. In addition, previous research has identified the association between media use and self-efficacy [32]. Social-cognitive theory posits that one’s involvement with a subject grows over time through positive personal experiences, as one increases self-efficacy [33]. One study [34] found previous online health information seeking experience moderated seeking more of such information online. Therefore, health-related social media use and previous experience with using social media for health purposes could potentially influence self-efficacy and, consequently, impact health behavioral intentions.

The goal of this study was to examine the role of health literacy, social media use, and self-efficacy on health behavioral intentions on social media in China. Based on the literature, we proposed the following hypotheses (a conceptual model of the study is shown in Figure 1):
Hypothesis 1: Self-efficacy will mediate the effects of health literacy on health behavioral intentions on social media.

Hypothesis 2: Self-efficacy will mediate the effects of health-related social media use on health behavioral intentions on social media.

Hypothesis 3: Age will moderate the effects of health literacy on self-efficacy.

Hypothesis 4: Previous experience with using social media for health will moderate the effects of health-related social media use on self-efficacy.

Methods

Recruitment
We disseminated an online survey on Sina Weibo (Sina Corporation) in China using a paid advertisement service. Participants were required to be social media users and be at least 18 years of age. The first page of the survey was an online consent form including study information. After reading the consent form, indicating that they agreed to participate and were 18 years or older, respondents were allowed to proceed. After completing the survey, respondents were entered in a raffle to win CNY ¥300 (approximately US $42.86). The study was reviewed by the university institutional review board and was approved as an exempt study.

Measures
Health-related social media use was measured by one question asking how frequently they have used social media for health information before on a scale ranging from 1 (never) to 7 (multiple times a day) (mean 4.01, SD 1.86). An English instructor at a Chinese university translated the questionnaire and used back-translation to ensure consistency in wording between English and Chinese versions of the survey.

Health literacy was measured by a scale adapted from Chinn and McCarthy [35] for health literacy measurement. This scale included seven 3-point items (rarely, sometimes, often), such as “When you talk to a doctor or nurse, do you give them all the information they need to help you?” and “Are you someone who likes to find out lots of different information about your health?” (mean 2.14, SD 0.40; Cronbach α=.71).

Self-efficacy was captured by the self-efficacy scale from Lee et al [29]. Five 7-point Likert-type items measured the degree of agreement with statements regarding self-efficacy in managing one’s health, such as “I have been able to meet the goals I set for myself to improve my health” and “I am confident I can have a positive effect on my health” (mean 5.04, SD 1.04; Cronbach α=.85).

Previous experience was measured by asking the respondents whether they found the health information on social media useful on three 7-point Likert scale items such as “In the past three months, health advice offered on social media sites has been useful to me” (mean 4.01, SD 1.58; Cronbach α=.91).

Behavioral intention was measured from an adapted multidimensional scale [36]. Three 7-point Likert-type items asked the extent to which respondents agree with the statements about their behavioral intention regarding health information on social media including “I will act upon the advice that is offered in the message in the near future,” “I will forward the message to my online acquaintances,” and “I will recommend the advice I read in the message to another person” (mean 3.84, SD 1.42; Cronbach α=.90).

We also measured demographic variables including age, sex, education, and family yearly income. Sex, education, and family yearly income were measured with 3 categorical questions while age was measured by asking participants to indicate their age in numbers (Multimedia Appendix 1).

Statistical Analysis
To test the hypothesized associations, we used estimated direct and indirect effects in mediation and moderation models using SPSS statistical software (version 25.0, IBM Corp; PROCESS macro [37]). Mediation models (PROCESS model 4) were used...
for hypothesis 1 and hypothesis 2, whereas PROCESS model 7 was used to test the moderated mediation effect. Age, sex, education, and family yearly income were controlled as covariates for hypotheses 1, 2, and 4, whereas sex, education, and family yearly income were controlled as covariates for hypothesis 3.

Results

User Statistics
A total of 608 respondents began the questionnaire; however, 127 were removed due to declining to participate or incomplete participation (defined as more than 50% of the survey not completed), and 32 were excluded due to missing data. We had a final sample size of 449 (women: n=345; men: n=104; age: mean 25.23 years, SD 5.23, range 18-66). There were 242 participants aged from 23 to 30 years old (242/449, 53.9%). The education level of the sample was high, with 52.6% of the respondents (236/449) reporting having a bachelor’s degree, and 53.7% of the respondents (241/449) reported their family annual income was between ¥50,000 (approximately US $7150) to ¥200,000 (approximately US $28,600) (Table 1).

Table 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral intentions, mean (SD)</td>
<td>3.84 (1.42)</td>
</tr>
<tr>
<td>Health literacy, mean (SD)</td>
<td>2.16 (.42)</td>
</tr>
<tr>
<td>Self-efficacy, mean (SD)</td>
<td>5.04 (1.04)</td>
</tr>
<tr>
<td>Social media use, mean (SD)</td>
<td>3.80 (1.48)</td>
</tr>
<tr>
<td>Previous experience, mean (SD)</td>
<td>3.99 (1.60)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>345 (76.8)</td>
</tr>
<tr>
<td>Male</td>
<td>104 (23.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>25.23 (5.23)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school degree or lower</td>
<td>16 (3.6)</td>
</tr>
<tr>
<td>College degree or some college</td>
<td>236 (52.6)</td>
</tr>
<tr>
<td>Graduate degree or higher</td>
<td>197 (43.8)</td>
</tr>
<tr>
<td>Family yearly income (CNYa), n (%)</td>
<td></td>
</tr>
<tr>
<td>0-50,000</td>
<td>124 (27.6)</td>
</tr>
<tr>
<td>50,001-100,000</td>
<td>112 (25.0)</td>
</tr>
<tr>
<td>100,001-200,000</td>
<td>129 (28.7)</td>
</tr>
<tr>
<td>&gt;200,001</td>
<td>84 (18.7)</td>
</tr>
</tbody>
</table>

aAn approximate exchange rate of 1 CNY to US $0.143 is applicable.

Evaluation Outcomes
According to the results of model 4, self-efficacy mediated the effects of health literacy on health behavioral intentions on social media ($B_{indirect}=0.213$, SE 0.060, 95% CI 0.101 to 0.339). Thus, hypothesis 1 was supported. The participants who had higher health literacy also had higher self-efficacy and then would be more likely to intend to perform health behaviors based on information acquired on social media (eg, use the health advice they found). Self-efficacy mediated the effects of health-related social media use on health behavioral intentions on social media ($B_{indirect}=0.023$, SE 0.009, 95% CI 0.008 to 0.045), indicating hypothesis 2 was supported—the more the participants used social media for health, the higher their self-efficacy, and they would be more likely to have greater intentions to perform health behaviors on social media.

Moderated Mediation
The results of moderated mediation models are shown in Table 2 and Table 3. According to the results of model 7, age moderated the effects of health literacy on self-efficacy ($B=-0.041$, SE 0.019, $P=.03$). The interaction had a negative effect on self-efficacy. Thus, hypothesis 3 was supported. The moderated mediation model accounted for 10.7% variance in health behavioral intention. Health literacy had a direct effect ($B=0.345$, SE 0.141, $P=.02$) as well as an indirect effect (Table 4) on health behavioral intention. Previous experience with using social media for health moderated the effects of health-related social media use on self-efficacy ($B=0.058$, SE 0.015, $P=.001$). The interaction had a positive effect on self-efficacy. Therefore, hypothesis 4 was supported. This moderated mediation model accounted for 31.3% variance in health behavioral intention. Health-related
social media use had a direct effect ($B=0.315$, SE 0.0309, $P<.001$) as well as an indirect effect (Table 5) on health behavioral intention.

### Table 2. Regression results for effects of self-efficacy, age, and health literacy on health behavioral intention ($R^2=0.107$, $P<.001$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B^a$ (SE)</th>
<th>$P$ value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>0.156 (0.152)</td>
<td>.30</td>
<td>−0.142 to 0.454</td>
</tr>
<tr>
<td>Education</td>
<td>0.214 (0.086)</td>
<td>.01</td>
<td>0.046 to 0.382</td>
</tr>
<tr>
<td>Family yearly income</td>
<td>0.141 (0.043)</td>
<td>.001</td>
<td>0.058 to 0.225</td>
</tr>
<tr>
<td>Health literacy</td>
<td>0.345 (0.141)</td>
<td>.01</td>
<td>0.068 to 0.621</td>
</tr>
<tr>
<td>Health literacy × age on self-efficacy</td>
<td>−0.041 (0.019)</td>
<td>.03</td>
<td>−0.077 to −0.004</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.318 (0.069)</td>
<td>&lt;.001</td>
<td>0.183 to 0.453</td>
</tr>
<tr>
<td>Direct effect of health literacy on health behavioral intention</td>
<td>0.345 (0.141)</td>
<td>.01</td>
<td>0.068 to 0.621</td>
</tr>
<tr>
<td>Index of moderated mediation: age</td>
<td>−0.013 (0.006)</td>
<td>N/A$^b$</td>
<td>−0.025 to −0.001</td>
</tr>
</tbody>
</table>

$^a$Unstandardized final model coefficients.
$^b$N/A: not applicable.

### Table 3. Regression results for effects of self-efficacy, previous experience, and health-related social media use on health behavioral intention ($R^2=0.313$, $P<.001$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B^a$ (SE)</th>
<th>$P$ value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.052 (0.011)</td>
<td>&lt;.001</td>
<td>0.029 to 0.074</td>
</tr>
<tr>
<td>Sex</td>
<td>0.138 (0.136)</td>
<td>.31</td>
<td>−0.128 to 0.405</td>
</tr>
<tr>
<td>Education</td>
<td>0.259 (0.078)</td>
<td>.001</td>
<td>0.106 to 0.412</td>
</tr>
<tr>
<td>Family yearly income</td>
<td>0.145 (0.037)</td>
<td>&lt;.001</td>
<td>0.071 to 0.218</td>
</tr>
<tr>
<td>Health-related social media use</td>
<td>0.315 (0.031)</td>
<td>&lt;.001</td>
<td>0.254 to 0.376</td>
</tr>
<tr>
<td>Health-related social media use × previous experience on self-efficacy</td>
<td>0.058 (0.015)</td>
<td>&lt;.001</td>
<td>0.029 to 0.087</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.250 (0.057)</td>
<td>&lt;.001</td>
<td>0.137 to 0.363</td>
</tr>
<tr>
<td>Direct effect of health-related social media use on health behavioral intention</td>
<td>0.315 (0.031)</td>
<td>&lt;.001</td>
<td>0.254 to 0.376</td>
</tr>
<tr>
<td>Index of moderated mediation: previous experience</td>
<td>0.015 (0.005)</td>
<td>N/A$^b$</td>
<td>0.006 to 0.026</td>
</tr>
</tbody>
</table>

$^a$Unstandardized final model coefficients.
$^b$N/A: not applicable.

### Table 4. Conditional indirect effects of health literacy on health behavioral intentions by age.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Effect</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.294</td>
<td>0.079</td>
<td>0.145 to 0.452</td>
</tr>
<tr>
<td>25</td>
<td>0.226</td>
<td>0.062</td>
<td>0.109 to 0.351</td>
</tr>
<tr>
<td>30</td>
<td>0.158</td>
<td>0.059</td>
<td>0.061 to 0.290</td>
</tr>
</tbody>
</table>

### Table 5. Conditional indirect effects of health-related social media use on health behavioral intentions by previous experience.

<table>
<thead>
<tr>
<th>Previous experience (score)</th>
<th>Effect</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean − 1 SD (=2.414)</td>
<td>−0.017</td>
<td>0.012</td>
<td>−0.044 to 0.002</td>
</tr>
<tr>
<td>mean (=4.005)</td>
<td>0.006</td>
<td>0.007</td>
<td>0.009 to 0.020</td>
</tr>
<tr>
<td>mean + 1 SD (=5.597)</td>
<td>0.029</td>
<td>0.010</td>
<td>0.011 to 0.050</td>
</tr>
</tbody>
</table>

### Moderation Effects

Conditional indirect effects of health literacy on health behavioral intentions by age are shown in Table 4, and conditional indirect effects of health-related social media use on health behavioral intentions by previous experience are shown in Table 5. The positive indirect relationship between health literacy on health behavioral intentions was stronger...
among the younger segment of our sample (point estimate 0.294, SE 0.079, 95% CI 0.145 to 0.452). Additionally, the positive indirect effect of health-related social media use on health behavioral intentions was stronger among those participants who previously had positive experience with health information on social media, who were at one standard deviation above the mean (point estimate 0.029, SE 0.010, 95% CI 0.011 to 0.050). The moderated mediation results also revealed that self-efficacy remained a significant mediator no matter whether the participants were at 20, 25, or 30 years old. However, self-efficacy was only a significant mediator when the participants had the mean score of previous experience with health information on social media or one standard deviation above the mean score.

Discussion

Principal Findings

A substantial number of studies have examined health information on social media in China [6,16-18,28,38]; however, no previous studies have examined health behavioral intentions on a Chinese social media site from both the health literacy skills framework [22] or social-cognitive perspectives [23]. And there has been no study to comprehensively investigate how health information with different features on social media influenced the trust in such health information. Some studies [39,40] have examined the role of past experience and social media use individually, and some studies [18,20,21] have tested the associations between self-efficacy and other health outcomes; however, there are few empirical studies examining the relationship among health literacy, past experience, health-related social media use, and health behavioral intention on social media.

Our findings indicate that health literacy and health-related social media use influenced health behavioral intentions both directly and through their prior effects on self-efficacy in managing one’s health. Individuals with higher levels of health literacy had greater self-efficacy in managing their health and, consequently, had greater health behavioral intentions on social media such as using the health information they found or sharing health information with others from the internet. Part of this finding is also consistent with those from previous studies [9,41,42] suggesting that health literacy is positively associated with information sharing. We also found that individuals who used social media for health purposes more frequently were more likely to report higher self-efficacy in managing their health and greater health behavioral intentions on social media. Social media usage for information could improve people’s psychological state and increase confidence and motivations to cope with uncertainties [43]. Therefore, people who use social media for health more frequently would be able to learn new information, cases, health experiences of others, and avoid potential risks, which could lead to a higher confidence in managing one’s own health. Our finding regarding the positive association between self-efficacy and health behavioral intentions is consistent with the social-cognitive theory perspective and previous empirical studies [44,45] examining effects of self-efficacy on different health behaviors and behavioral intentions.

Another important finding from our study pertains to the moderated mediation effects. Higher health literacy was associated with greater self-efficacy in health, which in turn was related to higher health behavioral intentions on social media. This relationship between health literacy and self-efficacy was moderated by age, suggesting that health literacy increased self-efficacy among younger social media users and eventually promoted their health behavioral intentions on social media. Younger social media users who had greater health literacy tended to have higher confidence in managing their own health and consequently had greater intentions to perform health behaviors. Among the older segment of social media users, no matter their health literacy level, their confidence in managing, improving, and generating positive effects on their health was lower than those of the younger groups. A number of studies [46-48] have found the negative association between age and self-efficacy. In one study [49], older adults who had lower incomes and lower education had relatively low self-efficacy, which was similar to our findings regarding the results of socioeconomic status and self-efficacy.

The positive relationship between health-related social media use and self-efficacy was stronger among those who had previously benefited from using social media for health. When people seek health information online, they usually not only experience increases in health knowledge but also find social support and help from people in similar situations [50]. Therefore, individuals with prior positive experiences using social media for health would have greater efficacy in exerting positive effects on one’s health. Previous experience with applying health advice found on social media in real life that resulted in good health results would improve their confidence in continuing to seek and use health information online.

Implications

With the rapid growth of social media use, this study has important implications for health practitioners. A framework for health behavioral intentions was constructed based on the components of the health literacy skills framework [22] and the social-cognitive perspective [23].

Health literacy influenced self-efficacy and health behavioral intentions, which highlights the importance of health literacy level in China. The concept of health literacy is not popular in China and the quality of medical services provided in China varies significantly based on areas. This makes it important to improve the health literacy level in China so that people can have the ability to take effective and accurate actions related to health. Given the moderating role of age, participants between the ages of 25 and 30 years in our sample require more customized interventions, such as including carefully evaluated digital elements [51,52], to improve their self-efficacy in managing their health in health interventions.

Greater health-related use of social media was associated with higher self-efficacy and health behavioral intentions, indicating the importance of social media in understanding health behavioral intentions. Since the association between
health-related social media use and self-efficacy was increased by positive experience with social media for health, health practitioners and scholars should aim to improve users’ experiences with social media regarding health information.

The findings are important for health scholars interested in understanding the factors that influence the intent to use health information on social media sites. This study also provides insights for health message designers who want to build effective health campaigns and distribute accurate and credible health information on social media platforms. Future studies should explicitly investigate how to improve health literacy levels and users’ experience with social media, such as by developing health literacy education programs [53].

Limitations
Limitations in this study should be considered. First, we used a convenience sample on social media. The service used to advertise the survey link claimed to spread the survey post randomly, however, those who were interested in this study might share some similar traits (such as being in a younger population group or interested in this topic). Therefore, the sample was not truly representative of social media users in general, which might limit generalizability to other populations. Our sample was biased toward younger populations. Future studies could use different means to distribute the survey in order to reach a more diverse audience.

Second, while we asked people if they would act on the health information, we cannot verify or assess the potential accuracy of information that would be obtained. Future work should also consider credibility of the sources and information presented as part of the findings in terms of whether acting on information would be beneficial for health [54], especially in the online environment in which health misinformation may be rampant.

Finally, this study focused on investigating whether or not social media use could predict health-related behavioral intentions. Although previous research suggested that social media use could be influenced by cognition and behaviors [55], we did not test the reinforcing spiral framework of social media use in this study. This framework indicates that media use can influence attitudinal or behavioral outcomes, which can in turn affect habits of using media. According to this framework, media use can be an outcome of psychological processing and behaviors and also can influence psychological and behavioral results. Future studies should examine the reinforcing role of social media use in predicting health-related behavioral intentions on social media.

Conclusions
Health literacy and health-related social media use in China participants influenced health behavioral intentions on social media via their prior effects on self-efficacy in health. The association between health literacy and self-efficacy was stronger among younger respondents, whereas the association between health-related social media use and self-efficacy was stronger among those who previously had positive prior experience with health information on social media. Our results provide insights for health practitioners and researchers and increase understanding of the mechanisms behind using social media for health.
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Abstract

Background: While electronic health records (EHR) bring various benefits to health care, EHR systems are often criticized as cumbersome to use, failing to fulfill the promise of improved health care delivery with little more than a means of meeting regulatory and billing requirements. EHR has also been recognized as one of the contributing factors for physician burnout.

Objective: Specialty-specific EHR systems have been suggested as an alternative approach that can potentially address challenges associated with general-purpose EHRs. We introduce the Epilepsy Tracking and optimized Management engine (EpiToMe), an exemplar bespoke EHR system for epilepsy care. EpiToMe uses an agile, physician-centered development strategy to optimize clinical workflow and patient care documentation. We present the design and implementation of EpiToMe and report the initial feedback on its utility for physician burnout.

Methods: Using collaborative, asynchronous data capturing interfaces anchored to a domain ontology, EpiToMe distributes reporting and documentation workload among technicians, clinical fellows, and attending physicians. Results of documentation are transmitted to the parent EHR to meet patient care requirements with a push of a button. An HL7 (version 2.3) messaging engine exchanges information between EpiToMe and the parent EHR to optimize clinical workflow tasks without redundant data entry. EpiToMe also provides live, interactive patient tracking interfaces to ease the burden of care management.

Results: Since February 2019, 15,417 electroencephalogram reports, 2635 Epilepsy Monitoring Unit daily reports, and 1369 Epilepsy Monitoring Unit phase reports have been completed in EpiToMe for 6593 unique patients. A 10-question survey was completed by 11 (among 16 invited) senior clinical attending physicians. Consensus was found that EpiToMe eased the burden of care documentation for patient management, a contributing factor to physician burnout.

Conclusions: EpiToMe offers an exemplar bespoke EHR system developed using a physician-centered design and latest advancements in information technology. The bespoke approach has the potential to ease the burden of care management in epilepsy. This approach is applicable to other clinical specialties.

(J Med Internet Res 2021;23(2):e22939) doi:10.2196/22939
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Introduction

Electronic Health Records

Electronic health records (EHR) have been broadly adopted in the United States in the last 2 decades to improve the quality of health care, increase patient satisfaction, and save health care costs [1-3], as mandated by the Health Information Technology for Economic and Clinical Health (HITECH) Act of 2009 [4-7]. Compared to paper-based medical records, EHR has advantages that include easier access, higher working efficiency, increased patient satisfaction, reduced financial cost, better data exchange and interoperability, and opportunities for secondary use of clinical data for research [8-11].

While EHR brings such benefits to health care, EHR systems are often criticized as cumbersome to use, failing to fulfill the promise of improved health care delivery with little more than a means of meeting regulatory and billing requirements [12]. A recent study inspected the time allocation pattern among over 31 million transactions for 471 physicians from 2011 to 2014 and found that physicians spent progressively more time on “desktop medicine” and less on face-to-face patient care [13]. Another study inspected EHR event logs and showed that primary care physicians spend more than half of their workday interacting with the EHR during and after clinic hours [14].

EHR systems have been recognized as one of the contributing factors for physician burnout [15,16], an increasing health care crisis in the United States [17-20]. Burnout is on the rise and affects all specialties [21]. Studies show that burnt-out doctors are more likely to make medical errors [22], work less efficiently [23], and have higher referral rates [24]. A recent survey of nearly 6880 physicians reported that 1 in 50 planned to leave medicine altogether in the next 2 years, while 1 in 5 planned to reduce clinical hours over the next year [25]. Another study [26] reported that 26% of 1792 physician respondents reported burnout, and 70% of 1631 users reported EHR-related stress. The study also reported that high rates of fatigue among intensive care unit physicians were associated with low EHR efficiency [27].

Specialty-Specific EHRs

One recent study pointed out that different specialties had different unique requirements, and this difference should be reflected in EHR design and implementation [28]. Specialty-specific or bespoke EHR is a promising approach to overcoming the limitations of general-purpose EHR and mitigating physician burnout. A bespoke EHR is an EHR custom designed to meet the unique needs of providers in a specific specialty or care setting. Bespoke EHR can prevent clinicians from spending a significant portion of their workday sitting through large amounts of clinical data for the specific data elements they need. In another recent study [29], it was reported that a clinic-focused Sprint process can optimize EHR efficiency and have positive effects on physician burnout. Specialty-specific EHR improvement is one major intervention during the Sprint process. In general, specialty-specific EHR can better achieve the level of optimization and workflow management expected by physicians [30], although approaches based on EHR customization have limitations in what is achievable compared to a bespoke design built from the ground up. Standalone, specialty-specific EHRs have been around for a number of years in such areas such as emergency medicine, ophthalmology, and dermatology. However, broader adoption of such a specialty-specific approach faces challenges in interoperability between different EHR systems, capturing standardized structured data for documenting care, and supporting the data-readiness needs to drive a learning health system.

EpiToMe: A Bespoke EHR

We developed EpiToMe (an Epilepsy Tracking and optimization Management engine), a bespoke EHR system customized for epilepsy care created de novo. EpiToMe has evolved from and integrates clinical applications we have developed over the last decade [31-34]. EpiToMe provides patient data capture functions for electroencephalogram (EEG) reporting, daily reporting, and phase reporting for Epilepsy Monitoring Units (EMUs). It uses domain-specific epilepsy and seizure ontology (EpSO) [35] to (1) support structured entry of multimodal epilepsy data, (2) proactively ensure the quality of data through the use of ontology terms in faceted systems, (3) organize and index patient information for subsequent analytical queries and secondary use, and (4) seamlessly make just-in-time and right-in-context communications with the parent EHR. EpiToMe was developed following web interface–driven development [33], an agile software development methodology, in close collaboration with physicians. EpiToMe has a built-in physician dashboard optimized for physician needs to perform tasks without switching systems or changing navigation interfaces. EpiToMe’s data entry pipeline allows other clinicians in the team such as EEG technicians and clinical fellows to take responsibility for appropriate patient data documentation work. EpiToMe also provides a tracker to provide an overview of patient status in the clinical care workflow.

Methods

Physician-Centered Design and Interface-Driven Development

Physician interfaces play a critical role in EHR systems and are the most important factor affecting usability and clinical efficiency [12,29]. However, in the history of EHR development, physicians have rarely had a major role in deciding how an EHR interface should be built. Modern EHR systems (Allscripts, EPIC, and Cerner) offer physicians some opportunity to provide document templates, but physicians often neither have the expertise to optimize such templates nor do they have the flexibility to maintain or update these templates as needed.

In EpiToMe, we address this problem using an agile, physician-centered design and interface-driven development during all stages of the development process from inception. As depicted in Figure 1A, EpiToMe follows the classic model-view-controller architectural pattern. We use user interfaces to drive the development of data models and controllers. Our interface design process consists of 4 steps with physicians in the loop: (1) The process starts with physicians’ initial requirements; (2) then, informaticians complete the next
iteration of the interface prototype incorporating such requirements; (3) physicians give feedback about the prototype and working interfaces and suggest revisions to be made in the future iterations; and (4) step 3 continues iteratively until the design is accepted and finalized by physicians and a testing or production version is deployed.

**Figure 1.** (A) Steps involved in our physician-centered design and interface-driven development process; (B) Exemplar physician dashboard resulting from our physician-centered design. LTM-VEEG: Long-term Video Electroencephalogram; PHI: Protected Health Information.

With this physician-centered design and interface-driven development method, EpiToMe ensures that the interfaces have the look, feel, and functionality desired by physicians, improving user satisfaction and optimizing clinical efficiency (eg, Figure 1B).

**Functional Architecture**

**Figure 2** shows the functional architecture design of EpiToMe, consisting of 4 major areas. **Figure 2A** shows the data capture interfaces for clinical reports. Currently, 4 types of clinical reports are built in EpiToMe: EEG Reporting, Phase Reporting, Daily Reporting, and Evoked Potentials. These interfaces capture essential diagnostic information for epilepsy care, which are then seamlessly pushed to the general EHR (see Figure 2D). **Figure 2B** shows the data dashboards. The Physician Dashboard allows a physician to track outstanding reports, file for billing, monitor statistics of activity in a given time interval, and review the service schedule. The tracker is an interactive, real-time interface displaying each patient’s status in the entire epilepsy care workflow, from admission and discharge from EMU to postoperative evaluations. **Figure 2C** shows the clinical research query interface. This is a faceted interface for ad-hoc, on-the-fly identification and construction of epilepsy patient subgroups for research. In EpiToMe, all patient information including demographics, diagnoses, epilepsy-related clinical characteristics, and medications are indexed to make such information queriable and exportable. **Figure 2D** shows the interoperability through an HL7 messaging engine. HL7 is a widely used protocol for the transfer of clinical and administrative data among EHR systems [36]. EpiToMe implemented 3 primary HL7 standard message types: orders, results, and charges for epilepsy care. The EpiToMe HL7 messaging engine allows it to seamlessly communicate with the general EHR. EpiToMe receives orders from the general EHR and sends back the completed reports and billing messages.
Collaborative, Asynchronous Care Documentation

Clinical care comprises collaborative teamwork from different clinical stakeholders; patient data documentation should follow suit. We designed the EpiToMe data entry pipeline to be automatically triggered when an order is placed in the general EHR. An order message containing patient demographics and order details is sent to EpiToMe. Based on the message, EpiToMe will create a new report document for the order and notify EEG technicians that a patient report is waiting to be handled. Next, an EEG technician will perform the EEG recording on patients and document the EEG specifications in EpiToMe. EpiToMe will mark the report as “technician completed” and pass it to clinical fellows who read the EEG recordings and enter their interpretations in the report. After fellows complete their data entries, the report will appear in the physician dashboard, and the clinical attending physicians will take it over, review it, and finalize it.

Role-Based Access Control for Collaborative Data Entry

EpiToMe applies a role-based access control (RBAC) method to manage users’ access to data and interfaces. RBAC is a popular framework for implementing the security policy of an organization’s enterprise information system. In RBAC, permissions are associated with roles, and roles are assigned to users. We designed EpiToMe’s RBAC so that every user is assigned one or multiple roles, and each role defines what actions are allowed to perform within the system. To fully reflect the physician-centered interface design, RBAC needs to be implemented not only at the data access level but also at the interface level. Our RBAC method ensures that users can focus on the responsibility corresponding to individual clinical roles, thereby improving efficiency.

Ontology-Driven Data Capture

EpiToMe uses EpSO to provide a standard vocabulary and guide the data entry for all clinicians. EpSO provides more than 600 terms, which include epileptic diagnoses, epilepsy semiologies, epileptogenic zones, lateralizing signs, EEG activities, and etiologies. We designed a dedicated widget in the style of multilevel dropdowns for clinicians to enter patient data. This widget supports hierarchical “hover to expand” operation, allowing users to locate the desired terms efficiently. With the ontology-guided data entry method, users select data items instead of typing them, which prevents possible common data quality issues such as typos and inconsistencies.

Interoperability Using HL7 Information Exchange

EpiToMe handles the epilepsy-related orders from multiple locations. Two different EHRs are used in these locations: Allscripts (EHR of University of Texas [UT] physicians) and Cerner (EHR of Memorial Hermann Health System). We designed an HL7 engine that can consume HL7 messages from multiple EHR vendors.

Figure 3 shows the architecture of the HL7 engine. HL7 messages are used to transfer electronic data between disparate health care systems. Each HL7 message sends information about a particular event such as a patient admission or a lab test order.
Three primary HL7 standard message types are handled in EpiToMe: orders (ORM), results (ORU), and charges (DFT). ORM messages contain patient demographic information and order-related data. ORU is usually in response to an order and provides clinical observations. DFT is used to send billing information. EpiToMe receives order messages from Allscripts and Cerner and creates patient reports with the embedded information in the order messages. EpiToMe confirms the order messages by sending back acknowledgement (ACK) messages. Physicians complete these reports in EpiToMe and then send them back to the original EHR system with ORU messages. After the results are accepted, physicians can continue to file billing messages using EpiToMe. Our HL7 engine design allows EpiToMe to seamlessly communicate with the parent EHR systems.

**Figure 3.** HL7 messaging interface between EpiToMe and the parent electronic health record systems. ACK: Acknowledgement; DFT: Detail Financial Transaction; EEG: electroencephalogram; ORM: Order Entry Message; ORU: Order Result.

---

**Assessment Survey Design**

To assess the EpiToMe’s effectiveness in improving the user experience with patient documentation and reducing physician burnout, we designed an online survey administered within EpiToMe. Physicians users of the EpiToMe system were invited to participate in the survey. The survey (**Table 1**) consists of 10 questions addressing the common concerns about physicians’ dissatisfaction with general EHR systems including the length of time spent on patient documentation, face-to-face interaction opportunities with patients, and catching up with care documentation in off-work time [13-16]. The specific EHR systems that are compared with EpiToMe in this survey are Allscripts and Cerner. Our design of the questionnaire was also informed by the Maslach Burnout Inventory Manual [37]. Questions 1-8 were designed to have Likert rating scales from 1 to 5, representing strongly disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5). Questions 9 and 10 are open ended to solicit input in free-text form. Specifically, question 9 asks physicians to enter which aspects of EpiToMe help with addressing physician burnout. Question 10 solicits the features physicians would like to see implemented in a future version of EpiToMe.
Table 1. The 10 survey questions and their answer options.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. My overall workflow is less frustrating with EpiToMe compared to before.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>2. Completing patient reports with EpiToMe is easier and more intuitive than with EHR.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>3. I spend less amount of time billing using EpiToMe compared to using EHR.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>4. I spend less after-work time catching up with reports or billing using EpiToMe.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>5. EpiToMe allows me to spend more time on direct patient care.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>6. My oversight of the patient journey from the clinic to epilepsy surgery is better with EpiToMe.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>7. The dashboard in EpiToMe helps me to know my task list and complete it appropriately.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>8. For epilepsy reporting and billing, I would prefer using EpiToMe compared to EHR.</td>
<td>1-5 rating scale</td>
</tr>
<tr>
<td>9. In my opinion, the aspects of EpiToMe which help me address physician burnout are:</td>
<td>Free text</td>
</tr>
<tr>
<td>10. In my opinion, the additional features that I would like to see implemented in EpiToMe are:</td>
<td>Free text</td>
</tr>
</tbody>
</table>

Results

Physician Dashboard

Overview

With the physician-centered design, we created a physician dashboard—an integrated interface specially designed for epilepsy care providers. As shown in Figure 1B, the physician dashboard consists of 4 tabs: reports, billing, statistics, and schedule. EpiToMe directly leads physicians to this dashboard reflecting the present date status when they log in, where they can manage all the day-to-day tasks by selecting a specific day on the calendar without the need to navigate between different web pages or switch to different systems.

Reports

The default function tab is “Reports.” The number of outstanding reports to be completed is displayed in the bracket following the tab title. Physicians can review and complete reports here and send the completed reports back to the parent EHR systems with one button click.

Billing

After the reports are accepted by the parent EHR, physicians can continue to work on the billing. As a bespoke EHR system, EpiToMe automatically pulls all billing-related information and displays it in a user-friendly style in the billing interface. Physicians can file billing for a report with 3 to 4 clicks. In contrast, it takes more than 24 clicks on multiple pages to complete the same task in the billing interface of the general-purpose EHR system.

Statistics

The “Statistics” tab provides an overview of reports completed, documented, and billed by physicians, including the number of reports by month and type of study.

Schedule

In the “Schedule” tab, physicians can review their service schedules for the whole year. It allows a physician to send requests to another physician to switch schedules, which was a significant challenge in the previous schedule management system. The implementation of the schedule functionality also allows EpiToMe to automatically link reports to their corresponding physicians.

Usage Summary

EpiToMe creates interfaces for 4 types of reports for epilepsy care: EEG report, EMU phase report, EMU daily report, and evoked potentials. Table 2 shows the statistics for these reports. The EEG report is the first type of reporting function for production use in EpiToMe. By September 21, 2020, clinicians had completed 15,417 EEG reports in EpiToMe since its first launch on February 18, 2019. The EMU phase report is the second reporting interface in production use since July 1, 2019. A total of 1369 EMU phase reports have been completed in EpiToMe since its first launch on February 18, 2019. The EMU phase report is the second reporting interface in production use since July 1, 2019. A total of 1369 EMU phase reports have been completed in EpiToMe. EpiToMe also has documented 2635 EMU daily reports since its production date of November 15, 2019. The evoked potentials reporting function is under testing. Combining these reports, EpiToMe has documented 19,421 reports for 6593 unique patients.
### Table 2. EpiToMe report statistics.

<table>
<thead>
<tr>
<th>Report type</th>
<th>Status</th>
<th>Status date</th>
<th>Number of reports (N=19,421)</th>
<th>Number of patients (N=6593)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG&lt;sup&gt;a&lt;/sup&gt; report</td>
<td>Production</td>
<td>02/18/2019</td>
<td>15,417</td>
<td>6382</td>
</tr>
<tr>
<td>EMU&lt;sup&gt;b&lt;/sup&gt; phase report</td>
<td>Production</td>
<td>07/01/2019</td>
<td>1369</td>
<td>1053</td>
</tr>
<tr>
<td>EMU daily report</td>
<td>Production</td>
<td>11/15/2019</td>
<td>2635</td>
<td>312</td>
</tr>
<tr>
<td>Evoked potentials</td>
<td>Test</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>EEG: electroencephalogram.
<sup>b</sup>EMU: Epilepsy Monitoring Unit.
<sup>c</sup>N/A: not applicable.

### Patient Tracking Interface

Epilepsy care is a complex process that requires the collaboration of multiple clinical teams, including neurologists, radiologists, neuropsychologists, and neurosurgeons, especially for patients who are not responsive to seizure-control medications and treated as surgical candidates. It is critical to keep track of the patient status in the clinical workflow from 2 perspectives: (1) Keep different clinical teams on the same page, and (2) identify and resolve the bottleneck in the workflow. EpiToMe creates a patient tracking interface called a tracker. As displayed in Figure 4, the tracker records 14 possible steps of the patient journey in epilepsy care, which include admission to EMU, discharge from EMU, positron emission tomography scan, Ictal single-photon emission computed tomography, magnetoencephalography, neuropsychology, functional magnetic resonance imaging, Wada, patient management, stereoelectroencephalography, surgery, postoperative EEG, postoperative magnetic resonance imaging, and postoperative neuropsychology. Each circle represents a clinical step. Color codes are used to indicate the status of completion of each step: Blue indicates a test is ordered, yellow means a procedure is scheduled, and green shows that a step is complete.

The search functionality in the tracker provides a search mechanism for users to quickly find a patient or a cohort of patients. In addition to searching by name or medical record number, users can search patients by the completion status of each step and combine statuses to get results. In the search template, red status means a step has not started yet. Figure 4 shows an example of searching patients who have had patient management conferences but pending stereoelectroencephalography.

The tracker also provides comments functionality for users with the role of a nurse navigator, which is the specific user role responsible for updating the tracker in EpiToMe. The nurse navigator will enter comments once a bottleneck is identified and notify all related clinical teams to keep them alert and encourage teamwork to resolve the bottleneck.

### Collaborative, Asynchronous, Data Entry Pipeline

With the physician-desired interface and RBAC in place, EpiToMe implements a collaborative data entry pipe to improve clinical efficiency and distribute patient documentation workload. Figure 5 shows the usage statistics of the data entry pipeline with EEG reporting. In this pipeline, the physician is not the only role that completes patient documentation. Instead, the result of inspecting the user activity logs shows that the physician’s average time spent on the EEG reporting only occupies 18% of the total time of all clinical roles.
Survey Results

Of the 16 survey invitations sent to physicians, we received 11 completed responses. Answers to each of the questions 1-8 are displayed in Figure 6. In general, physicians favored EpiToMe for patient reporting and billing compared to the general EHR. All physicians agreed that the workflow with EpiToMe was less frustrating, and most (8/11, 73%) strongly agreed on this. Most physicians (10/11, 91%) thought EpiToMe made it easier to complete patient reports, and all physicians agreed that billing with EpiToMe took less time than previously using the general EHR systems. As a result, all physicians reported in question 4 that they spent less off-work time catching up with reports or billing, which is considered a significant factor for physician burnout. All physicians agreed that EpiToMe allowed them to spend more time on direct patient care, and most physicians (10/11, 91%) thought EpiToMe helped them better manage the patient journey and their task list.

For question 9, physicians described the aspects of EpiToMe that helped them address physician burnout. One respondent said: “Intuitive, fast, accurate, comprehensive interactions; everything makes sense; very little redundancy.” Another respondent pointed out “ease of reporting and billing” as well as “no need of separate data sets (eg, personal spreadsheets, email lists) to keep track of patients and testing.” Another physician endorsed the integrating role of EpiToMe as “It reduces the number of places (different EHR systems) I need to be working on simultaneously—the integration between reporting and billing reduces the amount of time spent on non-patient–care related work.” One physician also appreciated the collaborative data entry pipeline: “better time management and easier/more efficient interface with the fellows in terms of report writing and billing on time.”

In response to question 10, physicians proposed many constructive suggestions that can serve as future directions for EpiToMe. These include “more EHR interfaces,” “outpatient module,” and being more user-friendly such as “being able to have multiple sections within the report open while editing the report.”
Discussion

Physician Feedback
With a specialty-specific, physician-centered interface design, EpiToMe can improve overall clinical efficiency. For example, for EEG reporting, the average time delay (from the completion of EEG recording to the finalization of the EEG reporting) to complete an EEG report is 14 hours and 30 minutes for 98% of EEG reports. Patients obtain their EEG reports within the same day of visit rather than a couple of days or weeks later using the previous general-purpose EHR. Survey feedback by clinical attending physicians showed significant preference for using EpiToMe to perform reporting and billing tasks compared with general-purpose EHR systems. Within the 88 answers from 11 senior clinical attending physicians, 85 (96.6%) indicated that EpiToMe is better than the general EHR on specific tasks, with only 3 neutral answers.

Multisite Deployment
EpiToMe is a multisite system supporting interoperability with multiple types of EHR systems. Currently, EpiToMe has been deployed at 4 clinical centers including UT Physicians Clinic, Memorial Hermann Texas Medical Center, Memorial Hermann The Woodlands Medical Center, and Memorial Hermann Cypress Hospital. Within these medical centers, UT Physicians Clinic uses Allscripts as their general-purpose EHR system, while others use Cerner. We are making EpiToMe also interoperable with Epic as UT Physicians Clinic transitions from Allscripts to Epic.

Interoperability
HL7 is a widely used standard for data exchange in clinical information systems. Implementation of an HL7 messaging engine enables EpiToMe to interoperate and exchange information with general-purpose EHR systems, resulting in significantly reduced or eliminated redundant data entry. Our HL7 messaging engine also makes EpiToMe scalable: New clinical centers can be added in EpiToMe as long as their EHR platforms offer service to support HL7 communication standards.

Generalizable
EpiToMe is not a replacement for general-purpose EHR. Instead, it is complementary to existing general EHR solutions. EpiToMe relies on the availability of the parent EHR to admit and transmit patient demographic information and epilepsy-related orders, which triggers the corresponding, additional data capture process in EpiToMe. Although EpiToMe is optimized for epilepsy care, our methodology, design principle, system architecture, and interface elements are generally applicable. In fact, we are applying a similar approach in UTHHealth Neurosciences service lines to derive similar benefits for other clinical specialties.

Survey Limitations
Our physician survey study is preliminary, as this is not the primary focus of the paper. Limitations of this survey include the small sample of survey participants and the lack of complete independence of survey participants and the informatics development team. Such limitations may present hidden bias in survey results, and larger-scale, anonymous surveys are the preferred approach for feedback. However, production-level deployment and long-term operation of interoperable bespoke EHRs implemented using physician-centered design and the latest information technology for clinical specialties are uncommon. Therefore, timely assessment of such bespoke EHRs, even on a smaller scale and with limitations, provides valuable and much-needed operational feedback to inform hospitals’ adoption strategies. Surveys should also accommodate a strategy tailored to the tremendous effort and longer development cycle needed in designing, deploying, and operationalizing such systems in real-world clinical practice and patient care settings. After a few years of operation, a more systematic, comparative activity log analysis would provide more objective insight about where our bespoke approach made the most impact and where further enhancements may be needed.

Conclusions
Working closely with physicians, we used an interface-driven development approach to create EpiToMe de novo, to embody physician preferences and optimize clinical workflow for epilepsy care while ensuring interoperability with the parent EHR. EpiToMe offers an exemplar pathway to mitigate physician burnout and improve the quality and productivity of care by combining physician-centered design with the latest advances in information technology in a bespoke EHR system.
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Abstract

Background: Health care professionals are caught between the wish of patients to speed up health-related communication via emails and the need for protecting health information.

Objective: We aimed to analyze the demographic characteristics of patients providing an email, and study the distribution of emails' domain names.

Methods: We used the information system of the European Hospital Georges Pompidou (HEGP) to identify patients who provided an email address. We used a 1:1 matching strategy to study the demographic characteristics of the patients associated with the presence of an email, and described the characteristics of the emails used (in terms of types of emails—free, business, and personal).

Results: Overall, 4.22% (41,004/971,822) of the total population of patients provided an email address. The year of last contact with the patient is the strongest driver of the presence of an email address (odds ratio [OR] 20.8, 95% CI 18.9-22.9). Patients more likely to provide an email address were treated for chronic conditions and were more likely born between 1950 and 1969 (taking patients born before 1950 as reference [OR 1.60, 95% CI 1.54-1.67], and compared to those born after 1990 [OR 0.56, 95% CI 0.53-0.59]). Of the 41,004 email addresses collected, 37,779 were associated with known email providers, 31,005 email addresses were associated with Google, Microsoft, Orange, and Yahoo!, 2878 with business email addresses, and 347 email addresses with personalized domain names.

Conclusions: Emails have been collected only recently in our institution. The importance of the year of last contact probably reflects this recent change in contact information collection policy. The demographic characteristics and especially the age distribution are likely the result of a population bias in the hospital: patients providing email are more likely to be treated for chronic diseases. A risk analysis of the use of email revealed several situations that could constitute a breach of privacy that is both likely and with major consequences. Patients treated for chronic diseases are more likely to provide an email address, and are also more at risk in case of privacy breach. Several common situations could expose their private information. We recommend a very restrictive use of the emails for health communication.

(J Med Internet Res 2021;23(2):e13992) doi:10.2196/13992
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**Introduction**

**Background**

In the digital era, there is a natural worldwide trend for patients and physicians to use modern communication tools including emails, texting, social networks, and instant messaging services. Several studies illustrate this trend throughout the world [1-4]. The arrival of *digital natives* [5] among both the health care workforce and the adult population, alongside the development of mobile apps and wearable sensors, is probably going to amplify that trend. However, the digital sharing of health information has strong implications in terms of data privacy, data governance, and data security. Focusing on emails only, several questions can be raised: (1) in terms of data privacy, both the Health Insurance Portability and Accountability Act (HIPAA) in the United States and the General Data Protection Regulation (GDPR) in Europe implement rules regarding the use of emails to exchange medical information. Regardless of these regulations, the fact that patients use either personal or business email accounts raises specific questions in itself. (2) In terms of data governance, the use of cloud-based providers or foreign providers depending on foreign jurisdiction raises questions related to the sovereignty of citizens’ data. (3) Finally, many data privacy breaches have shown how considerable the impact of security on the confidentiality of personal data is (eg, the recent Singapore health data breach [6], or the revelations on the misuse of Facebook data [7]).

Regarding data privacy and electronic communication, the American HIPAA Compliance Guide [8] clearly states that sending private medical messages by SMS text messages or email requires a secure platform following the HIPAA safeguards and therefore should not be done using unsecured usual emails. Similarly, in Europe, health care professionals are not supposed to send health-related information using nonsecured platforms [9].

Regardless of those guidelines, patients may use a variety of email services in their everyday life, including personal email servers (hosted directly by the patient or by a mandated third party), public email providers (free services such as Gmail, Hotmail, or associated with an internet provider, eg, Free.fr or Orange in France), and business email providers (ie, emails addresses hosted by or for the patients’ employer).

The use of business or personal email addresses accessed from the workplace is regulated, and could lead to privacy breaches. The US [10-13] and European [14] regulations clearly state that an employer is allowed to monitor their employees’ communications under different conditions and circumstances (eg, if the employee has consented to such a monitoring or if communications are within the ordinary course of business). Therefore, patients providing their health institution with a business email put themselves at risk of privacy violation. The unsecured exchange of medical information through that channel could constitute a breach of doctor–patient confidentiality for the institution.

Data privacy can also be weakened or even shattered by different types of security breaches such as global surveillance programs (eg, the PRISM program [15] revealed by the press), computer hacking, or abuse of data sharing policies.

In this study, we used a common definition for privacy breach: unauthorized collection, use, or disclosure of personal information.

Previous studies have already described the use of email communication in health care. In a 2013 survey, Lee et al [1] showed that 37% of American patients reported having contacted their physicians via email within the last 6 months, and 18% via Facebook. In 2011, a survey across 14 European countries [4] reported that between 18.7% and 36.3% of patients sent or received at least one email from doctors, nurses, or health care organizations. Characteristics of patients using emails seem well-known. However, to the best of our knowledge the risks of privacy breaches associated with the use of different types of email providers are still to be characterized.

**Study Objective**

In this article, we assessed the characteristics of email addresses used by patients attending the European Hospital Georges Pompidou (HEGP) in Paris, France. We described the demographic and minimal clinical characteristics of the patients who provided an email address in contrast to those who did not. We examined what types of email services (free, personal, or business providers) were used by patients, identified the main email service providers, and studied the use of business email accounts. Finally, we discussed the potential issues associated with the type of email services.

**Methods**

**Overview**

In this section, we detail the data collection and wrangling process, the statistical methodology used to analyze the demographic characteristics, and describe the methodology used to explore email characteristics.

**Study Design**

The study had a cross-sectional design, and we followed the STROBE recommendation [16] for the reporting.

**Study Population**

**Data Source**

Data were extracted from the clinical information system of HEGP, a 700-bed university hospital located in Paris, France, specializing in oncology, cardiovascular disease, and emergency medicine. HEGP has been using a clinical information system since its opening in 2000 [17] and is certified on the 6th level of the Healthcare Information and Management Systems Society (HIMSS) stage [18]. An i2b2 clinical data warehouse [19] fed with data collected in the clinical information system is also deployed.

**Inclusion Criteria**

The study population includes all patients with a hospital stay or an outpatient visit between January 1, 2000, and November 1, 2018, dates on which data were extracted.
**Data Extraction**

In the remainder of the manuscript, we will refer to the part of an email address located after the character “@” as the domain name (ie, Local-part@domainname).

We collected the following data from the hospital’s information system: the domain name of the patient’s email address, sex, year of birth, year of the first contact with the hospital (stay or visit), year of last contact with the hospital, and the presence of their first or last names in the domain name of their email addresses. To preserve privacy, an algorithm automatically substituted the domain name with a random string before the extraction when the domain name included the first or last names of the patient.

**Outcomes**

**Comparison of the Population of Patients According to the Presence of an Email Address in the Database**

The presence of an email address in the database may depend on the year of first contact with the hospital. In addition, the use of email address and the administrative registration procedure are time dependent. To mitigate this risk of bias, we matched cases (patients with email address) and controls (patients without email address) on the year of first contact with the hospital using a 1:1 ratio (univariate matching). The quality of the matching was checked (Multimedia Appendix 1). In addition to demographic data, we measured the chronic comorbidities from the ICD-10 (International Classification of Diseases, 10th revision) adaptation of the Charlson Comorbidity Index [20]. We defined the variable “at least one chronic disease” from the chronic comorbidities included in the ICD-10 phenotyping: myocardial infarction, congestive heart failure, peripheral vascular disease, cerebrovascular disease, dementia, chronic pulmonary disease, connective tissue disease, ulcer disease, mild liver disease, moderate/severe liver disease, diabetes mellitus, hemiplegia, moderate/severe renal disease, diabetes mellitus with chronic complications, any tumor, leukemia, lymphoma, metastatic solid tumor, and AIDS. A more detailed description is available in Multimedia Appendix 2.

**Classification of Email Addresses**

We mapped the most frequently used domain names to companies providing the email service (eg, emails ending with gmail.com, hotmail.com, orange.fr, or free.fr are associated with Google, Microsoft, Orange, and Free corporations, respectively). The companies were identified using prior knowledge and Whois requests when necessary. We then evaluated in the curated data the frequency of each of the providers.

We defined a business email as an email provided by someone’s employer. To define business emails, we leveraged a list of free email service providers compiled by Svay [21], secondarily enriched with French and European email providers: voila.fr, dbmail.com, icloud.com, gm2.fr, bluewin.ch, dartybox.com, skynet.be, gm.com and top.net, numericable.fr, orange.fr, orange.com, wanadoo.fr, numericable.fr, outlook.fr, sfr.fr, neuf.fr, club-internet.fr, noos.fr, numericable.com, free.com, bbox.fr, live.fr. We excluded the domain names appearing in this list and then manually reviewed the remaining.

Personal emails were identified during the extraction process by the presence of the first or the last name in the domain name.

**Statistical Analysis and Implementation**

Data were expressed as n (%). Characteristics were compared between groups (included versus excluded population, with email address versus without email address) by Mann–Whitney U test for numerical data and chi-square test for categorical data. A logistic regression analysis was performed to determine characteristics associated with having an email address on the matched groups. All analysis were performed using R Statistical Software [22]. The source code and resource files (including the updated list of email providers) are available online [23].

**Ethical Considerations**

The study was authorized by the HEGP Institutional Review Board on December 21, 2018. The HEGP Institutional Review Board [24] has waived the requirement to obtain informed consent or specific approval for this study.

**Results**

**Population**

Between 2000 and August of 2018, we collected 41,004 patient email addresses (4.22% of the total population of patients, ie, 41,004/971,822). Of the total number of patients in the database (971,822 patients), we selected a subgroup of 41,004 patients as a control group (ie, patients who did not provide an email address). The characteristics of the population and the control group are described in Table 1. Statistical tests are presented in Multimedia Appendix 3.
### Table 1. Characteristics of the patients (before and after matching).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall population (before matching; N=971,822)</th>
<th>With email (before matching; N=41,004)</th>
<th>Population (after matching; N=82,008)</th>
<th>Excluded population of matching (N=889,814)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>485,737 (49.98)</td>
<td>19,463 (47.47)</td>
<td>39,957 (48.72)</td>
<td>445,780 (50.10)</td>
</tr>
<tr>
<td><strong>Year of birth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before 1950</td>
<td>342,676 (35.26)</td>
<td>9308 (22.70)</td>
<td>20,069 (24.47)</td>
<td>322,607 (36.26)</td>
</tr>
<tr>
<td>1950-1969</td>
<td>282,381 (29.06)</td>
<td>16,115 (39.30)</td>
<td>27,735 (33.82)</td>
<td>254,646 (28.62)</td>
</tr>
<tr>
<td>1970-1989</td>
<td>281,390 (28.95)</td>
<td>12,655 (30.86)</td>
<td>26,022 (31.73)</td>
<td>255,368 (28.70)</td>
</tr>
<tr>
<td>1990 and more</td>
<td>65,375 (6.73)</td>
<td>2926 (7.14)</td>
<td>8182 (9.98)</td>
<td>57,193 (6.43)</td>
</tr>
<tr>
<td><strong>Year of the first contact, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005 and before</td>
<td>283,848 (29.21)</td>
<td>3875 (9.45)</td>
<td>7750 (9.45)</td>
<td>276,098 (31.03)</td>
</tr>
<tr>
<td>2005-2010</td>
<td>229,823 (23.65)</td>
<td>4198 (10.24)</td>
<td>8396 (10.24)</td>
<td>221,427 (24.88)</td>
</tr>
<tr>
<td>2010 and after</td>
<td>458,151 (47.14)</td>
<td>32,931 (80.31)</td>
<td>65,862 (80.31)</td>
<td>392,289 (44.09)</td>
</tr>
<tr>
<td><strong>Year of last contact, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010 and before</td>
<td>283,848 (29.21)</td>
<td>468 (1.14)</td>
<td>7375 (8.99)</td>
<td>414,718 (46.61)</td>
</tr>
<tr>
<td>2011-2014</td>
<td>229,823 (23.65)</td>
<td>4198 (10.24)</td>
<td>14,109 (17.20)</td>
<td>215,483 (24.22)</td>
</tr>
<tr>
<td>2015-2018</td>
<td>458,151 (47.14)</td>
<td>35,609 (86.84)</td>
<td>60,459 (73.72)</td>
<td>259,613 (29.18)</td>
</tr>
<tr>
<td>At least one chronic disease, n (%)</td>
<td>8072 (0.83)</td>
<td>5828 (14.21)</td>
<td>8072 (9.84)</td>
<td>0(^a)</td>
</tr>
</tbody>
</table>

\(^a\)ICD-10 (International Classification of Diseases, 10th revision) codes were not included in the electronic health record before 2008.

### Description of the Email Service Providers

The 10 most frequent email providers and their frequency on the data set are summarized in Table 2.

### Table 2. Prevalence of the 10 most frequent email providers used by HEGP patients.

<table>
<thead>
<tr>
<th>Email type and provider</th>
<th>Description (N=41,004)</th>
<th>Headquarters localization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Business, n</strong></td>
<td>2878</td>
<td></td>
</tr>
<tr>
<td><strong>Personal, n</strong></td>
<td>347</td>
<td></td>
</tr>
<tr>
<td><strong>Email provider, n (%)</strong></td>
<td>37,779</td>
<td></td>
</tr>
<tr>
<td>Google</td>
<td>11,730 (28.61)</td>
<td>USA</td>
</tr>
<tr>
<td>Microsoft</td>
<td>7802 (19.03)</td>
<td>USA</td>
</tr>
<tr>
<td>Orange</td>
<td>6402 (15.61)</td>
<td>Europe</td>
</tr>
<tr>
<td>Yahoo!</td>
<td>5071 (12.37)</td>
<td>USA</td>
</tr>
<tr>
<td>Free</td>
<td>2427 (5.92)</td>
<td>Europe</td>
</tr>
<tr>
<td>SFR</td>
<td>1170 (2.85)</td>
<td>Europe</td>
</tr>
<tr>
<td>La Poste</td>
<td>815 (1.99)</td>
<td>Europe</td>
</tr>
<tr>
<td>AOL</td>
<td>330 (0.80)</td>
<td>USA</td>
</tr>
<tr>
<td>NOOS</td>
<td>319 (0.78)</td>
<td>Europe</td>
</tr>
<tr>
<td>Bouygues Telecom</td>
<td>250 (0.61)</td>
<td>Europe</td>
</tr>
</tbody>
</table>
Identification of Business Emails
Starting from 41,004 email addresses, we identified 37,779 email addresses associated with known email providers. We removed 347 emails likely to use personalized domain names (ie, those that included the first or last name of the patient) and identified 2878 domain names likely to be associated with business email addresses.

For privacy reasons, we did not detail the nature of the companies present in the list. However, we can highlight notable findings: around 100 people used email addresses from our own institution. We also found more than 50 email addresses associated with other governmental institutions.

Table 3. Case–control comparison of groups with and without emails.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Overall population (N=82,008)</th>
<th>Without email address (N=41,004)</th>
<th>With email address (N=41,004)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>39,957 (48.72)</td>
<td>20,494 (49.98)</td>
<td>19,463 (47.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Before 1950</td>
<td>20,069 (24.47)</td>
<td>10,761 (26.24)</td>
<td>9308 (22.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1950-1969</td>
<td>27,735 (33.82)</td>
<td>11,620 (28.34)</td>
<td>16,115 (39.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1970-1989</td>
<td>26,022 (31.73)</td>
<td>13,367 (32.60)</td>
<td>12,655 (30.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1990 and after</td>
<td>8182 (9.98)</td>
<td>5256 (12.82)</td>
<td>2926 (7.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2010 and before</td>
<td>7375 (8.99)</td>
<td>6907 (16.84)</td>
<td>468 (1.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2011-2014</td>
<td>14,109 (17.20)</td>
<td>9247 (22.55)</td>
<td>4862 (11.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2015-2018</td>
<td>60,459 (73.72)</td>
<td>24,850 (60.60)</td>
<td>35,609 (86.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>At least one chronic disease, n (%)</td>
<td>8072 (9.84)</td>
<td>2244 (5.47)</td>
<td>5828 (14.21)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 4. Regressions (univariate and multivariate analyses) in the matched groups (N=82,008).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
<th>Univariate analysis</th>
<th>Multivariate analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Crude odds ratio (95% CI)</td>
<td>Adjusted odds ratio (95% CI)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>39,957 (48.72)</td>
<td>0.90 (0.88-0.93)</td>
<td>0.85 (0.83-0.88)</td>
</tr>
<tr>
<td>Year of birth, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before 1950</td>
<td>20,069 (24.47)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>1950-1969</td>
<td>27,735 (33.82)</td>
<td>1.60 (1.55-1.66)</td>
<td>1.60 (1.54-1.67)</td>
</tr>
<tr>
<td>1970-1989</td>
<td>26,022 (31.73)</td>
<td>1.09 (1.05-1.14)</td>
<td>1.17 (1.12-1.22)</td>
</tr>
<tr>
<td>After 1990</td>
<td>8182 (9.98)</td>
<td>0.64 (0.61-0.68)</td>
<td>0.56 (0.53-0.59)</td>
</tr>
<tr>
<td>Year of last contact, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010 and before</td>
<td>7375 (8.99)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>2011-2014</td>
<td>14,109 (17.20)</td>
<td>7.76 (7.03-8.58)</td>
<td>7.66 (6.93-8.47)</td>
</tr>
<tr>
<td>2015-2018</td>
<td>60,459 (73.72)</td>
<td>21.1 (19.3-23.3)</td>
<td>20.8 (18.9-22.9)</td>
</tr>
<tr>
<td>At least one chronic disease, n (%)</td>
<td>8072 (9.84)</td>
<td>2.86 (2.72-3.01)</td>
<td>2.23 (2.11-2.36)</td>
</tr>
</tbody>
</table>

Unsurprisingly, among the most represented companies, businesses geographically located close to the hospital are on top of the list.

Matching Case–Control: Comparison of the Population of Patients According to the Presence of an Email Address

Table 3 presents the results of the comparison of the groups with and without an email address. After matching, we observed a significant difference in gender, year of birth, and follow-up (P < .001). The proportion of patients born between 1950 and 1969 with an email address was higher (39.30% [16,115/41,004] versus 28.34% [11,620/41,004]), whereas we observed the opposite for patients born after 1989 (7.14% [2926/41,004] versus 12.82% [5256/41,004]). Table 4 presents the results of the logistic regressions.
Discussion

Principal Results

Between 2000 and August 2018, out of 971,822 recorded patients, HEGP patients have provided 41,004 email addresses. Patients providing email addresses were mostly born between 1950 and 1989 (28,770/41,004, 70.16%) and had their first contact (ie, first visit) with the hospital after 2010. Among patients who provided an address, the follow-up duration was mostly less than 3 months (11,309/41,004, 27.58%), or more than 60 months (10,847/41,004, 26.45%).

Among all the email addresses collected (N=41,004), 37,779 corresponded to known email providers. Among the top 10 email providers (covering 36,316/37,779, 96.12%, of known domain names), 65.99% (24,933/37,779) were hosted by companies with headquarters located in the USA, versus 30.13% (11,383/37,779) hosted by companies located in Europe; 7.02% (2878/41,004) of the patients provided business email addresses, and 0.85% (347/41,004) used a personalized domain name.

Compared with patients who did not provide an email address, patients who provided one were older. Table 4 shows that patients suffering from at least one chronic disease were also more likely to provide an email address (odds ratio [OR] 2.23, 95% CI 2.11-2.36).

The systematic collection of email addresses in our institution was put in place only recently, explaining the strong effect of the year of last contact (OR 20.8, 95% CI 18.9-22.9).

We counterintuitively observed a lower proportion of email addresses in younger patients. A selection bias in the hospital population is likely to be blamed. Indeed, our hospital is specializing in cardiovascular diseases, oncology, and emergency medicine. Younger patients mostly treated for nonchronic diseases or visiting the emergency department are less likely to provide their address than older patients with a regular follow-up for a chronic condition in specialized departments.

Comparison With Prior Work

To the best of our knowledge no institution has provided a description of email providers used by their patients. Newhouse et al [4] have described characteristics of patients using email for health care communication. They showed that the proportion of patients using emails increased with the number of health problems reported, the presence of a current long-standing illness or health problem, the presence of undergoing long-term medical treatment, and the number of visits to the doctor in the last 12 months. These observations are in line with our results. However, they reported a proportion of 18.70% of the French population using emails for health care communication (against 4.22% [41,004/971,822] for our hospital). Newhouse et al [4] also reported a more important use of email for male and younger patients. The difference with our results could be explained by the population studied and a bias of declaration. Their results come from a survey in the general population, whereas our results are reflecting a hospital population. Furthermore, they are based on the declaration of emails by the patients themselves at the hospital registration service. Our results are not comparable with the US survey of Lee et al [1], in which no difference between gender was observed; however, the age distribution is comparable to our population. The study population of the Lee et al [1] survey came from retail pharmacy users.

The comparison with related studies should be made carefully as the French and US populations are not strictly comparable; furthermore, the organization of the French and US health systems are substantially different.

Limitations

This study has some limitations. The first is a selection bias which may limit the generalizability of its findings. This is a cross-sectional study with a large period of inclusion but our population comes from a university hospital in Paris and is not representative of the national population.

This study only reflects the official collection of email addresses. It is possible that health care professionals use direct email communication with their patients outside of the hospital information system. Therefore, the volume of email addresses collected might be underestimated. However, it is likely that the distribution of domain names remains similar.

Another limitation is a bias in the measurement of chronic comorbidities from the ICD-10 according to [20]. Between 2000 and 2007, our information system did not include ICD-10 codes in the electronic health records in routine care. Nevertheless, this bias is nondifferential after our matching on the first year of contact.

Perspectives and Ethical Considerations

Privacy Breach: Analysis of Risks

Table 4 shows that the patients more likely to have provided the institution with their email address are those suffering from chronic diseases. Social discrimination may be more acute for patient suffering from chronic diseases than for other pathologies. Moreover, these patients are more solicited by hospitals and health care professionals for different reasons: access to results, invitations to participate in clinical studies, and information regarding reuse of the data in retrospective studies. We explored the risks associated with such communication. To determine the risk, we analyzed the likelihood of such an issue and its consequences (Figure 1).
The main risk lies in the interception of the email by a third party. Two main cases appear very probable: (1) breach of privacy through smartphone notifications, given that only a limited number of smartphone users are able to fine-tune the privacy settings of their smartphones and tablets; (2) breach of privacy through family members: the email address provided in the information system may be used by other members of the family. It could be a shared email address with their spouse, the address of a child for elderly patients, or that of a parent for younger patients. The shared address collected at a point in time might not reflect the patients’ aspirations for privacy at a later date.

The hacking of email accounts and information accessed by employers are both likely. It is worth noting that business emails can legally be monitored. In such a case the infrastructure to read and capture the information may already be deployed. In the case of email hacking, additional steps are needed.

Many health professionals now use encrypted emails to exchange information with their colleagues. In such cases, the privacy of the exchange is guaranteed by technological means. However, most of the secured email solutions in health care are designed to protect communications among health care professionals, and not with patients. The direct communication via emails may put the patients at risk of a privacy breach.

**Strategies for Safe Communication**

In the communication between health institutions and patients, 3 strategies can be identified: a push strategy (from the...
institution to the patient, eg, sending messages and reminders), a pull strategy (from the institution to secured third parties, eg, collecting patients’ information from booking platforms), or a bidirectional strategy. The first 2 are already taken into account with the current communication protocols by most of the health care providers. However, unsolicited direct communication from the patients to their physicians can lead to privacy breaches. Health organizations increasingly rely on secured platforms to transmit health documents to their patients (eg, laboratory results, hospital web-based patient portals [25]). However, the communication between the physicians and their patients need to be included in the exchange solutions. There is here a strong need for secured and user-friendly communication tools for direct communication between patients and physicians.

Note that in the context of health care, the name of the institution can reveal sensitive information (eg, an email from the ABC Oncology Center, or the Infection Disease Department at ABC could inform regarding the pathology of the patient). To mitigate this risk, the use of an email address from a general care provider (eg, ABC hospitals) might be preferable.

**The Self-Privacy Harms**

Patients can expose their health data to harm when they use unsecured communication channels (and especially emails).

Regulators engaged the responsibility of the institution through the GDPR and HIPAA guidance (in Europe and the United States), but cannot fully protect citizens against their own data sharing behavior.

Protection of data privacy is based on both accountable health care professionals and engaged citizen-patients (informed, implicated, and responsible). The education of citizens regarding data privacy and governance should be promoted and encouraged.

The demand, and legitimate need, for easier ways of communication might overlap strongly with the privacy paradox. First mentioned by Brown in 2001 [26] and defined by Norberg et al [27] in 2007, the privacy paradox is “the relationship between individuals’ intentions to disclose personal information and their actual personal information disclosure behaviors.” It reveals an inconsistency of privacy attitudes and privacy behavior [28]. The use of cash-back rewards cards or free internet services represent famous examples of the privacy paradox. In both cases, the monetary benefits for the user are often inferior to the price the user would assign to the data provided in exchange. In the case of free email providers, virtually all providers are bound by the law to respect and enforce privacy protection.
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Chronic disease comparison of case-control groups.
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Comparison between the population after matching and the excluded population.
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Abstract

Background: An increasing number of studies within digital pathology show the potential of artificial intelligence (AI) to diagnose cancer using histological whole slide images, which requires large and diverse data sets. While diversification may result in more generalizable AI-based systems, it can also introduce hidden variables. If neural networks are able to distinguish/learn hidden variables, these variables can introduce batch effects that compromise the accuracy of classification systems.

Objective: The objective of the study was to analyze the learnability of an exemplary selection of hidden variables (patient age, slide preparation date, slide origin, and scanner type) that are commonly found in whole slide image data sets in digital pathology and could create batch effects.

Methods: We trained four separate convolutional neural networks (CNNs) to learn four variables using a data set of digitized whole slide melanoma images from five different institutes. For robustness, each CNN training and evaluation run was repeated multiple times, and a variable was only considered learnable if the lower bound of the 95% confidence interval of its mean balanced accuracy was above 50.0%.

Results: A mean balanced accuracy above 50.0% was achieved for all four tasks, even when considering the lower bound of the 95% confidence interval. Performance between tasks showed wide variation, ranging from 56.1% (slide preparation date) to 100% (slide origin).
Conclusions: Because all of the analyzed hidden variables are learnable, they have the potential to create batch effects in dermatopathology data sets, which negatively affect AI-based classification systems. Practitioners should be aware of these and similar pitfalls when developing and evaluating such systems and address these and potentially other batch effect variables in their data sets through sufficient data set stratification.

*(J Med Internet Res 2021;23(2):e23436) doi:10.2196/23436*
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**Introduction**

The advent of artificial intelligence (AI) in digital pathology (DP) has resulted in the development of various algorithms for the detection, classification, and further evaluation of multiple cancer subtypes [1]. General interest and enthusiasm for this emerging technology continues to grow, exemplified by the development of a variety of convolutional neural network (CNN)–based oncology systems for the analysis of histological images of breast [2,3], lung [4], skin [5,6], and gastrointestinal [7] cancer. However, the successful implementation of CNN-based assistance systems in DP is complicated by a plethora of challenges [8-10], some of which are domain-specific, while others are omnipresent in the field of deep learning (DL) and machine learning (ML) in general.

One important issue in the field of biomedical data analysis is the occurrence of batch effects, which are defined as differences among subsets of a data set introduced through technological artifacts [11,12]. In DP, such artifacts are introduced during tissue processing and slide preparation [13], and presumably also during slide digitization, image compression, and storage [14], all of which affect slide and image appearance (Figure 1). We expand on this definition of batch effects by including biological factors, presumably unrelated to the actual classification task, as causative agents. Both factors (biological and nonbiological) are referred to as hidden variables from here on.

**Figure 1.** Comparison of exemplary whole slide image sections obtained at different institutes: (A) Institute of Pathology, University Hospital Heidelberg, University of Heidelberg, Heidelberg, Germany (Zeiss scanner; Carl Zeiss AG); (B) Department of Dermatology, University Hospital Kiel, University of Kiel, Kiel, Germany (3DHISTECH scanner; 3DHISTECH Ltd); (C) Private Institute of Dermatopathology, Mönchhofstraße 52, Heidelberg, Germany (Zeiss scanner); (D) Department of Dermatology, University Medical Center Mannheim, University of Heidelberg, Mannheim, Germany (Zeiss scanner); and (E) Private Institute of Dermatopathology, Siemensstraße 6/1, Friedrichshafen, Germany (Zeiss scanner). (F) The same slide section as shown in (E) but scanned with a Hamamatsu scanner (Hamamatsu Photonics KK) rather than a Zeiss scanner.

Batch effects can be problematic during development of ML models, where hidden variables are learned instead of or in addition to the intended target variables. The hidden variable then acts as a complete or partial proxy for the intended target variable, negatively affecting the model’s performance. Studies have addressed this issue by focusing on various normalization techniques [15-19]. In addition, standardized preprocessing procedures and balanced data set construction may aid in reducing but not eliminating batch effects. Overall, this is concerning, and a previous study using a breast cancer tissue cohort has already suggested the existence of batch effects in...
parts of the publicly available Cancer Genome Atlas (TCGA) pathology repository [20].

We expand on these findings by analyzing the learnability of four exemplary selected hidden variables, as learnable variables can cause batch effects that can negatively influence DL algorithms. Our research on hidden variables aims to highlight that batch effects are not an unlikely occurrence, thereby reinforcing the importance of proper data set construction and experimental design, as well as sensitizing the community toward these and similar pitfalls for the emerging field of DL in DP.

**Methods**

**Study Design**

Using a proprietary dermatopathological data set of anonymized slides, a series of ML tasks were formulated, where each task investigated the learnability of a certain hidden variable. The analyzed variables are believed to be found throughout DP whole slide image (WSI) data sets, but their learnability does not necessarily need to generalize.

Next, multiple DL models of the same architecture were trained on the variable stated by each task, followed by subsequent performance analysis, where an assessment was made of whether the task’s variable was learnable or unlearnable. A variable was considered learnable when the 95% confidence interval of its mean balanced accuracy had a lower bound above 50.0% when calculated on the slide level. Note that a random classifier, which is unable to learn the variable, would be expected to achieve a balanced accuracy of approximately 50.0%.

Ethics approval was obtained from the ethics committee of the Medical Faculty of Mannheim, University of Heidelberg, Mannheim, Germany.

**Data Set**

A total of 427 hematoxylin and eosin–stained preparations were obtained from five different institutes, with each slide belonging to one patient and containing tissue sections of melanoma biopsies (Table 1). For details on the slide digitization process, see Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Table 1. Overview of individual data sets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

* Institute of Pathology, University Hospital Heidelberg, University of Heidelberg, Heidelberg, Germany.
* Carl Zeiss AG.
* Department of Dermatology, University Hospital Kiel, University of Kiel, Kiel, Germany.
* 3DHISTECH Ltd.
* Private Institute of Dermatopathology, Mönchhofstraße 52, Heidelberg, Germany.
* Private Institute of Dermatopathology, Siemensstraße 6/1, Friedrichshafen, Germany.
* Hamamatsu Photonics KK.
* Department of Dermatology, University Medical Center Mannheim, University of Heidelberg, Mannheim, Germany.

**Classification Tasks**

Four classification tasks were performed, each analyzing one predefined hidden variable. Data sets for each task were chosen based on data availability, while simultaneously minimizing the risk of cross-task learning. For instance, all data sets were used for the slide origin prediction task (task 3) except data set 2, as the Department of Dermatology, University Hospital Kiel, used a different scanner type (3DHISTECH scanner; 3DHISTECH Ltd) to digitize the slides (Table 1). Therefore, a classifier could potentially determine the slide origin for data set 2 by determining the scanner type.

**Task 1: Patient Age**

To determine patient age, data set 2 was used, and only slides with an assigned patient age were analyzed. Slides were divided into one of two classes based on patient age (≤48 years versus >78 years), excluding slides of patients with ages in between. The cutoff points were chosen in an effort to achieve a natural balance between both age groups, with the 30-year gap making it plausible to observe possible distinct age-dependent morphological features.

**Task 2: Slide Preparation Date**

To determine the year of slide preparation, data sets 1 and 2 were used. Data availability varied but was generally sufficient for years 2014–2018. For each data set, separate binary classification tasks were defined, where slides were taken from every other year to ensure that there was a minimum of 365 days between the preparation dates of slides from each class (eg, data set 1, 2015 versus 2017). This resulted in five separate classification subtasks.
**Task 3: Slide Origin**
To determine the origin of the respective slide, all data sets except data set 2 were used. Origin was defined as the institution from which the slides were obtained.

**Task 4: Scanner Type**
To determine the scanner type, data set 4 was used. These slides were scanned twice, but due to the slight difference in resolution between the Zeiss (Carl Zeiss AG) and Hamamatsu (Hamamatsu Photonics KK) scanners, scanned Zeiss slides were reprocessed specifically for this task by downscaling their resolution (0.22 \( \mu \)m/px) to match the resolution of the Hamamatsu scanner (0.23 \( \mu \)m/px).

**Model Training**
Each task had a designated combined data set based on the setup outlined above. Each combined data set was divided into a training set and a test set on slide level using an 80:20 split. If the resulting test set contained fewer than 10 slides, a cross-validation approach on slide level was employed to increase the size of the test set to a minimum of 10 slides per class.

A ResNet50 architecture was trained for each task. In cases where cross-validation was used for testing, the number of trained CNNs equaled the number of cross-validation folds. The training run for each task was repeated a total of five times to obtain a robust average performance uninfluenced by stochastic training events. This number was chosen arbitrarily but with the intention to reduce the overall computing time. For exact technical details on the cross-validation and training procedure, please see Multimedia Appendix 1 or refer to Multimedia Appendix 2 for an exemplary jupyter notebook demonstrating the basic training procedure.

**Model Inference and Statistical Evaluation**
Inference was carried out on each task’s respective test set using the complete set of tiles for each slide. The class for a WSI was computed by first predicting on its complete set of tiles, averaging all output probabilities, and assigning the class label with the highest average probability to the slide. Because each training and evaluation run for a task was repeated five times, a mean balanced accuracy with a corresponding 95% confidence interval could be computed.

**Results**
Learnability was investigated on the slide level, as that is the standard and decisive criterion in DP. For all tasks, balanced accuracy was generally higher on slide level than on tile level.

For each task, a balanced accuracy over 50.0% was achieved, even when taking into account the range of the corresponding confidence intervals. Classifier performance varied widely inter-task and intra-task for task 2, which had multiple subtasks. Task 1 (patient age) had a mean balanced accuracy of 87.5% (Table 2). For task 2 (slide preparation date), performance varied widely between subtasks, ranging from 56.1% (95% CI 52.7% to 59.5%) to 83.5% (95% CI 80.9% to 86.1%). Classifiers for task 3 (slide origin) and 4 (scanner type) showed balanced accuracies of 97.9% (95% CI 97.3% to 98.5%) and 100%, respectively.

**Table 2.** Overall mean performance of each task’s classifiers measured using mean balanced accuracy and evaluated on tile level and slide level.

<table>
<thead>
<tr>
<th>Taska</th>
<th>ResNet50 performance (mean balanced accuracy)</th>
<th>Slide level (95% CI)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Patient age</td>
<td>76.2%</td>
<td>87.5%</td>
</tr>
<tr>
<td>2: Slide preparation date</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data set 1: 2015 versus 2017</td>
<td>54.1%</td>
<td>56.1% (52.7% to 59.5%)</td>
</tr>
<tr>
<td>Data set 1: 2016 versus 2018</td>
<td>56.5%</td>
<td>63.2% (53.4% to 73.0%)</td>
</tr>
<tr>
<td>Data set 2: 2014 versus 2016</td>
<td>69.0%</td>
<td>82.0% (76.4% to 87.6%)</td>
</tr>
<tr>
<td>Data set 2: 2015 versus 2017</td>
<td>66.6%</td>
<td>83.5% (80.9% to 86.1%)</td>
</tr>
<tr>
<td>Data set 2: 2016 versus 2018</td>
<td>52.7%</td>
<td>56.7% (52.6% to 60.7%)</td>
</tr>
<tr>
<td>3: Slide origin</td>
<td>94.2%</td>
<td>97.9% (97.3% to 98.5%)</td>
</tr>
<tr>
<td>4: Scanner type</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

aTest sets for each task had a minimum of 10 slides per class.
bConfidence intervals are shown for the decisive criteria (slide level) and are omitted for tasks where no variation on slide level was observed.

Looking at the distributions of each task-specific model for the first run, slide origin and scanner type could be predicted with very high accuracy, with minor misclassification errors for task 3 (slide origin) and no misclassifications for task 4 (scanner type). For task 1, patient age below 48 years could be predicted with high accuracy, but one-quarter of the slides originating from older patients (>78 years) were erroneously classified as belonging to the younger age group. For task 2 (slide preparation date), the results varied widely between comparisons. The 2-year comparison with the highest balanced accuracy (data set 2, 2015 versus 2017) showed some misclassifications, with slides from 2015 occasionally being classified as 2017, whereas the task with the lowest balanced accuracy (data set 1, 2015 versus 2017) showed frequent misclassifications in both directions (Figure 2).
**Discussion**

**Principle Findings**

Using four exemplary hidden variables found in DP WSI data sets, we showed that these variables were learned by a DL algorithm for a dermatopathological data set. A learnable hidden variable may cause a batch effect, which can greatly affect the training of such algorithms if said variable is unintentionally picked up instead of or in addition to the intended target variable. We hypothesized that there would be hidden variables that would figure very prominently on the slides. These are more likely to be picked up and used by the algorithm to classify the slides and therefore pose the greatest threat to classification accuracy. To identify such “high risk” variables, we limited the amount of training the CNN received, using a standard architecture and a training procedure with little optimization and no training until convergence. This should result in only prominent variables being learned, which likely pose the greatest threat to a classifier’s accuracy, although an influence of factors that may be learned by a more extensive training procedure cannot be excluded.

All of the four variables tested (patient age, slide preparation date, slide origin, and scanner type) were learned by the classifier, albeit to different extents. The highest balanced accuracy was observed for task 4 (scanner type). For this task, slides from data set 4 were scanned twice with different devices but processed with the same image-processing pipeline, leaving differences in scanner type (eg, specific scanner hardware or software) as the only causative source of variations, which must be quite pronounced based on the high balanced accuracy.

Performances for tasks 3 (slide origin) and 4 (scanner type) were comparable. As all slides for task 3 were scanned and processed using the same scanner type and pipeline, digitization as the source of the observed batch effects can be ruled out. Therefore, the source of variation most likely stemmed from the slide preparation step, a complex process with lots of potential variables related to the sectioning, fixation, staining, and mounting procedures. Determining the origin of images was previously shown outside the field of DP, where a CNN correctly identified hospital systems based solely on chest radiographs [21].

The aforementioned slide preparation step was also a likely contributor to the “classifiability” of the slide preparation dates (task 2), together with slide aging itself (ie, small amounts of tissue and dye degradation). While slide aging is presumably a gradual process, the slide preparation step is expected to change more abruptly when institutions change the exact mode of slide preparation over time (eg, when a new staining protocol is introduced). This could explain the large variability in classifier performance for task 2, where in some cases the difference between two particular years could be identified much more accurately than between two other years at the same institution. Based on these results, the learnability of this task depends highly on the chosen year and data set, making the underlying variable less of a risk factor but still worthwhile considering.

The patient age prediction task was the only task that reflected a true “biological” difference between the analyzed groups. It is known that the texture of the skin changes as result of the aging process via a multitude of processes [22]. For instance, the amount of elastin and collagen decreases with time, which results in a restructuring of the fibrous tissue in deeper skin layers. On UV-exposed skin, additional similar effects may also be induced by photoaging. Moreover, some extent of biological variability regarding the aging process likely exists. This rather complex pattern of skin aging may explain why the ability of
the CNN to separate the chosen age groups was not perfect. Performance would likely drop if the age gap of 30 years were to be reduced or if instead of WSIs showing both tumor and healthy skin, only tumor regions were regarded. Nonetheless, the classifier’s ability to pick up variables representing large age differences is important to consider, as an unequal patient age distribution is not unlikely to occur for certain medical DL objectives, especially since cancer incidence increases with age.

Based on these findings, it is not unlikely that the discussed variables may interfere with the generation of an accurate CNN-based classifier. Due to the technical nature of slide preparation date, slide origin, and scanner type, their learnability could generalize to other fields in DP, which may have to be investigated in further studies. The learnability of patient age, however, may be more specific to the field of dermatology. While patient age is known to have an impact on the skin, age-related differences may be much less prominent in other tissues.

Prevention and Verification

In order to minimize the learning of batch effect variables, we suggest to balance any known batch effect variables during creation of the training data set, in addition to any normalization and preprocessing standardization. If easy-to-learn variables are equally balanced between classes, separation based on these variables should no longer result in a reduction of the training loss, thus losing its optimization value. In addition, large and diversified validation sets decrease the likelihood that unwanted correlations between batch effect variables and the intended biological variable exist and thereby can aid in uncovering whether the intended biological variable or some confounding hidden variable was learned.

Unfortunately, balancing training data sets for all potential batch effects is unfeasible. Even randomized clinical trials can only ever be balanced for a few features that are deemed crucial to the comparison in question. With time, additional knowledge accumulating both within and outside the field of AI-supported medicine may help researchers to clarify which potential influencing variables have to be taken into account for which tasks. In this regard, the future realization of more transparent AI-systems that facilitate both explainability and causability [23] would go a long way in helping practitioners to better assess the reliability of AI-systems through a better understanding of their decision-making process.

Limitations

A major limitation is that the list of considered artifacts is not exhaustive. As numerous other potential confounders exist, some of which we are not yet aware of, complete coverage of all possible artifacts in one study is impossible and therefore has to be limited to a selection considered to be crucial. However, because of the black-box nature of DL algorithms, there is no proof to show what the model actually learned, meaning that any of the unaccounted for artifacts could by chance correlate with a task’s class distribution and be learned instead. This cannot be ruled out; however, by increasing validation set size and diversity, chances of these accidental training set correlations persisting through to the validation set decrease and should therefore be detected during the validation stage.

In this study, only results obtained with one DL architecture are shown. We therefore investigated two additional architectures (DenseNet121 and VGG16) and observed a similar trend (see Multimedia Appendix 1).

While learnability was only investigated on a dermatopathological data set in this study, some of the insights gained here may be transferable to other fields in DP. Moreover, this study did not intend to show exactly what variables can be learned but rather to show that unexpected variables can be learned.

Conclusions

Our DL model was able to learn several potential batch effect variables with relative ease, a finding that is likely to be applicable to other DL models, too. Thus, our results highlight the importance of identifying and minimizing these effects, not only by normalization and preprocessing standardization but also by carefully constructing training and validation sets for DL classification tasks.
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Abstract

Background: Artificial intelligence (AI) is gaining increasing importance in many medical specialties, yet data on patients’ opinions on the use of AI in medicine are scarce.

Objective: This study aimed to investigate patients’ opinions on the use of AI in different aspects of the medical workflow and the level of control and supervision under which they would deem the application of AI in medicine acceptable.

Methods: Patients scheduled for computed tomography or magnetic resonance imaging voluntarily participated in an anonymized questionnaire between February 10, 2020, and May 24, 2020. Patient information, confidence in physicians vs AI in different clinical tasks, opinions on the control of AI, preference in cases of disagreement between AI and physicians, and acceptance of the use of AI for diagnosing and treating diseases of different severity were recorded.

Results: In total, 229 patients participated. Patients favored physicians over AI for all clinical tasks except for treatment planning based on current scientific evidence. In case of disagreement between physicians and AI regarding diagnosis and treatment planning, most patients preferred the physician’s opinion to AI (96.2% [153/159] vs 3.8% [6/159] and 94.8% [146/154] vs 5.2% [8/154], respectively; \( P = .001 \)). AI supervised by a physician was considered more acceptable than AI without physician supervision at diagnosis (confidence rating 3.90 [SD 1.20] vs 1.64 [SD 1.03], respectively; \( P = .001 \)) and therapy (3.77 [SD 1.18] vs 1.57 [SD 0.96], respectively; \( P = .001 \)).

Conclusions: Patients favored physicians over AI in most clinical tasks and strongly preferred an application of AI with physician supervision. However, patients acknowledged that AI could help physicians integrate the most recent scientific evidence into medical care. Application of AI in medicine should be disclosed and controlled to protect patient interests and meet ethical standards.

Introduction

The incremental use of artificial intelligence (AI) is widely considered as one of the most disruptive developments of the past decades [1]. In medicine, increasing evidence has revealed the promising applications of AI for disease prevention, diagnosis, and treatment [2-4]. Among these, specialties relying on the interpretation of medical imaging data, such as...
dermatology [5], pathology [6], and radiology [7-9], have a particular scientific and economic focus.

While several studies suggested that AI might outperform board-certified physicians at narrow diagnostic tasks [10-13], broad clinical implementation of such technologies has not matched the pace of scientific advancements. Among practical reasons, such as high heterogeneity in clinical data and clinical workflows as well as cost efficiency considerations affecting clinical implementation, other concerns pertain to ethical questions and liability. Consequently, different concepts of AI implementation in existing clinical workflows in a controlled and responsible manner have been discussed to preserve pivotal pillars of accountability [14]. In this regard, one important consensus is that AI should remain as transparent and explainable as possible.

To implement AI in an acceptable manner, it is important to understand perspectives on AI use in clinical routines from among stakeholders, including patients and health care professionals such as students, physicians, and caregivers [15]. In this respect, most studies have reported that medical professionals in specialties most evidently influenced by AI agree with its implementation and consider it a tool complementing the armamentarium they regularly work with. Despite dire early predictions—for example, radiologists being potentially replaced by AI [16]—recent studies have demonstrated a more gradual adaptation of AI solutions that currently augment human capabilities rather than replacing them [17].

Regarding patients’ perspectives on the use of AI in medicine, current studies are primarily focused on particular subspecialties or individual diagnostic procedures [18-20]. Although most of these studies indicate that patients generally accept the implementation of AI in medicine, a recent study investigating patients’ perspectives on implementing specific AI devices revealed controversial opinions among numerous patients, particularly regarding the question of human control [21].

Therefore, this study aimed to investigate patients’ perspectives on the clinical implementation of AI in a more coherent approach that includes the assessment of key clinical competencies such as physician–patient interaction, diagnosis, and therapy as integral parts of the medical workflow. Further, we investigated opinions for human control of AI and its acceptance depending on different disease severities.

**Methods**

**Participants**

After our single-center survey study was approved by the institutional review board (approval number 19-1552), patients scheduled for cross-sectional imaging between February 10, 2020, and May 24, 2020, were informed about the possibility to voluntarily complete an anonymous questionnaire on registration. Dedicated boxes for returning the completed questionnaires were placed in the waiting areas. Questionnaires were collected and data were manually transferred to a structured spreadsheet (Excel, Microsoft Corp) at the end of the acquisition period. The response rate was calculated as proposed by the American Association for Public Opinion Research, using the following formula:

\[
\text{Response Rate} = \frac{C}{P + R} \times 100
\]

where C is the number of completed questionnaires; P, the number of completed questionnaires; and R, the number of nonresponders not consenting to participate or opting out of the questionnaire study.

**Questionnaire**

A senior expert in medical AI, a radiology resident with 4 years of experience and a PhD in psychology, conducted a literature review on previous surveys on AI in general and in medicine. As previous surveys were focused on particular subspecialties or limited in their scope, a new survey was generated. Patient interaction, diagnostics, and treatment decisions were identified as key clinical competencies and were therefore implemented as central elements to assess patients’ acceptance towards the application of AI in medicine. Because no previous questionnaire comprising all the specific endpoints of our study was available, external validation was omitted. The questionnaire comprised five subsections. The first subsection inquired age, gender, level of education, and a history of a cancer diagnosis. Moreover, prior knowledge of AI had to be indicated. In the second subsection, participants were asked about their confidence in physicians versus AI in different clinical tasks, including the assessment of the medical history of a patient, making of diagnostic and treatment decisions, and addressing of the patients’ fears and need for information. The third subsection determined patients’ opinions on human control of AI at diagnosis and treatment planning. In the fourth subsection, the respondents were asked to state whose decision should be preferred at diagnosis and treatment planning in case of disagreement between the physician and AI. Finally, in the fifth subsection, participants were asked to indicate their acceptance regarding the application of AI in diagnosing and treating diseases of different severity. In the second, third, and fifth subsections, patients were asked to indicate their agreement based on a Likert scale ranging from 1 (“I strongly disagree”) to 5 (“I strongly agree”). In subsection 4, a binary decision between AI and physician was requested, with the option to choose “I don’t know/I don’t have an opinion on this.”

**Sample Size Estimation**

A power analysis was performed for sample size estimation. In order not to disregard smaller, yet important differences in this new research field, our study was sufficiently powered to detect small effects (Cohen \( d = 0.2 \)). With \( \alpha = 0.05 \) and power=0.80, the projected sample size needed to detect a small effect (Cohen \( d = 0.2 \)) for within-group comparisons was \( N = 199 \) [22]. Therefore, the inclusion of at least 200 participants was deemed necessary.

**Statistical Analysis**

Data were analyzed using SPSS (version 25, IBM Corp) as well as R 3.4.0 with RStudio 1.0.136 [23]. Likert scores were compared using two-tailed, paired samples t tests. Chi-squared tests were used to compare the proportions of participants. Pearson correlation analysis was used to assess the association
between prior knowledge of AI and confidence on physicians and AI. A $P$ value below .05 was considered statistically significant.

**Results**

**Participants**

Questionnaire outcomes obtained from 229 patients (99 male, 112 female, 18 of unspecified gender; age 18-82 years) scheduled for computed tomography (CT) or magnetic resonance imaging (MRI) were included. The demographic characteristics, education, prior knowledge of AI and the history of cancer diagnosis of the questionnaire participants are summarized in Table 1. In total, 515 questionnaires were handed out, of which 229 were completed and 19 were incomplete (response rate 48.2%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>51.8 (15.4)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>99 (43.2)</td>
</tr>
<tr>
<td>Women</td>
<td>112 (48.9)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not indicated</td>
<td>18 (7.9)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1 (ISCED&lt;sup&gt;a&lt;/sup&gt; 1-2)</td>
<td>57 (24.9)</td>
</tr>
<tr>
<td>2 (ISCED 3-5)</td>
<td>71 (31.0)</td>
</tr>
<tr>
<td>3 (ISCED 6-8)</td>
<td>84 (36.7)</td>
</tr>
<tr>
<td>Not indicated</td>
<td>17 (7.4)</td>
</tr>
<tr>
<td><strong>Prior knowledge of artificial intelligence (1=completely unfamiliar; 5=very familiar), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>39 (17)</td>
</tr>
<tr>
<td>2</td>
<td>46 (20.1)</td>
</tr>
<tr>
<td>3</td>
<td>79 (34.5)</td>
</tr>
<tr>
<td>4</td>
<td>28 (12.2)</td>
</tr>
<tr>
<td>5</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td>Not indicated</td>
<td>29 (12.7)</td>
</tr>
<tr>
<td><strong>History of oncologic disease, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Previous cancer diagnosis</td>
<td>144 (62.9)</td>
</tr>
<tr>
<td>No previous cancer diagnosis</td>
<td>66 (28.8)</td>
</tr>
<tr>
<td>Not indicated</td>
<td>19 (8.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ISCED: International Standard Classification of Education. ISCED levels: 1=primary education, 2=lower secondary education, 3=upper secondary education, 4=postsecondary nontertiary education, 5=short-cycle tertiary education, 6=bachelor or equivalent, 7=master or equivalent, 8=doctoral or equivalent.

**Confidence in the Capabilities of Physicians vs AI**

Patients assigned significantly higher mean scores to the physician rather than to AI for all capabilities included (Table 2), except for treatment planning based on the most recent scientific evidence, for which the participants favored AI to physicians (3.96 [SD 0.95] vs 3.71 [SD 0.84]; mean difference –0.255; 95% CI –0.416 to –0.094; $t_{195}$=–3.12; $P$=.002, Cohen $d$=–0.233). Figure 1 summarizes the proportions of ratings assigned to physicians and AI for different clinical tasks.
Table 2. Comparison of mean ratings regarding confidence in clinical capabilities of physicians and artificial intelligence (AI).

<table>
<thead>
<tr>
<th>Capability</th>
<th>Physician, mean (SD)</th>
<th>AI, mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>t (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obtaining any relevant information from my medical history</td>
<td>3.81 (0.85)</td>
<td>3.38 (1.04)</td>
<td>0.433 (0.258 to 0.608)</td>
<td>4.88 (177)</td>
<td>&lt;.001</td>
<td>0.407</td>
</tr>
<tr>
<td>Making an accurate diagnosis</td>
<td>3.91 (0.76)</td>
<td>3.27 (0.96)</td>
<td>0.633 (0.454 to 0.812)</td>
<td>6.99 (168)</td>
<td>&lt;.001</td>
<td>0.617</td>
</tr>
<tr>
<td>Proposing the appropriate treatment</td>
<td>4.08 (0.64)</td>
<td>3.30 (0.98)</td>
<td>0.78 (0.621 to 0.94)</td>
<td>9.67 (172)</td>
<td>&lt;.001</td>
<td>0.959</td>
</tr>
<tr>
<td>Planning treatment according to recent state of science</td>
<td>3.71 (0.84)</td>
<td>3.96 (0.95)</td>
<td>-0.255 (-0.416 to -0.094)</td>
<td>-3.12 (195)</td>
<td>.002</td>
<td>0.233</td>
</tr>
<tr>
<td>Allocating a sufficient amount of time for me</td>
<td>3.55 (0.99)</td>
<td>3.25 (1.30)</td>
<td>0.295 (0.043 to 0.547)</td>
<td>2.31 (172)</td>
<td>.02</td>
<td>0.208</td>
</tr>
<tr>
<td>Taking away my worries and addressing my anxieties</td>
<td>4.15 (0.86)</td>
<td>2.16 (1.08)</td>
<td>1.984 (1.79 to 2.179)</td>
<td>20.16 (192)</td>
<td>&lt;.001</td>
<td>1.653</td>
</tr>
<tr>
<td>Providing all information relevant to my treatment</td>
<td>4.08 (0.80)</td>
<td>3.38 (1.20)</td>
<td>0.699 (0.488 to 0.911)</td>
<td>6.52 (192)</td>
<td>&lt;.001</td>
<td>0.598</td>
</tr>
</tbody>
</table>

Figure 1. Results of the questionnaire regarding the clinical capabilities of physicians versus artificial intelligence (AI). Percentages refer to the proportion of negative (light orange, orange), neutral (gray), and positive (light blue, blue) responses. Proportions of patients who indicated “Don’t know” or left the question blank are indicated on the right. Patients favored physicians to AI for all clinical capabilities except for making a treatment plan based on current clinical knowledge, where they preferred an AI algorithm.
Different Levels of Human Control of AI at Diagnosis and Treatment Planning

During both diagnosis and treatment, patients were significantly more comfortable with the use of AI under the physician's supervision than without such supervision (at diagnosis: 3.90 [SD 1.20] vs 1.64 [SD 1.03]; mean difference 2.26; 95% CI 2.08 to 2.43; \( t_{213}=25.19; P=.001; \) Cohen \( d=1.62; \) treatment planning: 3.77 [SD 1.18] vs 1.57 [SD 0.96]; mean difference=2.20; 95% CI 2.03 to 2.38; \( t_{209}=25.12; P=.001; \) Cohen \( d=1.58).\)

Disagreement Between Physicians and AI

When asked whose decision should be followed in case of disagreement between the physician and AI regarding the diagnosis, 66.8% (153/229) of patients decided that the diagnosis of the physician should be followed, 2.6% (n=6) of patients decided that the decision of the AI should be followed, 24.5% (n=56) of patients responded that they were undecided, and 6.1% (n=14) of patients did not respond to the question. When analyzing the responses of patients who decided on either AI or a physician, a significantly larger proportion of patients (153/159, 96.2%) decided that the diagnosis of the physician should be considered (\( \chi^2=135.91; P=.001).\) The same applied to disagreement regarding treatment decisions, for which a similarly large proportion of participants (146/154, 94.8%) decided that the treatment suggested by the physician should be considered (\( \chi^2=123.66; P=.001).\)

Application of AI for the Diagnosis and Treatment of Diseases of Different Severity

There was a significant main effect for disease severity (\( F_{2,414}=51.75; P=.001; \eta^2_p=0.200), indicating that the acceptance of AI was lower for more severe diseases than for less severe diseases. Post hoc tests revealed that the acceptance of AI was significantly lower for diseases of medium severity (3.29 [SD 1.32]) than for those of low severity (3.77 [SD 1.27]; mean difference=0.48; 95% CI 0.33 to 0.64; \( t_{211}=6.15; P=.001; \) Cohen \( d=0.426).\) Additionally, the acceptance of AI was significantly lower for diseases of high severity (2.97 [SD 1.52]) than for diseases of medium severity (3.30 [SD 1.33]; mean difference=0.33; 95% CI 0.23 to 0.43; \( t_{207}=6.42; P=.001; \) Cohen \( d=0.498).\) Figure 2 provides an overview of the proportions of ratings regarding human control of AI, disagreement between AI and physicians, and acceptance of AI for the diagnosis and treatment of diseases of different severity.
Correlation Between Patient-Related Factors and Responses

Prior knowledge of AI was by far the most important patient-related factor correlating with certain patients’ opinions on AI. As shown in Table 3, prior knowledge of AI was significantly correlated with the acceptance of AI in almost all questionnaire items, indicating that patients assigning a higher rating to their prior knowledge on AI were generally more accepting of the use of AI for various aspects of medical treatment and diagnosis. However, the strength of the correlation was weak overall.
Table 3. Correlation between prior knowledge of artificial intelligence (AI) and assigned ratings for clinical capabilities of physicians and AI.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Correlation between prior knowledge of AI and assigned ratings to physicians</th>
<th>Correlation between prior knowledge of AI and assigned ratings to AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician/AI would be capable of obtaining any relevant information from my medical history</td>
<td>-0.015</td>
<td>.83</td>
</tr>
<tr>
<td>Physician/AI would be capable of making an accurate diagnosis</td>
<td>0.112</td>
<td>.12</td>
</tr>
<tr>
<td>Physician/AI would be capable of proposing the appropriate treatment</td>
<td>0.103</td>
<td>.16</td>
</tr>
<tr>
<td>Physician/AI would be capable of planning my treatment according to recent state of science</td>
<td>0.062</td>
<td>.39</td>
</tr>
<tr>
<td>Physician/AI would be capable of allocating a sufficient amount of time for me</td>
<td>0.012</td>
<td>.87</td>
</tr>
<tr>
<td>Physician/AI would be capable of taking away my worries and addressing my anxieties</td>
<td>-0.001</td>
<td>.99</td>
</tr>
<tr>
<td>Physician/AI would be capable of providing all information relevant to my treatment</td>
<td>0.016</td>
<td>.83</td>
</tr>
</tbody>
</table>

Discussion

Over the past few years, research and development in AI has gained considerable momentum [24]. Although AI in medicine is faced with critical challenges regarding its implementation and reimbursement [25], AI technologies will increasingly impact the diagnosis, management, and treatment of diseases in the future.

This study shows that patients would trust physicians over AI in most clinical capabilities except for basing treatment decisions on the most current clinical knowledge, for which AI was considered superior. This is an interesting finding, as it may be increasingly difficult for physicians both in academia and private practice to keep up with the rapidly growing literature in their corresponding subspecialties [26]. Our results indicate that patients seem to be aware of this issue and consider AI superior in incorporating the most recent scientific evidence. It is worth noting that the discrepancy between the acceptance of AI and physicians was largest in the category of “taking away my worries and addressing my anxieties,” for which physicians received the highest ratings. While this is, to an extent, an expected result, it clearly underlines the demand for empathetic doctor-patient interactions, concurrent with previous findings [27].

Interestingly, patients favored the capabilities of physicians to AI for diagnosis and treatment decisions, although these two aspects have received extensive media coverage, showing promise in its application in medicine. However, it is important to note that although physicians received higher ratings, a large proportion of patients still had positive views on the clinical capabilities of AI. This “cautious optimism” regarding the usefulness of AI in medicine was reflected by the broad consensus among patients for the use of AI for diagnosing and treating rather mild medical conditions; however, this optimism significantly declined with an increase in disease severity. This is in line with a previous survey outlining that acceptance of AI-based decisions declines when the stakes or risks are higher [28]. This observation is relevant in view of many commercially available algorithms for diagnosing life-threatening disease conditions such as cerebral hemorrhage, pulmonary embolism, or pneumothorax [29-31].

Because we are in the era of “narrow AI,” in which algorithms can fulfill very specific tasks with high accuracy [32], the general conception of AI implementation is to use it as a tool to support clinicians in specific areas. However, it can be expected that with the development of AI in medicine, some tools might offer broader and more general applications. Different models of implementation of AI in clinical workflows have been conceived, in which the level of autonomy assigned to AI algorithms plays an important role. In this study, most patients reported that AI findings should be double-checked by a physician. In case of a disagreement between physicians and AI, the vast majority of patients (96.2% [153/159] for disagreement on diagnosis and 94.8% [146/154] for disagreement on treatment decisions) preferred the physician’s to that of AI, concurrent with the results of a previous survey among Chinese cancer patients, in which 88.8% and 91.3% of participants reported they would follow the physician’s suggestion regarding diagnosis and treatment [27].

The use of AI in medicine without adequate disclosure or explanation to patients can be hazardous [33,34]. Consequently, transparency and explicability are absolutely crucial for AI implementation [14]. Based on these findings on AI control and a significant trend towards lower acceptance rates of AI with increasing disease severity, we conclude that patients should be informed of which tasks involve AI algorithms and whether these applications are supervised by a physician. This is particularly relevant as most AI tools being developed and made available fall under this severe disease category, which explicitly comprised oncologic diseases in our questionnaire.

Our study has limitations that need to be acknowledged. The number of participants we included was rather small, which limits generalization of our results to other populations; for
example, a previous study suggested that Asian populations may anticipate a more disruptive development of medical AI with the potential replacement of health care professionals [35]. Apart from prior knowledge of AI, we did not observe other significant influences on its acceptance in the medical workflow, which might be attributed to the small sample. However, considering previous reports, we speculate that familiarity with AI technology is indeed the most important factor influencing patients’ acceptance of it. Another limitation to consider is that the setting of handing out the questionnaire at registration for cross-sectional imaging, owing to organizational prerequisites, certainly introduced a selection bias towards participants with a history of more severe diseases warranting such radiological examinations. Surveying patients at primary care physician appointments might therefore yield divergent results.

In conclusion, patients had greater confidence in physicians than in AI in most clinical capabilities except for making treatment decisions based on the most recent scientific evidence, where they found AI advantageous. Patients strongly preferred physician-controlled application of AI. In order to safeguard patient interests, disclosure and control of AI application in medicine is crucial.
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Abstract

Background: Facial expressions require the complex coordination of 43 different facial muscles. Parkinson disease (PD) affects facial musculature leading to “hypomimia” or “masked facies.”

Objective: We aimed to determine whether modern computer vision techniques can be applied to detect masked facies and quantify drug states in PD.

Methods: We trained a convolutional neural network on images extracted from videos of 107 self-identified people with PD, along with 1595 videos of controls, in order to detect PD hypomimia cues. This trained model was applied to clinical interviews of 35 PD patients in their on and off drug motor states, and seven journalist interviews of the actor Alan Alda obtained before and after he was diagnosed with PD.

Results: The algorithm achieved a test set area under the receiver operating characteristic curve of 0.71 on 54 subjects to detect PD hypomimia, compared to a value of 0.75 for trained neurologists using the United Parkinson Disease Rating Scale-III Facial Expression score. Additionally, the model accuracy to classify the on and off drug states in the clinical samples was 63% (22/35), in contrast to an accuracy of 46% (16/35) when using clinical rater scores. Finally, each of Alan Alda’s seven interviews were successfully classified as occurring before (versus after) his diagnosis, with 100% accuracy (7/7).

Conclusions: This proof-of-principle pilot study demonstrated that computer vision holds promise as a valuable tool for PD hypomimia and for monitoring a patient’s motor state in an objective and noninvasive way, particularly given the increasing importance of telemedicine.

(J Med Internet Res 2021;23(2):e21037) doi:10.2196/21037
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Parkinson disease; hypomimia; computer vision; telemedicine

Introduction

Facial expressions are an essential component of interpersonal communication [1]. They depend on our ability to voluntarily and involuntarily contract facial muscles [2], which are innervated by facial nerves. However, neurodegenerative diseases can cause cognitive disorders that affect expressivity [3] and cortical or peripheral nerve traumas [4], and can limit the production of facial expressions and emotion recognition [5,6]. This affects the ability to contract facial muscles by causing hemifacial spasms and can produce involuntary movements (ie, tics) and muscle weakness or stiffness.

Parkinson disease (PD) is a neurodegenerative disease that produces a gradual and generalized loss of motor functions, including the ability to contract facial muscles during spontaneous and voluntary emotional expressions [7], and voluntary nonemotional facial movements [8]. This reduced ability leads to a loss of facial expressiveness that generates a
signature “mask-like” appearance of the disease, which is also known as hypomimia. This loss of expressivity is often confounded with depression [2,9], a common symptom in patients with PD. However, even nondepressed PD patients show hypomimia, supporting the hypothesis of a motor control impairment in addition to the effects of depression [2,9]. A hypomimia rating is part of the Unified Parkinson Disease Rating Scale (UPDRS) [10], which is the gold standard clinical assessment tool. When assessing a patient for hypomimia, neurologists rate on a 5-point scale as follows: 0 for normal facial expression, 1 for minimal hypomimia, 2 for slight but abnormal diminution of facial expression, 3 for moderate hypomimia, and 4 for severe or complete loss of facial expression [10].

Disease progression does not seem to produce uniform facial masking across people. Studies of differential deficits in specific muscles [7] and sections of the face have documented asymmetric patterns [11] during posed smiling. However, previous work was based on constrained laboratory tasks where facial expressions were either evoked by sensory stimulations [12] or posed [7,11], limiting the applicability of the results to spontaneous natural expressivity.

In experimental settings, the quantification of masked facies in patients with PD has been traditionally performed with manual scoring [11,13,14]. A method capable of objectively characterizing variations in naturally occurring facial expressions that vary with disease progression would allow the patient state to be continuously evaluated outside of a clinical setting, opening up the possibility of remote or telemedicine-based monitoring. Video analysis has started to demonstrate success in objectively quantifying emotions in psychiatry [15,16] and neurology [17].

Computational methods based on known face components (eyes, mouth/lips, action units, skin, and shape) have been proposed [18-24]. For instance, eye-tracking algorithms [18] have been successful at quantifying the reduction in emotion recognition by patients with PD [19]. These methods involve the analysis of facial movements [22], specific visual features [23], patterns related to a specific emotion such as disgust [12], or facial landmarks [21]. Engineered facial features are nevertheless limited by image quality (distance to camera), pose (nonfrontal looking participant), or visual occlusions (eg, glasses, hands, and hats). These challenges [25] can be overcome by learning features directly from the raw image data using deep convolution networks that are known to be very effective at extracting emotions in healthy participants [26] and to outperform classic feature extraction methods.

Although it is well accepted that PD produces a generalized loss of the ability to produce facial expressions, it is unclear how this deficit evolves with disease progression and what are the effects of dopamine replacement therapy on masked facies [27]. In this work, we describe a methodology to characterize PD hypomimia using deep learning. This procedure can be performed remotely on videos, and thus, it provides a novel noninvasive digital tool for objective assessment of PD hypomimia and the changes associated with an on-off drug motor state. An automated video-based assessment tool like this one may be valuable for use in telemedicine [28], which has become increasingly utilized in PD especially following the onset of the COVID-19 pandemic. Such a resource would also allow for monitoring of a patient’s motor state at home [29,30] between in-office neurologist or clinical trial visits [31].

**Methods**

**Algorithm Development**

The neural network model was trained using two data sets of faces, comprising people with PD and controls. The first was the YouTube Faces Database [32] (created by the Computer Science Department of Tel Aviv University), which contains 3425 videos of 1595 people (two-thirds of the subjects are male). The average length of the video clips is 7 seconds. This database constituted the control database for training the Visual Geometry Group neural network [33] in this study. The second training data set was created by performing a search on YouTube using the search terms “Parkinson’s disease” and “interview.” From that search, 107 videos of self-identified PD patients (68 males, middle-aged and older patients) were collected. This latter YouTube set was randomly partitioned into a 75% training set (80/107 videos, 50 males) and 25% test set (27/107 videos, 18 males). By design, this training data set incorporated common image quality challenges (such as varying lightning conditions, poses, and occasional presence of motion blur).

To preprocess the videos, faces were extracted from each frame of each video. Thereafter, each image was converted to grayscale, the intensity was normalized (mean=0.51, standard deviation=0.25), and the image was resized to a standardized 224 × 224 pixels. The neural network was trained using stochastic gradient descent.

After training, for each new video in the test set, the algorithm assigned each frame a score between 0 and 1, based on the degree of hypomimia that was detected by the algorithm in that frame. The scores of all of the frames of a video together formed a density distribution for that video (Figure 1), which demonstrated the proportion of frames that are assigned each likelihood of hypomimia. It is important to note that not all frames are indicative of the disease state, as a patient with PD may well have some frames where he/she does not exhibit hypomimia. Thus, the probability distribution for each video (and thus each subject) had a different shape proportional to the underlying hypomimia severity. We hypothesize that a PD video will have more frames with a higher hypomimia score than will a control video. Similarly, we hypothesize that a patient with PD in the off drug state will have more frames with a higher hypomimia score than that same subject in the on drug state.

In order to classify each video, we needed to characterize this density distribution for each video as a single number. To do so, we took the fifth quantile (Q) of that video’s frame score density distribution (other quantiles can be used without loss of generality as discussed in the Results section). A video that exhibits low hypomimia should have a positively skewed distribution, as the bulk of the probability mass will be closer to 0, and therefore, will have a lower value of Q. In contrast, a video that exhibits high hypomimia should have a negatively
skewed distribution, with the bulk of the probability mass closer to 1, and therefore, will have a higher value of Q. Thus, the value of Q can be used to characterize how strongly hypomimia is detected in a given video, by representing how far along the 0 to 1 continuum is required to achieve 5% of the video’s frames. Using this metric, we hypothesize that control videos will have a relatively lower Q (more frames concentrated toward 0) and PD videos will have a relatively higher Q (more frames concentrated toward 1; Figure 2).

**Figure 1.** The preprocessing pipeline for the input videos. Faces are extracted, greyscaled, and normalized. Then, each frame in the video is assigned a probabilistic classification assignment from 0 to 1 representing the degree of hypomimia. Thus, each video is represented by a probability distribution of frame scores. SGD: stochastic gradient descent.

**Figure 2.** Video scoring. To classify a video, a probability distribution is created for all of a video’s frames, and the fifth percentile of the distribution is defined as Q. A video that has a Q value above T (ie, closer to 1 or more evidence of hypomimia) is categorized as PD hypomimia; a video with a Q value below T (ie, closer to 0 or less evidence of hypomimia) is categorized as Control. PD: Parkinson disease.
Finally, a classification threshold \( T \) was selected. Any video that had a Q value lower than the threshold \( T \) was classified as not PD (ie, 0). Any video that had a Q value higher than the threshold \( T \) was classified as PD (ie, 1). \( T \) was selected such that it maximized classification accuracy in the testing set and was validated using the separate held-out validation set consisting of the Alan Alda videos.

**Algorithm Testing**

The difference in video scores between the PD and control groups was tested on a set of 54 videos (middle-aged and older patients, 37 males). Of these, half (\( n = 27 \)) featured people with self-identified PD, and the other half (\( n = 27 \)) featured people without PD (controls). The control videos were selected to include people who self-reported having other neurological or psychiatric disorders, with the following breakdown: 18 healthy people, four people with depression, one person with posttraumatic stress disorder, one person with traumatic brain injury, one person with bipolar disorder, one person with schizophrenia, and one person with chronic back pain. For the videos that were categorized as PD or other disorders, identification was performed based on the uploader’s self-report (ie, the title of the video), not a clinical evaluation. However, many of the videos were created by disease associations, clinicians, academics, documentaries, or celebrities who publicly revealed their diagnoses, providing some degree of confidence of the reliability of the self-report.

**Algorithm Validation**

**Hypomimia and Drug State**

The Tufts Clinical data set consists of 35 participants (mean age 68 years, SD 8 years; 23 males and 12 females; mean total UPDRS-III score 25, SD 13) with idiopathic PD. The protocol was run at Tufts Medical Center in Boston, Massachusetts and was approved by the Tufts Health Sciences Campus Institutional Review Board (IRB #12371) (the complete study design [34] and related analyses conducted on the data set [35-37] have been reported previously). Patients were video recorded by means of a Microsoft Kinect camera (Microsoft Corp) at 30 frames per second.

Only 33 participants participated in a clinical interview in both their on and off drug states, with a mean of 3639 frames per video (approximately 2 minutes), which is similar to the length of the videos used in the training data set.

All 35 participants performed the UPDRS-III scripted tasks (including pronation-supination, finger tapping, and walking) and simulated activities of daily living [34] (including book carrying, bottle shaking, coat buttoning, cursive writing, and zipping) during their clinical visit, with a mean of 50,987 frames per video (approximately 28 minutes).

PD medication state (on or off) was self-reported by the participant at the start of each session. Medication dosage and timing was determined by the participant’s typical daily dosage of levodopa (L-DOPA) therapy. Participants refrained from taking additional dosages in order to follow this experimental protocol. Participants were randomly assigned to an order condition (either completing the protocol in on first or off first).

All participants arrived at the clinic in the off state. If they were assigned to the off first condition, they completed the experimental protocol when they arrived in the clinic (off state). Thereafter, they took their scheduled L-DOPA dose and waited until the medication’s effects began. They were evaluated by the neurologist administering the UPDRS every 30 minutes until they self-reported being in the on medication state or 1.5 hours after the dose (whichever came earlier). Once this occurred, they completed the experimental protocol a second time (on state). In contrast, if the participant was assigned to the on first condition, they took their scheduled L-DOPA dose once they arrived at the clinic, waited until its effects began (as described above), and then completed the experimental protocol for the first time (on state). These participants then left the clinic and came back for a second scheduled session on a different day to perform the experimental protocol in the off state.

The UPDRS-III Facial Expression item, which rates the impairment of facial expressions, was used as the reference outcome variable in the present analyses. We characterized a strictly positive UPDRS-III Facial Expression score (ie, a rating greater than 0) as a positive PD classification by the examining neurologist. Additionally, we characterized a strictly positive difference of the UPDRS-III Facial Expression score between off and on (off minus on) as corresponding to a positive drug state classification by the neurologist.

Participants should have less dysfunction (and a lower UPDRS score) when they are in the on medication state than when they are in the off medication state. The present work investigates the effectiveness of the proposed computer vision algorithm to detect hypomimia in these patients, as well as quantify their medication state (ie, on/off) by detecting hypomimia. In that respect, if the algorithm is predictive of a patient’s drug state, the model should predict a lower score for the on state as levodopa contributes to lowering PD symptoms by increasing the availability of dopamine to the brain. This hypothesis was tested by computing the change in score between the off and on medication states.

**Longitudinal Severities of Masked Facies**

The longitudinal data set consisted of seven videos of public appearances of Alan Alda from 1974 to 2019 (age 38-83 years), in which he was engaged in public speaking. Alan Alda is an actor, director, and screenwriter who was diagnosed with PD in 2014. This data set consists of four videos before diagnosis and three videos after diagnosis, and is used to evaluate the present algorithm’s ability to quantify hypomimia. In this data set, a mean of 9642 frames per video (5.3 minutes) was extracted and analyzed by the algorithm. In these interviews, Mr Alda is recorded in diverse poses and lighting conditions, making the longitudinal data set qualitatively similar to the training data set and Tufts Clinical data set.

**Results**

**Hypomimia Detection (Test Set)**

As expected for the PD videos, a greater proportion of frames were classified as “PD hypomimia” than were for the control videos. The skewness of the PD subject video distributions was...
significantly smaller than that of the control videos (one-tailed Mann-Whitney $U=212$, $P=.004$), demonstrating that there was more weight to the right side of the distribution (hypomimia scores closer to 1) for PD videos than for control videos (Figure 3).

**Figure 3.** Example test set of PD and control distributions for four videos from the test data set. Two control videos (in blue) and two PD videos (in red). The distributions of the PD videos have higher weight on score values closer to 1 (negatively skewed) compared to the control videos, thereby demonstrating greater incidence of hypomimia. PD: Parkinson disease.

We experimentally quantify this difference in skewness by selecting the fifth quantile $Q$, which becomes the video score. The greater the incidence of hypomimia in the frames of a given video, the higher the quantile $Q$. Figure 4 shows that a wide range of quantiles would provide satisfying results on the test set (all quantiles below 15 achieve an area under the receiver operating characteristic curve [AUROC] >0.7). We chose the fifth quantile without loss of generality and applied this choice to the validation data sets only. A classification threshold ($T=0.0003$) was selected to maximize classification accuracy (70% accuracy or 38/54 videos correctly classified) in the test set. This threshold was determined on the basis of performance on these test set videos and then evaluated on the separate held-out validation data sets (Alan Alda and Tufts Clinical) to characterize hypomimia cues.

To provide a baseline accuracy measure, two professional neurologists rated each video in the test data set on the UPDRS-III Facial Expression score (score between 0 and 4). The neurologists performed the evaluation on the video, not an in-person clinical examination, and were told just to focus on the Facial Expression score and attempt to avoid being influenced by other cues present in the subject’s behavior, to the extent possible. Using this scoring system, one neurologist’s ratings produced an AUROC of 0.64 and the other neurologist’s ratings produced an AUROC of 0.79. Averaging both neurologists’ UPDRS-III Facial Expression scores produced an AUROC of 0.75. These scores were taken as an approximation of baseline classification accuracy that could be achieved using expert human raters. It is important to note, however, that this accuracy is an approximation and a true in-person clinical rating would incorporate substantially more information than just the UPDRS-III Facial Expression score.
Figure 4. Test set AUROC (PD vs Control) as a function of the chosen video distribution quantile to use as the “Q” threshold. A wide range of quantiles achieves AUROC > 0.7 (15th quantile and below). The fifth quantile, selected as our video score threshold, is shown in green. AUROC: area under the receiver operating characteristic curve; PD: Parkinson disease.

Hypomimia Changes Associated With the Drug State in the Tufts Data Set (Validation Set)

Finally, we assessed the performance of our algorithm on the held-out validation sets, after being trained on the training set and accuracy maximized on the testing set. The first validation set was the Tufts Clinical data set used to assess hypomimia changes associated with the drug state. For each patient, we extracted and analyzed all frames in the video. Our goal was to quantify PD hypomimia for each patient’s visit and see if on and off motor states had an impact on hypomimia as captured by the neurologist’s UPDRS-III Facial Expression score and our algorithm.

To test if the algorithm was able to correctly classify PD hypomimia, we computed the score of each clinical interview video to see if it exceeded the decision threshold T. If the score was above the threshold, the video was categorized as PD. The algorithm detected PD in 76% (25/33) of the off drug sessions (in comparison, the neurologist gave a UPDRS-III Facial Expression score higher than 0 for 88% [29/33] of these sessions) and in 67% (22/33) of the on drug sessions (in comparison, it was 70% [23/33] for the neurologist). This reduction in facial masking detection between the off and on states for both the algorithm and the neurologist can be attributed to drug efficacy in reducing PD symptoms.

To quantitatively evaluate the difference between the off and on states, we computed the difference between the off and on video scores for each participant. The off score generated by the algorithm was strictly greater than the on score in 63% (22/35) of the participants during the clinical visit. In comparison, the neurologist ratings of the UPDRS-III Facial Expression score were strictly greater in the off state than in the on state for only 46% (16/35) of participants. However, it is worth noting that the UPDRS-III Facial Expression score is integer based and does not allow clinicians to assess changes in facial expression that are more granular than these integer ratings. The clinical interview accuracies of the UPDRS-III Facial Expression score and algorithm were 45% (15/33) and 55% (18/33), respectively.

To quantify the sensitivity of our analysis, we provided a plot highlighting the differences in detection as given by different thresholds (the x-axis is scaled by T). Thresholds to separate the on state from the off state effectively were smaller than T, which appeared reasonable as we expected the difference between the on and off states to be more subtle than the difference between the PD and control groups. More precisely, a threshold of 0.1 T provided an accuracy comparable to that of the neurologist (46% accuracy), and a threshold of 0.01 T led to 60% accuracy (Figure 5).
Longitudinal Severities of Masked Facies
We sought to retrospectively validate the algorithm’s ability to characterize PD symptomology in an individual longitudinally. The algorithm was applied to seven interview videos featuring Alan Alda (officially diagnosed with PD in 2014) from 1974 to 2019. There was an increase in the algorithm’s PD classification before PD diagnosis to after diagnosis. Indeed, all videos before PD diagnosis were below the optimal threshold T for positive classification, and all videos after diagnosis were well above the threshold, highlighting the fact that the algorithm was able to capture hypomimia cues. Finally, we included a confidence interval (as given by the third and seventh video distribution quantiles) associated with the video scores (Figure 6).
Discussion

Principal Results

In this proof-of-principle pilot study, we used deep learning to detect PD hypomimia from videos of people with and without PD. Our method was also able to detect the effect of dopamine replacement medication in participants during their clinical visit and to analyze the progression of symptoms in the actor Alan Alda before and after his diagnosis of PD.

Comparison With Prior Work and an Alternative Approach

A well-established method to identify facial expressions was proposed by Ekman and Friesen [38], which describes visual facial movements related to the muscles involved in the production of emotions. Known as the Facial Action Coding System (FACS), this method uses localized image information and has been previously applied to study parkinsonism [12,39]. However, the studies did not provide information on medication state or longitudinal changes of facial expressions in PD patients.

An alternative approach to investigate the progression of PD as a function of the ability to move specific facial muscles is to use electromyography [7]. This approach may be considered less prone to artifacts of head movement, complexion, and facial bone structure, but the use of electromyography at a participant’s home is technically challenging and impractical.

Limitations

There are noteworthy limitations to our work. The training data set is limited, as in particular, it did not include people in the full range of relevant ages affected by PD (early onset PD patients were not represented), which constrains generalizability. The effect of dopaminergic medication was not taken into consideration when training the model, as all videos in the training data sets were classified as either PD or control, with no consideration of on versus off medication state. There is uncertainty linked to the video labels in the training data set, as it relied on the uploader’s self-report (ie, the title of the video), not a clinical evaluation. Consequently, it is important to validate the present algorithm with clinically verified participants with and without PD, as was performed in this work using clinically validated participants in on and off drug states. Moreover, while gender and, to a lesser extent, age can be ascertained with some degree of certainty for subjects in the training data set, additional demographic information is highly limited, making generalization to larger test sets potentially susceptible to demographic or other biases in the training sets. This observation, coupled with the fact that the longitudinal study is limited as it was applied on only seven videos of one person, implies that more extensively curated training data sets as well as larger testing data sets will be required to validate the robustness of our method.

Conclusions

Our algorithm may serve as a nonclinical marker for PD hypomimia and on and off motor states. Unlike the lengthy physical examination techniques required for the clinical assessment of PD, which require in-person or video examinations that must be rated by a trained clinician, the present automated technique is capable of rating videos of a patient’s face. This technique has the potential to improve the ability to continuously monitor the on and off states, even in the...
patient’s home. This can thereby serve as a serial data point for use in at-home monitoring for PD or at-home assessment in a PD clinical research study, with little patient burden and minimal technological requirements.

With a shift toward a greater role of telemedicine, an automated assessment of hypomimia could serve as a screening tool for parkinsonism and as a nonobtrusive objective score to assess on and off states. Further study will be needed to assess the value of this automated assessment in various clinical settings. The proposed model was tested on PD hypomimia, but in theory, it could be applied to other neurological conditions that produce other face signatures.
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Abstract

Background: Identifying cognitive impairment early enough could support timely intervention that may hinder or delay the trajectory of cognitive impairment, thus increasing the chances for successful cognitive aging.

Objective: We aimed to build a prediction model based on machine learning for cognitive impairment among Chinese community-dwelling elderly people with normal cognition.

Methods: A prospective cohort of 6718 older people from the Chinese Longitudinal Healthy Longevity Survey (CLHLS) register, followed between 2008 and 2011, was used to develop and validate the prediction model. Participants were included if they were aged 60 years or above, were community-dwelling elderly people, and had a cognitive Mini-Mental State Examination (MMSE) score ≥ 18. They were excluded if they were diagnosed with a severe disease (eg, cancer and dementia) or were living in institutions. Cognitive impairment was identified using the Chinese version of the MMSE. Several machine learning algorithms (random forest, XGBoost, naïve Bayes, and logistic regression) were used to assess the 3-year risk of developing cognitive impairment. Optimal cutoffs and adjusted parameters were explored in validation data, and the model was further evaluated in test data. A nomogram was established to vividly present the prediction model.

Results: The mean age of the participants was 80.4 years (SD 10.3 years), and 50.85% (3416/6718) were female. During a 3-year follow-up, 991 (14.8%) participants were identified with cognitive impairment. Among 45 features, the following four features were finally selected to develop the model: age, instrumental activities of daily living, marital status, and baseline cognitive function. The concordance index of the model constructed by logistic regression was 0.814 (95% CI 0.781-0.846). Older people with normal cognitive functioning having a nomogram score of less than 170 were considered to have a low 3-year risk of cognitive impairment, and those with a score of 170 or greater were considered to have a high 3-year risk of cognitive impairment.

Conclusions: This simple and feasible cognitive impairment prediction model could identify community-dwelling elderly people at the greatest 3-year risk for cognitive impairment, which could help community nurses in the early identification of dementia.
Introduction

Dementia constitutes a major health care burden nationally and worldwide [1]. Approximately every 3 seconds, a person somewhere in the world is diagnosed with dementia, and the current annual cost of dementia is estimated to be US $1 trillion, which is set to double by 2030 [2]. China has the largest population of patients with dementia in the world (9.5 million) followed by the United States (4.2 million) [1]. Evidence suggests that delaying the onset of dementia by 1 year is likely to reduce its prevalence by 11% by 2050, while delaying it by 5 years could halve the number of people living with dementia by 2050 [3]. Given that dementia is incurable, it is of high importance to detect cognitive impairment in its early stages [4].

Good evidence already exists that specific risk factors can contribute to increased dementia risk at different life stages. The risk factors are education in early life, hypertension and obesity in midlife, and smoking and depression in later life [5]. Prediction models concerning risk factors for cognitive impairment have already been published. However, the variables included in the models vary, and they mostly focus on laboratory markers only [6-8]. A systematic review by Hou et al included 61 studies of the prediction models of dementia. They found that age, sex, education, cognition assessment scales, BMI, alcohol intake, and genetic variables were the most common predictors included in the models [8]. Questionnaire-based data have also been used to explore the clinical variables with promising predictive values in the transition to cognitive impairment (demographic characteristics and neuropsychiatric symptoms). Other studies have used data based on medical imaging (brain atrophy), genes (apolipoprotein E), or biomarkers (amyloid-β, tau, etc.) [5,9,10]. One study used the C-Pittsburgh compound B (C-PiB) medial temporal standard uptake value ratio with the Mini-Mental State Examination (MMSE) for the prediction of a person going from mild impairment to dementia, and the area under the curve was 0.92 [6]. Kivipelto et al used big data to develop a prediction model of the risk of late-life dementia in middle-aged people, and the model included age, education, hypertension, hypercholesterolemia, and obesity as variables, with an average area under the curve of 0.77 [7]. However, these prediction models are complex, less accurate, and difficult to implement in practice for nursing staff who are working with elderly patients. Therefore, especially for use in community environments, simplier, more accurate, and feasible models are needed [8].

Machine learning has recently been used to produce a prediction model for practice. Machine learning can help in modeling information based on causal and/or statistical data, potentially revealing hidden dependencies between factors and diseases in a big data environment [11]. Published studies show how machine learning algorithms, such as naïve Bayes (NB), AdaBoost, and random forest (RF), have been used to predict or detect cognitive impairment [12-15].

We systematically searched PubMed ("cognitive impairment" OR "cognitive decline" OR "dementia" OR "alzheimer+"") AND ["machine learning" OR "data mining" OR "big data"] AND ["prediction"] and found four studies in which machine learning was used to identify risk factors for dementia among people with normal cognition at baseline. One study [16] used unsupervised machine learning to develop a dementia prediction model that could identify people at a high risk of developing dementia. Another study [13] used the medical records of 93,120 patients to develop a model for exploring undetected dementia using a machine learning approach (with an area under the curve of 0.74). One study [17] developed a model for predicting the risk of developing dementia within the next 2 years among older people (aged 85 years or above) without dementia (with an area under the curve of 0.73). The study showed that the predictors differed between the youngest and oldest individuals in the population. Further, another study used supervised machine learning to develop a dementia prediction model (area under the curve values of 0.75 and 0.79) and found that the Disease State Index is useful for identifying individuals who are most at risk [18].

However, a variety of difficulties have been identified in implementing the results of machine learning in clinical practice, as the data have been collected at one time point only, meaning that the causality of the data can be questioned [13]. Some prediction models have been too complicated, and there have been problems with accuracy in the prediction [16-18]. In addition, although the results seem to be acceptable from a statistical point of view, understanding the interpretation of the unsupervised machine learning result and its implementation into practice is demanding [16]. There is still room for the improvement of prediction models for forecasting risks for dementia. In addition, more studies are needed to develop and translate the results into clinical practice, especially for community environments [19]. We therefore aimed to develop an algorithm to be used in a prediction model to identify risk factors for cognitive impairment among Chinese community-dwelling elderly people with normal cognition. The study results are important, as an approach to stratify the individual risks for cognitive impairment is needed in community settings for both national and international purposes [20].

Methods

Design and Participants

This study strictly followed the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD): The TRIPOD Statement [21]. In this machine learning approach, the national prospective longitudinal results of the Chinese Longitudinal Healthy Longevity Survey...
elimination (RFE) combined with RF. During the process of feature selection was performed using recursive feature multivariable regression methods via the R package mice. Some covariates contained missing data were not normally distributed. Detailed information is presented in Multimedia Appendix 2. Continuous variables have been expressed as medians with IQRs and compared using the Wilcoxon test when data were not normally distributed. Detailed information is presented in Multimedia Appendix 2. Some covariates contained missing values. The proportion of missing values was less than 5% for all variables. Thus, we performed imputations, using multivariable regression methods via the R package mice. Feature selection was performed using recursive feature elimination (RFE) combined with RF. During the process of elimination, a 10-fold cross-validation was implemented to optimize the variable selection. In addition, the RFE method with the NB method was used to extract variables, and the result was compared with RFE combined with RF. According to the results of RF and NB, the final feature selection was based on the number of features included and accuracy.

We divided the original data into a 2/3 training set, 1/6 validation set, and 1/6 test set [26]. The training set was used for model development. The validation set was used to adjust parameters of the model and explore optimal cutoffs after training was finished. The test set was used to estimate the generalization of the model. Regarding the algorithm used in the development of prediction models, we chose four machine learning algorithms, including RF, XGBoost, NB, and logistic regression, to construct models based on the results of the feature selection. We chose these four learning algorithms because they are recommended by “Guidelines for Developing and Reporting Machine Learning Predictive Models in Biomedical Research: A Multidisciplinary View” [27]. The performances of the four prediction models were compared with each other using areas under the curve, specificity, sensitivity, accuracy, and specificity/sensitivity.

In addition, if logistic regression performs well compared with the other three methods, we will formulate a nomogram based on the result of logistic regression for practical use. The nomogram works by proportionally converting each regression coefficient into a 0 to 100-point scale, with 100 points being the highest β coefficient. The points across each independent variable are added to derive total points, which are translated to predicted probabilities [28]. All analyses were conducted using R, version 3.6.0 [29]. A P value <0.05 was considered to indicate statistical significance.

Results

Population Demographics
A total of 6718 participants were involved. Forty-five explanatory variables were selected, and these variables included nine items of demographic characteristics, five items of lifestyle, 10 items of mental health, five items of leisure activities, four items of sleep, seven items of chronic diseases, two items of physical function, four items of the anthropometric index, and one item of baseline cognitive function. Six variables of demographic characteristics (age, sex, ethnicity, years of education, occupation, and marital status), four variables of lifestyle (fruit, smoking, drinking, and exercise), eight variables of mental health (self-reported quality of life, being positive, hygiene, anxiety, loneliness, decision making, feeling useless, and feeling happy), five variables of leisure activity (garden work, reading, raising pets, playing cards or mah-jongg, and social activities), two variables of sleep (sleep quality and sleep duration), five variables of chronic diseases (hypertension, diabetes, heart disease, cataract, and arthritis), two variables of physical function (activities of daily living and instrumental activities of daily living), one variable of anthropometric measurement (BMI), and baseline MMSE were significantly different in terms of sex (P=.45).

Outcome Variables and Predictors
Cognitive impairment was defined by the Chinese version of the Mini-Mental State Examination (CMMSE) [24], which was culturally translated from the international standard of the MMSE questionnaire. The CMMSE contains 24 items within six dimensions (five items for orientation, three for registration, one for naming, five for attention and calculation, three for recall, and seven for language). The score of the Chinese MMSE ranges from 0 to 30 points, with higher scores indicating better cognition. The CMMSE has been validated among the Chinese elderly population, and a score below 18 points has been defined as cognitive impairment [24]. Predictors related to cognitive impairment were assessed a priori based on clinical importance, scientific knowledge, and predictors identified in previously published studies [25]. We therefore selected 45 factors related to demographic characteristics, which included lifestyle, mental health, leisure activities, sleep, chronic diseases, physical function, anthropometric index, and baseline cognitive function (Multimedia Appendix 2).

Statistical Analysis
Categorical variables have been reported as numbers and proportions, and compared using a chi-square test or Fisher exact test. Continuous variables have been expressed as medians with IQRs and compared using the Wilcoxon test when data were not normally distributed. Detailed information is presented in Multimedia Appendix 2. Some covariates contained missing values. The proportion of missing values was less than 5% for all variables. Thus, we performed imputations, using multivariable regression methods via the R package mice. Feature selection was performed using recursive feature elimination (RFE) combined with RF. During the process of elimination, a 10-fold cross-validation was implemented to optimize the variable selection. In addition, the RFE method with the NB method was used to extract variables, and the result was compared with RFE combined with RF. According to the results of RF and NB, the final feature selection was based on the number of features included and accuracy.
Feature Selection

NB combined with RFE showed that accuracy (0.8342) was the highest with four features included in the model (age, instrumental activities of daily living, baseline MMSE, and marital status). RF combined with RFE showed that the model involving 45 variables had the highest accuracy (0.8502), while the model including four variables had an accuracy of 0.8304 (Table 1). Considering the simplicity and accuracy of the prediction model, we finally chose the following four features to develop the model: age, instrumental activities of daily living, baseline MMSE, and marital status.

Table 1. Feature selection using naïve Bayes combined with recursive feature elimination and random forest combined with recursive feature elimination.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of features</th>
<th>Accuracy</th>
<th>Kappa</th>
<th>Accuracy SD</th>
<th>Kappa SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB combined with RFE</td>
<td>4</td>
<td>0.8342</td>
<td>0.3258</td>
<td>0.007801</td>
<td>0.02452</td>
</tr>
<tr>
<td>NB combined with RFE</td>
<td>8</td>
<td>0.8229</td>
<td>0.3543</td>
<td>0.007340</td>
<td>0.02408</td>
</tr>
<tr>
<td>NB combined with RFE</td>
<td>16</td>
<td>0.8136</td>
<td>0.3421</td>
<td>0.012724</td>
<td>0.02540</td>
</tr>
<tr>
<td>NB combined with RFE</td>
<td>45</td>
<td>0.8315</td>
<td>0.3220</td>
<td>0.007567</td>
<td>0.02639</td>
</tr>
<tr>
<td>RF combined with RFE</td>
<td>4</td>
<td>0.8304</td>
<td>0.1545</td>
<td>0.008356</td>
<td>0.05486</td>
</tr>
<tr>
<td>RF combined with RFE</td>
<td>8</td>
<td>0.8475</td>
<td>0.1594</td>
<td>0.008545</td>
<td>0.05569</td>
</tr>
<tr>
<td>RF combined with RFE</td>
<td>16</td>
<td>0.8471</td>
<td>0.1789</td>
<td>0.007815</td>
<td>0.03612</td>
</tr>
<tr>
<td>RF combined with RFE</td>
<td>45</td>
<td>0.8502</td>
<td>0.1214</td>
<td>0.005572</td>
<td>0.04800</td>
</tr>
</tbody>
</table>

aNB: naïve Bayes.
bRFE: recursive feature elimination.
cRF: random forest.

Model Evaluation and Comparison

The training, validation, and test sets involved 4514, 1100, and 1104 points of data, respectively. We tried to use several widely applied machine learning algorithms (RF, NB, XGBoost, and logistic regression) for the construction of the prediction models in the training set.

We used a receiver operating characteristic (ROC) curve, specificity, sensitivity, accuracy, and specificity/sensitivity to evaluate the prediction model in both validation and test data. Before the evaluation, optimal cutoffs were determined by maximizing the Youden index (ie, sensitivity + specificity – 1) by the ROC curve in the validation set. In the test set, ROC curves revealed that logistic regression and NB had better predictive performances, with an area under the curve of 0.814. The area under the curve of XGBoost (0.811) was less than that of logistic regression and NB. RF underperformed, with an area under the curve of 0.780 (Figure 1). The model of NB performed well in terms of specificity, with a value of 0.776. The specificities of the models of logistic regression (0.770), RF (0.645), and XGBoost (0.738) were lower than that of NB. The model of RF performed well in terms of sensitivity, with a value of 0.793. The sensitivities of the models of logistic regression (0.701), NB (0.672), and XGBoost (0.724) were lower than that of RF. The accuracy of the NB model (0.760) was higher than the accuracies of the other three models. All details about the parameters of the models developed with different algorithms are shown in Table 2.
Figure 1. Receiver operating characteristic curve performance of four models on the test set. AUC: area under the curve.

Table 2. Evaluation of the performance of the four algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Data set</th>
<th>Area under the curve</th>
<th>Optimal cut-off</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>Specificity/sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>Validation</td>
<td>0.814</td>
<td>0.116</td>
<td>0.785</td>
<td>0.682</td>
<td>0.768</td>
<td>1.151</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Test</td>
<td>0.814</td>
<td>0.116</td>
<td>0.770</td>
<td>0.701</td>
<td>0.759</td>
<td>1.098</td>
</tr>
<tr>
<td>Random forest</td>
<td>Validation</td>
<td>0.773</td>
<td>0.040</td>
<td>0.654</td>
<td>0.784</td>
<td>0.675</td>
<td>0.834</td>
</tr>
<tr>
<td>Random forest</td>
<td>Test</td>
<td>0.780</td>
<td>0.040</td>
<td>0.645</td>
<td>0.793</td>
<td>0.669</td>
<td>0.813</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>Validation</td>
<td>0.804</td>
<td>0.214</td>
<td>0.796</td>
<td>0.688</td>
<td>0.778</td>
<td>1.157</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>Test</td>
<td>0.814</td>
<td>0.214</td>
<td>0.776</td>
<td>0.672</td>
<td>0.760</td>
<td>1.155</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Validation</td>
<td>0.815</td>
<td>0.302</td>
<td>0.753</td>
<td>0.744</td>
<td>0.752</td>
<td>1.012</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Test</td>
<td>0.814</td>
<td>0.302</td>
<td>0.738</td>
<td>0.724</td>
<td>0.736</td>
<td>1.019</td>
</tr>
</tbody>
</table>

Development of the Nomogram

As the prediction developed by logistic regression performed well, a nomogram (Figure 2) was used to present the data and predicted probabilities vividly. The optimal cutoff value of the total nomogram scores was determined to be 170 in the test set. In Figure 2, a box has been used to represent the proportion of the sample in category variables. For instance, for marital status, most of the participants were grouped into “married or partnered” and “widowed.” Density exhibited the distribution...
of the sample in continuous variables. For example, for baseline MMSE, most individuals scored over 28. The total points corresponded to the predicted probability. For example, an individual score of 200 points in total, with an age score of 85, a marital status of widowed, an instrumental activities of daily living score of 6, and a baseline MMSE score of 22 corresponded to a predicted probability of cognitive impairment of 29.3%.

Figure 2. Developed nomogram with age, marital status, instrumental activities of daily living (IADL), and baseline Mini-Mental State Examination (MMSE) incorporated.

Discussion

Main Findings

In this study, we developed a prediction model for forecasting the 3-year risk of cognitive impairment among 6718 community-dwelling elderly individuals aged 60 years or older with normal cognitive function via machine learning algorithms. The model performed comparably to the best available biomarkers, such as apolipoprotein genotype [13,17], but is less expensive, easier to implement, and validated internally with reasonable results.

Feature or variable selection is central in the development of a prediction model [30]. Out of the original 45 variables, the following four variables used showed the highest accuracy of the model: age, marital status, instrumental activities of daily living, and baseline MMSE. Our findings support the previous literature regarding age [5,31], marital status [32,33], activities of daily living [34,35], and cognitive status [8,36], indicating that the predictors we selected were usable and reliable.

In this study, age was one of the predictors for the risk of cognitive impairment. It has already been estimated that, in 2020, 83% of people aged 75 years or above live with dementia in the US [37]. Those aged 65 to 74 years account for 17% of cases, while those younger than 65 years could develop dementia, but it is much less common and the prevalence is uncertain [37]. It is indicated that people aged 75 years or above should be screened for the risk of cognitive impairment. However, screening all older people for dementia is not recommended, as the benefits for that are still unclear [5]. Using large existing registers and databases can offer opportunities to explore existing information to predict the health status [38].

We found that marital status was a strong predictor for the risk of cognitive impairment. A recent meta-analysis involving 812,047 participants evaluated the association between marriage and dementia. The results showed that life-long single and widowed older people were respectively 1.42 and 1.20 times more likely to be diagnosed with dementia compared with married older people [33]. Another 10-year longitudinal population-based study including 2,288,489 individuals explored the influence of marital status and concluded that the risk of dementia in nonmarried individuals was around 1.7 times greater than that in married individuals [32]. The results might be explained by the fact that married individuals are more likely to have healthy lifestyles and participate in social activities, which might be conducive to cognitive reserve and reduced dementia risk over a lifespan [39]. On the contrary, those in widowhood might be more likely to experience a higher risk of cognitive impairment than divorced people because of the detrimental effect of stress from bereavement on hippocampal neurons or cognition. Further, as marriage has been considered a social norm, people with difficulties in communication and smaller cognitive reserves across life may be less likely to marry [33]. In today’s society, staying unmarried has become more
common, and this phenomenon deserves more attention. Social factors like marital status should be taken seriously as risk determinants for cognitive impairment.

An association between physical function and cognitive capacity among older people has been found in previous studies [34,40]. Our study only included instrumental activities of daily living as a predictor for constructing the model, and it did not consider activities of daily living that represent functional ability. The reason might be that there is a natural hierarchy of functional loss associated with cognitive decline among older people [34]. Older persons with progressive cognitive decline lose the ability to perform tasks, often in the order of bathing, dressing, toileting, transferring, continence, and feeding. Therefore, older people who are not able to feed themselves might not be able to perform other tasks independently [35]. Similarly, a study by Njegovan et al found that among the 14 items of activities of daily living and instrumental activities of daily living, a hierarchy of functional items existed, with instrumental activities of daily living (such as shopping, banking, etc) being lost at higher cognitive scores than basic activities of daily living (such as eating, dressing, etc), which were lost later [34]. Our results confirmed that there was a tendency for instrumental activities of daily living to be a stronger predictor compared with activities of daily living. However, since there was overlap, subdomains of these two tools might be more meaningful for developing a prediction model. For nurses and caregivers, this information can help anticipate the need for intervention in people with declining cognition showing subtle declines in instrumental activities of daily living, which could improve the quality of life of these people and their caregivers and play an important part in health care planning [34].

Baseline cognitive function affected the degree to which cognitive scores changed over time and had a profound effect on further cognitive impairment. In one study using UK biobank data to assess the effect of baseline cognitive performance on a prediction model for 3 to 8-year risk of dementia, the results showed that cognitive performance added up to 5% (from 0.78 to 0.83) to the discriminative accuracy of the ROC model developed with the variables of age, sex, education, family history, and depression [36]. The MMSE has been the most common cognitive variable for developing a dementia prediction model [8]. However, variables of specific cognitive domains, such as memory and executive function, might be more feasible and useful predictors in constructing cognitive impairment prediction models. The total MMSE score was associated less strongly with dementia and Alzheimer disease than the episodic memory subset [8]. Therefore, future studies could consider more specific cognitive domain variables.

Limitations

Our study has limitations, which should be considered in the interpretation of the study results. First, retained cohort members were younger and had on average better cognitive and physical functioning than those who dropped out, which can lead to studies being severely underpowered and biased toward the healthier part of the aging population. As we used a nationally representative database, the ascertainment bias could, to an extent, be limited. Second, we utilized a cross-validation approach to model development and assessment. The results still need to be validated in an independent cohort. Third, we used cohort studies with insufficient details on the duration of marriage, widowhood, and divorce to allow the exploration of a dose-response effect. A future study could take the dose-response effect of marital status on cognitive function into consideration. Fourth, the baseline MMSE was used as one of the predictors. However, other specific cognitive domains, such as memory and executive function, could also be used as features, and they might perform better than whole cognitive function. Fifth, our models were based on a prospective cohort that may have some level of bias. A prospective external validation cohort is needed for further confirmation in future research. Lastly, some predictors used in our study were measured by self-reporting, resulting in information bias. Nevertheless, self-reported data are more feasibly collected in primary health care settings, and the results can be generalized to wider communities. Despite these limitations, we believe that the results are usable in terms of cognitive impairment prevention and further intervention globally.

Implications

This is one of the first studies where a machine learning approach has been used in a nursing context. The study showed that machine learning can be used more widely in nursing science in different contexts and various functions. The prediction models exert implications in the three-grade prevention system of diseases [38]. In the primary prevention of diseases, a cognitive impairment prediction model could provide quantitative risk value (probability) of cognitive deficiency in the next 3 years, based on the current health status, offering a more intuitive and powerful scientific tool for health education and behavioral intervention. In the secondary prevention of diseases, using noninvasive, low-cost, and easy-to-acquire variables to develop a prediction model is more practicable for staff, particularly general practitioners in community health, to bring about “early detection, early diagnosis, and early treatment,” which have large influences on medical costs for dementia. In the tertiary prevention of diseases, the prediction model could be used to predict recurrence, reducing mortality and disability [38]. A simple and feasible prediction model would also help nurses to be aware of the progression of diseases over time. Therefore, nurses could be better aware of triggers that might alarm them about any hidden problems. In addition, a precise prediction model with predictors that are more available in clinical environments could help clinical nurses understand the prognostic factors of diseases. Based on this information, nurses could offer tailored preventive interventions to patients before any signs of cognition deficits occur.

This study provides guidance for future research as well. First, the use of several algorithms to construct prediction models in specific diseases offers more opportunity to find a more suitable model with a high area under the curve and accuracy. Second, selecting the most suitable predictors is important for developing a prediction model to use in clinical practice. Easy-to-acquire, noninvasive, and low-cost variables are welcome in clinical nursing, and invasive biomarkers could improve the prediction. The former is more suitable for community health care and any
clinical environment because of large populations and insufficient staff and funds, while the latter is more applicable in more specific clinical environments for people with high risk of diseases. Lastly, we included Chinese elderly people aged 60 years or above and developed a cognitive impairment prediction model. Further studies could develop cognitive impairment prediction models for middle-aged people as the World Health Organization has suggested to increase the cognitive reserve in mid-life and early aging (45-70 years) [41]. In the future, the results of this study could be used in countries and areas with less human resources, such as low- and middle-income countries, to identify elderly people with a high risk of developing cognitive deficiency in the next 3 years (ie, age, marital status, physical function, and cognitive function). Simple, relevant, and easy-to-detect risk factors would save time and resources in health care and would especially help nursing staff identify those people who are at high risk of developing cognitive impairment. As family members living with elderly people do not always recognize the early signs of dementia [42], the knowledge obtained from this study could be used to educate family members as well.
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**Abstract**

**Background:** Successful management of chronic diseases requires a trustful collaboration between health care professionals, patients, and family members. Scalable conversational agents, designed to assist health care professionals, may play a significant role in supporting this collaboration in a scalable way by reaching out to the everyday lives of patients and their family members. However, to date, it remains unclear whether conversational agents, in such a role, would be accepted and whether they can support this multisiteholder collaboration.

**Objective:** With asthma in children representing a relevant target of chronic disease management, this study had the following objectives: (1) to describe the design of MAX, a conversational agent–delivered asthma intervention that supports health care professionals targeting child-parent teams in their everyday lives; and (2) to assess the (a) reach of MAX, (b) conversational agent–patient working alliance, (c) acceptance of MAX, (d) intervention completion rate, (e) cognitive and behavioral outcomes, and (f) human effort and responsiveness of health care professionals in primary and secondary care settings.

**Methods:** MAX was designed to increase cognitive skills (ie, knowledge about asthma) and behavioral skills (ie, inhalation technique) in 10-15-year-olds with asthma, and enables support by a health professional and a family member. To this end, three design goals guided the development: (1) to build a conversational agent–patient working alliance; (2) to offer hybrid (human- and conversational agent–supported) ubiquitous coaching; and (3) to provide an intervention with high experiential value. An interdisciplinary team of computer scientists, asthma experts, and young patients with their parents developed the intervention collaboratively. The conversational agent communicates with health care professionals via email, with patients via a mobile chat app, and with a family member via SMS text messaging. A single-arm feasibility study in primary and secondary care settings was performed to assess MAX.
Results: Results indicated an overall positive evaluation of MAX with respect to its reach (49.5%, 49/99 of recruited and eligible patient-family member teams participated), a strong patient-conversational agent working alliance, and high acceptance by all relevant stakeholders. Moreover, MAX led to improved cognitive and behavioral skills and an intervention completion rate of 75.5%. Family members supported the patients in 269 out of 275 (97.8%) coaching sessions. Most of the conversational turns (99.5%) were conducted between patients and the conversational agent as opposed to between patients and health care professionals, thus indicating the scalability of MAX. In addition, it took health care professionals less than 4 minutes to assess the inhalation technique and 3 days to deliver related feedback to the patients. Several suggestions for improvement were made.

Conclusions: This study provides the first evidence that conversational agents, designed as mediating social actors involving health care professionals, patients, and family members, are not only accepted in such a “team player” role but also show potential to improve health-relevant outcomes in chronic disease management.

(Int J Med Internet Res 2021;23(2):e25060) doi:10.2196/25060
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Introduction

Chronic conditions present a significant risk to the global population, and cause substantial financial and health-related burdens, resulting in low quality of life of those affected [1]. Chronic diseases affected more than half the population of the United States in 2016, representing a leading cause of death, and their prevalence is expected to rise even further [1]. In addition to ongoing treatment and medical oversight, disease management is a key pillar for chronic condition alleviation by aiming to minimize their symptoms, resulting functional impairments, and related exacerbating risks [2].

Successful disease management often requires a trustful collaboration among health care professionals, patients, and their families [3]. In addition, patients require specialized cognitive and behavioral skills to deal with their condition [4,5]. This is especially important for affected children who have to deal with their disease for their upcoming future [3,6].

Digital health interventions are emerging tools for the management of chronic diseases, as they can educate and engage patients through a direct channel that supports communication with physicians and health care professionals [7,8], and enable the scale up of personalized and behavioral interventions at low cost [1,9]. Digital health interventions offer medical care outside the clinical setting to provide ongoing support and communication in everyday monitoring and management [1]. Indeed, several recent studies have provided evidence supporting the patient benefits of such digital interventions, particularly in children and adolescents [10-14]. In addition, conversational agents (ie, computer programs that imitate interaction with human beings) have shown promising results with respect to patient satisfaction [15], therapeutic alliance [16,17], and treatment success [18]. Digital health interventions in the form of mobile apps can be particularly effective for children as they provide an attractive channel for education and management through the possible integration of multimedia content such as audio or video [19]. Conversational agents, as part of such interventions, can act as mediating social actors; that is, they take over not only a significant amount of the intervention delivery in a scalable manner but also coordinate the communication among health care professionals, family members, and patients if required.

This study focused on asthma as a representative chronic condition. Affecting approximately 235 million people, asthma is one of the most common chronic diseases worldwide [20]. Asthma is characterized by reversible airway obstruction [21]. Its symptoms include wheezing, shortness of breath, and coughing [22]. Asthma is associated with high financial and health costs, with total annual asthma costs in the United States estimated at US $56 billion in 2011 [23]. Depending on the country, the mean cost of asthma care per patient per year can range from US $1900 in Europe to US $3100 in the United States [23]. Even though lack of medical treatment leads to significantly reduced quality of life, the management of asthma still presents a daunting challenge because the exact cause is not well known and its appearance varies significantly between individuals [24].

For asthma, specific cognitive skills required for disease management include knowledge about asthma triggers and the importance of medication inhalation adherence, as well as behavioral skills such as the application of correct inhalation techniques. Further, asthma education and health literacy are fundamental to self-management since better understanding of the condition would help patients avoid the negative effects of poor asthma control [25-27]. Low levels of health literacy have been linked with adverse health outcomes, including more frequent hospitalization and longer stays, even after controlling for severity of illness and socioeconomic variables [28,29].

However, young patients still face problems related to both cognitive and behavioral skills that hinder their ability to effectively administer asthma medications [30-35]. For example, knowledge about asthma or important facets of asthma control such as the importance of medication adherence might change over time, making it necessary for patients to continuously update their knowledge base [36-40]. Another common concern is poor technique during medication inhalation, leading to reduced dispersion of the drug in the lungs, and subsequent decreased asthma stability and lowered clinical effectiveness of the delivered drug [41-44].
Numerous mobile apps have been developed for the management of asthma with particular focus on tracking symptoms or medications [45]. Asthma apps targeted at children often include a gamification component to increase engagement, and to familiarize them with aspects of asthma monitoring and management such as medication intake [46,47]. However, and in addition to shortcomings of asthma management related to cognitive and behavioral skills, children often face problems with such technological solutions when they are not integrated into existing health care systems and do not allow for explicit support by health care professionals or family members. Without a dedicated party or mediator, it often becomes a challenge to integrate all of these relevant stakeholders (ie, health care professionals, family members, and the patients themselves) into the disease management process.

Additionally, due to absent or insufficient motivation strategies such as interactivity, proper incentives and rewards [48], and experiential value [49-51], the effects of the previously reported digital interventions in asthma, such as the health condition of the young patients, are prone to be negatively affected by the temporal decline in the patients’ engagement and motivation [10,52-54]. A patient’s motivation to comply with digital interventions and adhere to therapeutic tasks may be further diminished by various factors such as family routines; child-raising issues; social issues [55]; and trust, communication, and empathy with health care professionals [56]. Moreover, there is evidence that shared decision making and collaboration among patients, parents, and health care professionals are key success factors in guided asthma self-management programs with improved adherence and health outcomes [55].

Against this background, our research questions are (1) whether conversational agents would be generally adopted for developing a trustful collaboration among health care professionals, young patients, and their family; and (2) whether they could have a positive impact on the management of asthma in children. To answer these questions, this study had the following objectives: (1) to describe the design of MAX, a conversational agent–delivered asthma intervention that supports health care professionals targeting children-parent teams in their everyday lives; and (2) to assess the (a) reach of MAX, (b) conversational agent–patient working alliance, (c) acceptance of MAX, (d) intervention completion rate, (e) cognitive and behavioral outcomes, and (f) human effort and responsiveness of health care professionals in both primary and secondary care settings.

**Methods**

**Design**

MAX was designed for the German-speaking part of Switzerland, and was evaluated in two home care settings and four secondary care settings at hospitals. The following subsections describe the design and evaluation procedures in detail.

**Conceptual Model**

Following the preparation phase of the multiphase optimization strategy for behavioral interventions [57], we started with the design of the conceptual model of MAX (see Figure 1). The design of the conceptual model was theoretically informed by related work covering asthma management in children (see Introduction), information systems and technology acceptance research [49-51,58], working alliance [59,60] linked to conversational agents [16,61-64], behavior change techniques (BCTs) [65], and experiential learning theory [66]. Moreover, feedback from four asthma experts of the Swiss Lung Association; two pediatric pneumologists of Swiss children’s hospitals; young asthma patients and their parents; and lessons learnt from prior work, in which we developed conversational agents for children with obesity [67,68], were used in the design process. The resulting conceptual model reflects the causal chain triggered by intervention components that target (1) the engagement of young patients with the asthma app, conversational agent, health care professional, and supporting family member (left part of Figure 1), and (2) the outcomes of the intervention (right part of Figure 1).

Figure 1. Conceptual model of the intervention. Intervention components are represented by black boxes; behavioral change technique numbers [65] are listed in brackets for each intervention component. CA: conversational agent.
Communication Concept

The communication concept of the intervention allowed patients to engage with the asthma app, the conversational agent MAX, health care professionals, and family members via different communication channels. The communication concept is depicted in Figure 2. In line with self-determination theory [69], which describes autonomy (ie, the need to self-regulate one’s experiences and actions as important predictors of engagement [70]), the setup of this communication system allowed patients to independently decide with whom to interact and when, to establish relatedness to all involved stakeholders, and to ultimately increase their competence in the form of improved asthma management.

Figure 2. Communication concept of social actors; MAX combines different communication channels and incorporates family members, patients, and asthma experts into on-site and remote counseling sessions.
Intervention Components Triggering Adoption of and Adherence to MAX

To trigger engagement and in line with the theories of planned behavior [71], self-determination theory [69], and technology acceptance research [49,50,58], perceived characteristics of the asthma app (ie, perceived usefulness, ease of use, enjoyment, and control) and working alliance with the conversational agent (ie, goal agreement, task agreement, and attachment bond) were hypothesized to positively influence the behavioral intention to continue working with the conversational agent.

To positively influence the perceived characteristics of the asthma app, health care professionals, who aim to build a trustful relationship with their patients, as this is central in health care situations [72,73], were asked to demonstrate the app to their patients as a useful, easy to use, gamified, and autonomy-supporting tool for their asthma management. Toward this end, they provided information on the consequences of behavior to the individual (BCT 2 [65]) and aimed at goal setting (BCT 5 [65]) early on. They introduced patients to the overall communication concept of MAX (see Figure 2), which allowed the integration of all involved stakeholders and the realization of a hybrid ubiquitous coaching approach via on-site and remote counseling sessions. This onboarding activity with health care professionals further aimed at attaining the perception of the conversational agent as a trustworthy social actor that complements the health care professional and family team.

Moreover, a gamified and socially supported point and lottery mechanism was implemented as an intervention component to positively influence the patient’s perceived enjoyment of the app, which was designed to influence the subsequent behavioral intention of patients to use the asthma app. This intervention component was informed by BCTs 11 and 12 (prompt review of outcome goals and prompt rewards contingent on effort or progress toward behavior, respectively [65]). In detail, patients received 10 points for their first conversational turns with MAX, the participation in a health literacy quiz, and then for each finished coaching session. An additional 10 points were rewarded for each of the seven sessions a family member was involved in and to support the patient. Upon finishing the intervention within 30 days, points accumulated up to that point were doubled. To this end, patients received automatic reminders about how many days they had left for qualifying to double their points during the program. Another 100 points were awarded when the family member completed a final survey at the end of the intervention and handed out the generated code to the patient to withdraw the bonus points. The final points were converted into chances for a lottery. Three winners were drawn from each participating Swiss canton (for more details on the study design see the Study Design section). Each winner received a gift voucher worth US $50 for the Apple App Store, Google Play Store, or a visit to a local movie theatre.

To build up a working alliance, health care professionals were asked to introduce the conversational agent as their personal digital assistant (BCTs 3 and 29, provide information about others’ approval and plan social support/social change, respectively [65]). In addition, we designed the conversational agent as an autonomy-supporting (eg, patients were able to control, and set up a date and time of the digital coaching sessions) and empathetic digital assistant of the health care professional (eg, the conversational agent introduced itself as the personal assistant of a health care professional by mentioning his/her name, and, several times during the intervention, the conversational agent asked the patients about their emotional state and provided personalized feedback based on their answers) in accordance with BCTs 7 and 29 (action planning and plan social support/social change, respectively [65]).

Moreover, app usage reminders were triggered by the conversational agent as in-app notifications (after 1 hour, 1 day, and 3 days of no interaction) and through a separate communication channel such as via SMS text messaging (after 5 days to the patient and after 7 days to the family member’s smartphone) to positively influence the intention of the patient to continue working with the conversational agent. These reminders endorsed action planning (BCT 7 [65]) and further supported the development of relatedness [69] between patients and their parents as important participants of the intervention.

Intervention Components Triggering Experiential Learning and Outcomes

Four distinct intervention components as depicted in Figure 1 enabled an experiential learning cycle [66], and were assumed to influence the outcomes of the intervention, including perception of the coaching sessions (ie, perceived usefulness and perceived enjoyment) and the improvement of individual asthma management (ie, increased knowledge about asthma and triggers of asthma attacks, and improved inhalation technique). Experiential learning describes learning as a process that is continuously grounded in experience and understood as a holistic process that fosters adaptions of the learner to the surrounding reality [66]. The four cyclic steps that describe this process—active experimentation, concrete experience, reflective observation, and abstract conceptualization [66]—are triggered by the intervention components.

The story-driven and experiential learning–based coaching sessions moderated by the conversational agent as the overarching intervention component foster active experimentation [66], concrete experiences [66], and implement several BCTs (7-9, 21, 22; see [65] for a detailed description and Multimedia Appendix 1 and 2 for an overview of the coaching sessions). For patients, coaching sessions were moderated by the conversational agent MAX, which offered a relatively simple chat-based interface with predefined answer options to multiple-choice questions, free-text input (eg, asking for the participant’s nickname) or number input fields (eg, asking about the participant’s age), and a linguistic style that evokes interpersonal closeness as this is assumed to be positively related to the attachment bond between the patient and conversational agent [59,74]. MAX mimicked the behavior of a real human being chatting by using emojis and some humor to build up a social relationship [75] and working alliance [61] when conversing with patients (see Multimedia Appendix 5 and Multimedia Appendix 6). To address participants’ accountability, MAX referred to earlier tasks and activities, and gave positive reinforcement. The conversational agent could also send out personalized messages every other day to initiate
a conversation, in which the dialogue began with a warm
greeting, followed by questions about the participants’ mood
such as “How are you today?”

In total, the intervention consisted of 14 individual coaching
sessions, in which the topics were designed to increase cognitive
skills (ie, knowledge about asthma) and behavioral skills (ie,
inhalation technique). Patients could perform a maximum of
one coaching session per day to reduce smartphone addiction
[76], where each coaching session was designed to last between
10 to 15 minutes. Several coaching sessions required the aid of
the supporting family member, such as to film the patient
performing an inhalation (see Multimedia Appendix 7 for a
representative video clip). The family member was invited by
the MAX conversational agent via a corresponding SMS text
message at the time the patient made the appointment for that
specific coaching session. A detailed schedule of the intervention
with an overview of the coaching sessions is outlined in
Multimedia Appendix 1.

Assuming that the need to self-regulate one’s experiences and
actions (as an important predictor of engagement [70], as posited
by self-determination theory) is also true for digital
interventions, the intervention schedule was flexible, which is
an innovative approach compared to other interventions
[17,68,77-79], and enabled accommodation to the patients’
specific needs such as school stress or sickness. Patients could
individualize their intervention schedule since they had the
option to postpone exercises at their own discretion. This gave
patients significant control over the interaction progress and its
overall duration. In theory, they could prolong their intervention
substantially, but the above-described points reward system
incentivized the completion of the program within 30 days by
doubling all achieved points when patients complied to this
time frame.

The curriculum and storytelling aspects of the intervention were
derived from a validated Swiss health literacy comic for children
with asthma published by the Swiss Lung Association [80].
Based on this comic, one expert in digital media, didactics, and
learning theories wrote a digital health literacy storybook (see
Multimedia Appendix 8 and Multimedia Appendix 9), including
scripts for 11 health literacy video clips for children with asthma.
The storybook was proofread and validated by two asthma
experts from the Swiss Lung Association and two pediatric
pneumologists. Additionally, established video clips covering
correct inhalation techniques for children with asthma were
integrated into intervention coaching sessions. These video clips
had been produced under the direction of Swiss health care
professionals, and are currently used by several Swiss hospitals
and patient organizations in their health literacy programs (for
links to the video clips see Multimedia Appendix 1 and 2).

Concrete learning experiences [66] were enabled through the
intervention component of behavioral experiments with social
support (family member) moderated by the conversational agent.
This design allowed patients to relate to the conversational agent
and to their social support person. The behavioral experiments
addressed asthma management and aimed at improving patients’
competence with asthma management [69]. In addition, they
enabled environmental restructuring (BCT 24 [65]) and planning
of social support/social change (BCT 29 [65]).

During onboarding, health care professionals checked the
inclusion criteria with the help of a study recruitment assessment
sheet (see Multimedia Appendix 10 and Multimedia Appendix
11) when patients were interested in participating. When patients
decided not to participate in the study, health care professionals
noted down the corresponding reasons. Further, patients chose
their supporting family member and provided their own and
their parent’s mobile phone numbers to enable communication
via the asthma app and mobile phone. Family members provided
support to young patients as the intervention component. For
example, they were asked to record a short video clip during
inhalation as part of a coaching session or filled out a final
intervention survey that enabled the young patients to gain more
points for the above-described lottery. Figure 3 depicts a
representative workflow of the integration of the different
stakeholders into the MAX intervention in the course of a
behavioral intervention with social support (see Multimedia
Appendix 7 for a representative video clip). The family member
and the patient are notified over their respective communication
channels (ie, SMS and in-app) about an upcoming task. Upon
completing the task (in this example, recording the patient
during inhalation to evaluate any inhalation mistakes), the
conversational agent MAX uploads the video on a secure server
and triggers an email notification to the child’s health care
professional to review the video. The health care professional
then assesses the inhalation according to predefined inhalation
guidelines (eg, “Did [patient name] exhale enough before
inhalation?”) with the tags “correct,” “not correct,” or “not
visible in the video.” According to these assessments, an
automated feedback message is generated, which could be
personalized by the health care professional. In a last step, the
health care professional sends the personalized feedback
message via the web-based MAX interface for health care
professionals and the patient receives it as an in-app notification
in a separate “health care professional” chat channel. Depending
on the severity of the inhalation mistakes, as indicated by the
health care professional with an additional yes/no tag, the MAX
conversational agent would ask the patient and supporting family
member to redo the video recording of the inhalation technique
at the beginning of the next coaching session. The goal of this
session is to improve the current workflow by extending the
reach of health care professionals into the everyday lives of
patients in an efficient way without compromising the quality
of care and working alliance. That is, parents do not have to
arrange a corresponding on-site consultation and travel to the
hospital, while at the same time, a standardized assessment of
the inhalation video clips as outlined above may even increase
the quality of the feedback, and with it the working alliance
between the patient and health care provider.
The intervention components personalized feedback on inhalation technique by the health care professional, asthma quiz moderated by the conversational agent, and educational video clips delivered by (a) the conversational agent (first time only) and (b) media library allowed for reflective observation [66]. In particular, health care professionals assessed the inhalation technique based on video clips recorded by a patient’s family member, provided individual feedback to the patients, and provided normative information about others’ behaviors (BCT 4 [65]). This was done via a dedicated chat channel in the web-based MAX interface for health care professionals and the mobile MAX app (see Figure 3), and during on-site visits. This interaction setup extended the dyadic interaction between the patient and conversational agent, resulting in a ubiquitous experiential learning experience besides fostering the relatedness between patients and health care professionals as relevant interaction partners [69].

Health care quizzes were an integral part of the intervention. Patients took a health care quiz at the beginning and end of the intervention as well as short quizzes that were integrated into the conversational turns with the conversational agent MAX. These elements of gamification aimed to increase cognitive skills and provided information on consequences of behavior, both in general as well as to the individual (BCT 1 and 2 [65]). Participants could choose between multiple answers and received feedback depending on the accuracy of their chosen answer. In line with self-determination theory, the quizzes and educational video clips, which were informed by BCT 21 and 22 (provide instruction on how to perform the behavior and model/demonstrate the behavior, respectively [65]), aimed at strengthening the individual competence of the young patients for managing their health condition [69].

The intervention component coping planning tasks with social support (family member) moderated by a conversational agent closed the experiential learning cycle. This component allowed patients to engage in abstract conceptualization [66] of the behavioral and cognitive skills that they had learned previously. In addition, this intervention component supported the improvement of asthma management as the intervention outcome. In line with self-determination theory [69], this further allowed patients to acquire overall increased competence via the integration of BCTs 7-9 (action planning, barrier identification/problem solving, and set graded tasks, respectively [65]).

Finally, we assume that there is a positive/negative reinforcement link that connects the outcomes of the conceptual model with the perceived characteristics of the app and working alliance with the conversational agent. This encourages patients to continue working with the conversational agent and increases engagement behavior, especially for young patients. That is, if neither the coaching sessions are perceived useful and joyful nor improvements of asthma management can be observed as a result of actual participation in the intervention, then engagement in the intervention will likely decrease, which has been shown in related interventions [81,82].

Technical Implementation
The intervention was developed with the open-source software platform MobileCoach [67,83,84], which has already been used successfully for various clinical and public health interventions [17,68,77-79,85,86] and ecological momentary assessments [87-89]. MobileCoach is available under the academia- and industry-friendly open-source Apache 2.0 license. MobileCoach-based interventions are delivered via SMS text messages, and via mobile apps for the Android and iOS operating systems. Moreover, MobileCoach-based interventions use a conversational agent for intervention delivery. MobileCoach client apps for iOS and Android use in-app encryption of user data, including password-protected access to MobileCoach Designer, a web-based interface for intervention authors, and a web-based MAX interface for health care professionals for chat interactions with human health coaches. Additionally, secure sockets layer (SSL) encoding was implemented to ensure privacy and safety of any data transfer between the mobile apps, the web-based MAX interface for health care professionals, MobileCoach Designer, and the MobileCoach server.

Figure 3. The MAX intervention integrates patients, family members, and health care professionals, and allows a ubiquitous experiential learning experience. An example of session 1 is shown here, in which patients were prompted by the MAX conversational agent to record a video of themselves during inhalation with the help of their support family member, who were additionally informed about the task via SMS text message. Once patients had created and uploaded the video to a secure server, health care professionals received an email to assess the video clip with regard to inhalation mistakes. Patients received their final feedback with comments via in-app notification. See Multimedia Appendix 7 for a representative video clip.
Costs of Intervention Components
Assessing the cost of each intervention component is relevant for real-life implementations [57]. Therefore, economic factors (eg, budgets of hospitals or health care professionals’ time allocations) also need to be taken into consideration. The development costs of the MAX intervention, which is currently not classified as software related to a medical device in Switzerland as it remains a prototype and not a product, sums up to approximately US $250,000. This includes costs for the storybook, software development, project management, artwork, and production of video clips and the personalized QR code cards. Moreover, other costs per participant are linked to intervention components that involve either incentives (see above) or efforts by health care professionals. Regarding the latter, there are three such intervention components in the MAX intervention. First, health care professionals carry out the onboarding of patients, which encompasses two intervention components: (1) demo of the asthma app by a trustful health care professional as a useful, easy to use, gamified, and autonomy-supporting tool; and (2) introduction of the conversational agent by a trustful health care professional as his/her digital personal assistant (see Figure 1). Costs associated with these two intervention components are time needed for preparation, performance, and potential postprocessing of this task. Second, providers were involved in the assessment of short video clips sent by the participants as described by the intervention component personalized feedback on inhalation technique by a health care professional; see Figure 3 for a detailed explanation and illustration of this task and the accompanying process. Here, associated costs concerned the time needed to assess the video clip and compile related feedback. This process was costly due to the economic costs of health care professionals but could be reduced to a certain extent by automatically providing a video tutorial showing how to perform the inhalation assessment with the web-based MAX interface for health care professionals. Since the video tutorial was integrated into every email that triggered an assessment, access to the tutorial was straightforward and thus of low cost. All other intervention components have low running costs as they are scalable due to their digital setup (eg, interaction over a mobile app and with a conversational agent, digital lottery, coaching sessions moderated by the conversational agent).

Evaluation of the Intervention

Study Design
MAX was assessed in a single-arm feasibility study in two home care settings offered by the Swiss Lung Association and in four secondary care settings at hospitals in the German-speaking part of Switzerland. The study was approved by the institutional review board of ETH Zurich (reference number: EK 2018-N-59).

Sample Size Considerations
The primary objective of this single-arm feasibility study was to develop, implement, and test the MAX intervention. Therefore, the study was exploratory by nature and did not include a detailed power analysis to determine a particular sample size. However, to identify a relevant amount of usability problems, at least 20 participants were required according to heuristics in usability engineering [90]. Moreover, to assess the potential reach of the intervention, we decided to approach between 90 and 100 participants.

Inclusion Criteria
The following inclusion criteria were defined and outlined in the corresponding intervention flyer (see Multimedia Appendix 12 and Multimedia Appendix 13): (1) 10- to 15-year-old German-speaking patients diagnosed with asthma who have access to a smartphone with Google’s Android (Version 4.1 or higher) or Apple’s iOS (9.3 or higher) operating system and internet access via a data contract (3G/LTE) or wireless LAN (Wi-Fi) to watch the health literacy video clips, to interact with the conversational agent, and to fill out the online surveys; and (2) availability of a German-speaking family member of the patient (usually mother, father, or older sibling) who has access to a smartphone with internet capability via a data contract (3G/LTE) or wireless LAN (Wi-Fi) to be able to receive the SMS text messages from MAX and to fill out the online survey at the end of the intervention. This supporting family member must be motivated to support the young patient every second intervention day. There were no exclusion criteria.

Recruitment and Management of Study Participants
The participants were recruited during a 3-month period from January to April 2019 via participating health care professionals at six study sites in Switzerland. The study sites were two home care settings offered by the Swiss Lung Association (one in the canton Bern and one in the canton Thurgau) and four secondary care settings at hospitals in the German-speaking part of Switzerland. The health care professionals received instructions on how to install and use the mobile app before the start of the intervention. Additionally, health care professionals were provided with study instructions so they could consistently recruit and manage their patients during the study (see Multimedia Appendix 14 and Multimedia Appendix 15). This document (and every triggered email when an inhalation video clip was submitted) also included a link to a video tutorial that shows how to perform the inhalation assessment with the web-based MAX interface for health care professionals. They were also trained to introduce the MAX conversational agent as their personal digital assistant. The health care professionals recruited patients with a flyer that was personalized for each health care expert during their consultation hour (see Multimedia Appendix 12 and Multimedia Appendix 13 for examples of a personalized flyer), or via email, post, or telephone. Additionally, participants could access a website [91] for more information on the intervention (eg, with a demonstration video clip showing chatting with the MAX conversational agent), study participation, and frequently asked questions. If a candidate was interested in participating, inclusion criteria were checked by the health care professional, or, if the patient was not interested, corresponding reasons were noted down to better understand the patient’s decisions (see Multimedia Appendix 10 and Multimedia Appendix 11). After reading more detailed study information (see Multimedia Appendix 16 for the German version) and signing the consent form (see Multimedia Appendix 17 for the German version), the health care professionals gave the patients their personal MAX intervention card in the form...
of a business card with a QR code (see Multimedia Appendix 4). The QR code could be used with the standard photo app of a smartphone (capable of reading QR codes) and automatically forwarded the patient to either the Android or Apple store, depending on the type of their smartphone, to download the mobile app.

**Measures**

To assess the various aspects of the intervention, we used basic demographic, asthma-related, and intervention-related information, including age, gender, years since asthma diagnosis, the supporting family member during the intervention (eg, mother), mobile operating system used, and perceived uncertainty with asthma management. For the latter, this would include the conversation agent stating: “I have been taught some things about asthma by my development team, but I am still unsure from time to time. I'm sure you feel the same?” The answer options are “No, I am an asthma expert” (1), “I know quite well how to manage my asthma” (2), “Every now and then I feel insecure too” (3), and “Yes, I have been uncertain a lot before” (4). In addition, the following metrics and instruments were assessed.

The reach of the intervention was measured by the ratio of approached participants to those who started to interact with the conversational agent MAX on the mobile app. Reasons for nonparticipation were also gathered.

**Working alliance** between the patient and the conversational agent MAX was assessed with a German-adapted version of the Session Alliance Inventory [92] after coaching sessions 2, 8, and 14 (eg, “MAX and I respect each other” with answers anchored on a 7-point Likert scale ranging from 1 [“never”] to 8 [“always”]; see Multimedia Appendix 18).

Acceptance of the intervention was assessed in several ways. First, perceived usefulness (“The app helped me to increase my knowledge about my asthma”), ease of use (“The app was easy to use”), enjoyment (“I found the app enjoyable”), control (“I could control many aspects of the app”), and usage intention (“How much would you like to continue working with MAX?”) were assessed by patients at the end of the intervention with instruments adapted from information systems research [50,93]. Single-item measures were used to reduce the burden of the intervention and answers were anchored on 7-point Likert scales ranging from “strongly disagree” (1) to “strongly agree” (7). Second, to obtain a more granular assessment for each coaching session, perceived usefulness (“Did you learn something new?” with answer options “No, I knew everything,” “Yes, some new aspects,” and “Yes, a lot of new aspects”) and perceived enjoyment (“Did you enjoy today’s lesson?” with answer options anchored on a 5-point Likert scale ranging from 1 [“strongly disagree”] to 5 [“strongly agree”]) were assessed at the end of each of the 14 coaching sessions randomly. A random assessment procedure with a maximum chance of 50% was implemented to reduce the burden of the intervention. If a participant had assessed the previous session, no assessment was triggered. Third, participation of the supporting family member (“Have you been supported today by the person you indicated?” with answer options “yes” and “no, unfortunately not”) was measured at the end of each coaching session, which asked for social family support (ie, in sessions 1, 3, 5, 7, 8, 9, and 12). Fourth, during the setup procedure of the mobile app, we measured which of the two gender-specific characters of the MAX conversational agent (either the female Maxime or male Maximilian) was selected. Fifth, based on app usage data, we measured when participants dropped out of the intervention (ie, did not use it for 60 days). Sixth, we assessed the number of conversational turns between patients, health care professionals, and the conversational agent MAX. Finally, we also collected positive aspects of the intervention (“What did you really like about the intervention?”) and suggestions for improvement (“What needs to be definitely changed in a future version?”) from patients via an in-app conversation with the MAX conversational agent, the supporting family member via a web-based survey for which the MAX conversational agent sent a link by SMS to the family member, and health care professionals via a personal interview conducted by SH. All interview items are available in Multimedia Appendix 17.

Knowledge about asthma (ie, **cognitive skill**) was assessed at the beginning of the intervention (ie, at the end of the introductory chat with the conversational agent MAX) and in the last session by a validated health literacy quiz for children with asthma, with a quiz score ranging from 0 (no knowledge) to 11 (good knowledge) [80,94] (see Multimedia Appendix 19).

The inhalation technique of each patient (ie, **behavioral skill**) was systematically assessed by the patient’s responsible health care professional with the help of predefined evaluation criteria. These criteria were developed by health care professionals of the Swiss Lung Association and the participating pediatric pneumologists. The number of mistakes was counted, and it was decided for each assessment and health care professional whether there was a serious, potentially life-threatening, inhalation mistake.

Intervention completion rate was assessed by dividing the number of participants who finished the intervention within 60 days by the number of participants who started to interact with the conversational agent MAX.

We measured human effort and responsiveness of health care professionals to better understand the costs per patient related to the intervention. Here, these costs refer to (1) the onboarding time per patient, including a demo of the app and an introduction of the conversational agent MAX such as the time needed for preparation, performance, and potential postprocessing of this task; (2) the assessment of video clips with the time needed to assess the video clip and compile feedback; and (3) the number of conversational turns in the manual/human-managed chat channel of the MAX app. For the first cost aspect, we asked the health care professionals after the intervention to estimate the average onboarding time. For the second cost aspect, we objectively measured the duration required to review the video clips by health care professionals and the technical quality of the video clips (eg, “Did [patient name] exhale enough before inhalation?”). For the third cost aspect, we counted and compared the number of conversational turns between the patient and (a) the MAX conversational agent and (b) the health care professionals to better understand the extent to which the intervention can be delivered in a scalable way. In addition, we
measured the number of SMS reminders sent to patients and the supporting family members, since these also trigger costs.

Finally, we measured the time until patients received their feedback (ie, from the moment the video clip was submitted via the mobile app until the feedback was provided) as a further aspect of human effort and responsiveness of health care professionals.

Results

Participant Characteristics

The descriptive statistics of the study participants are shown in Table 1. Out of the 49 participants who started interacting with MAX, 33 were male with an average of 12 years of age and 5.6 years since receiving the asthma diagnosis. Only 13 of the participants indicated that they were uncertain a lot (n=2) or every now and then (n=11) in managing their asthma. The majority chose their mother as the supporting family member and iOS was used slightly more often than the Android operating system.
Table 1. Descriptive statistics of the patient-derived quantitative measures (N=49).

<table>
<thead>
<tr>
<th>Construct</th>
<th>Respondents, n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic and asthma-related data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>16 (33)</td>
<td>N/A(^{a})</td>
</tr>
<tr>
<td>Males</td>
<td>33 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>49 (100)</td>
<td>12.04 (1.54)</td>
</tr>
<tr>
<td>Years since asthma diagnosis</td>
<td>39 (80)</td>
<td>5.61 (4.17)</td>
</tr>
<tr>
<td>Perceived uncertainty with asthma (measured in Coaching Session 4)</td>
<td>44 (90)</td>
<td>2.05 (0.81)</td>
</tr>
<tr>
<td>Mobile operating system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>22 (45)</td>
<td>N/A</td>
</tr>
<tr>
<td>iOS</td>
<td>27 (55)</td>
<td>N/A</td>
</tr>
<tr>
<td>Supporting family member</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>31 (63)</td>
<td>N/A</td>
</tr>
<tr>
<td>Father</td>
<td>9 (18)</td>
<td>N/A</td>
</tr>
<tr>
<td>Older brother</td>
<td>2 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Older sister</td>
<td>3 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>3 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Patient-MAX CA(^{b}) working alliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coaching Session 2</td>
<td>44 (90)</td>
<td>6.34 (0.73)</td>
</tr>
<tr>
<td>Coaching Session 8</td>
<td>39 (80)</td>
<td>6.14 (0.96)</td>
</tr>
<tr>
<td>Coaching Session 14</td>
<td>36 (73)</td>
<td>6.34 (0.87)</td>
</tr>
<tr>
<td>Technology acceptance of mobile app</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>36 (73)</td>
<td>6.42 (1.09)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>36 (73)</td>
<td>6.75 (0.65)</td>
</tr>
<tr>
<td>Perceived enjoyment</td>
<td>36 (73)</td>
<td>6.47 (1.06)</td>
</tr>
<tr>
<td>Perceived control</td>
<td>36 (73)</td>
<td>5.53 (1.78)</td>
</tr>
<tr>
<td>Intention to continue working with the MAX CA</td>
<td>36 (73)</td>
<td>5.58 (1.73)</td>
</tr>
<tr>
<td>Perceived usefulness of coaching session</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coaching Session 1</td>
<td>22 (45)</td>
<td>1.91 (0.68)</td>
</tr>
<tr>
<td>Coaching Session 2</td>
<td>10 (20)</td>
<td>2.50 (0.53)</td>
</tr>
<tr>
<td>Coaching Session 3</td>
<td>12 (24)</td>
<td>2.58 (0.67)</td>
</tr>
<tr>
<td>Coaching Session 4</td>
<td>14 (29)</td>
<td>2.36 (0.74)</td>
</tr>
<tr>
<td>Coaching Session 5</td>
<td>13 (27)</td>
<td>2.54 (0.78)</td>
</tr>
<tr>
<td>Coaching Session 6</td>
<td>14 (29)</td>
<td>2.29 (0.73)</td>
</tr>
<tr>
<td>Coaching Session 7</td>
<td>13 (27)</td>
<td>2.38 (0.77)</td>
</tr>
<tr>
<td>Coaching Session 8</td>
<td>13 (27)</td>
<td>2.31 (0.77)</td>
</tr>
<tr>
<td>Coaching Session 9</td>
<td>12 (24)</td>
<td>2.58 (0.67)</td>
</tr>
<tr>
<td>Coaching Session 10</td>
<td>16 (33)</td>
<td>2.50 (0.73)</td>
</tr>
<tr>
<td>Coaching Session 11</td>
<td>11 (22)</td>
<td>1.82 (0.75)</td>
</tr>
<tr>
<td>Coaching Session 12</td>
<td>13 (27)</td>
<td>2.38 (0.87)</td>
</tr>
<tr>
<td>Coaching Session 13</td>
<td>16 (33)</td>
<td>1.88 (0.62)</td>
</tr>
<tr>
<td>Coaching Session 14</td>
<td>13 (27)</td>
<td>2.15 (0.80)</td>
</tr>
<tr>
<td>Construct</td>
<td>Respondents, n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>--------------------</td>
<td>------------</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>192 (100)</td>
<td>2.28 (0.74)</td>
</tr>
<tr>
<td><strong>Perceived enjoyment of coaching session</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coaching Session 1</td>
<td>22 (45)</td>
<td>4.91 (0.29)</td>
</tr>
<tr>
<td>Coaching Session 2</td>
<td>10 (20)</td>
<td>4.70 (0.48)</td>
</tr>
<tr>
<td>Coaching Session 3</td>
<td>12 (24)</td>
<td>4.83 (0.39)</td>
</tr>
<tr>
<td>Coaching Session 4</td>
<td>12 (24)</td>
<td>4.83 (0.39)</td>
</tr>
<tr>
<td>Coaching Session 5</td>
<td>13 (27)</td>
<td>4.69 (1.11)</td>
</tr>
<tr>
<td>Coaching Session 6</td>
<td>14 (29)</td>
<td>4.79 (0.58)</td>
</tr>
<tr>
<td>Coaching Session 7</td>
<td>13 (27)</td>
<td>5.00 (0.00)</td>
</tr>
<tr>
<td>Coaching Session 8</td>
<td>13 (27)</td>
<td>4.69 (0.48)</td>
</tr>
<tr>
<td>Coaching Session 9</td>
<td>12 (24)</td>
<td>4.83 (0.39)</td>
</tr>
<tr>
<td>Coaching Session 10</td>
<td>16 (33)</td>
<td>4.81 (0.54)</td>
</tr>
<tr>
<td>Coaching Session 11</td>
<td>11 (22)</td>
<td>4.64 (0.92)</td>
</tr>
<tr>
<td>Coaching Session 12</td>
<td>13 (27)</td>
<td>4.69 (0.85)</td>
</tr>
<tr>
<td>Coaching Session 13</td>
<td>16 (33)</td>
<td>4.75 (0.58)</td>
</tr>
<tr>
<td>Coaching Session 14</td>
<td>13 (27)</td>
<td>5.00 (0.00)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>190 (100)</td>
<td>4.81 (0.56)</td>
</tr>
<tr>
<td><strong>Duration to complete the intervention/coaching session</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration (days)</td>
<td>37 (76)</td>
<td>21.46 (11.55)</td>
</tr>
<tr>
<td>Average days per coaching session</td>
<td>37 (76)</td>
<td>1.43 (0.77)</td>
</tr>
<tr>
<td><strong>Conversational turns between the patients and the MAX CA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants finishing the intervention</td>
<td>37 (76)</td>
<td>365.49 (11.85)</td>
</tr>
<tr>
<td>Participants not finishing the intervention</td>
<td>12 (25)</td>
<td>129.58 (59.86)</td>
</tr>
<tr>
<td><strong>Conversational turns between the patients and health care professionals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants finishing the intervention</td>
<td>37 (76)</td>
<td>1.68 (1.68)</td>
</tr>
<tr>
<td>Participants not finishing the intervention</td>
<td>12 (25)</td>
<td>1.00 (1.35)</td>
</tr>
<tr>
<td><strong>In-app (free of cost) and SMS reminders sent to patients and supporting family member</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants finishing the intervention</td>
<td>37 (76)</td>
<td>11.57 (8.46)</td>
</tr>
<tr>
<td>Participants not finishing the intervention</td>
<td>12 (24)</td>
<td>20.75 (15.88)</td>
</tr>
<tr>
<td><strong>SMS reminders sent to patients after 5 days of nonactivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants finishing the intervention</td>
<td>37 (76)</td>
<td>0.24 (0.86)</td>
</tr>
<tr>
<td>Participants not finishing the intervention</td>
<td>12 (24)</td>
<td>2.50 (1.68)</td>
</tr>
<tr>
<td><strong>SMS reminders sent to supporting family member after 7 days of nonactivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants finishing the intervention</td>
<td>37 (76)</td>
<td>0.14 (0.67)</td>
</tr>
<tr>
<td>Participants not finishing the intervention</td>
<td>12 (24)</td>
<td>2.00 (1.28)</td>
</tr>
<tr>
<td><strong>Asthma knowledge (cognitive skills)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma quiz score onboarding (pretest)</td>
<td>48 (98)</td>
<td>7.73 (2.24)</td>
</tr>
<tr>
<td>Asthma quiz score coaching session 14 (posttest)</td>
<td>48 (98)</td>
<td>8.79 (2.27)</td>
</tr>
</tbody>
</table>
The flow chart of the MAX intervention, including details for nonparticipation and dropouts, is shown in Figure 4. Reach was 49.5% with 49 out of 99 approached patients downloading the app and starting to interact with the MAX conversational agent. Availability of a smartphone was the major reason for nonparticipation (n=14, 14%), and the most frequent dropouts happened during onboarding (n=3) and Coaching Session 6 (n=3). To better understand sessions after which participants no longer interacted with the MAX conversational agent (ie, they dropped out), Figure 5 indicates the key task involved in each “dropout session.” The effort to complete a specific coaching session and disclosing personal information (eg, recording the inhalation technique with the face of the patient) may have led to dropout. Participants who finished the intervention (n=37) did so on average within 3 weeks, which was within the incentivized duration of 4 weeks.

Figure 4. Subject acquisition and participation flow chart. CA: conversational agent.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Respondents, n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma quiz score Coaching Session 14</td>
<td>37 (76)</td>
<td>9.43 (1.76)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bCA: conversational agent.

cBased on data from participants finishing the intervention.

dLast observation carried forward (ie, the pretest value was used for 11 participants).

eComplete cases, no missing values.
Session Alliance Inventory
The session alliance inventory indicated high working alliance ratings between the young patients and the MAX conversational agent from the very beginning of the intervention until the end (Table 1).

Technology Acceptance
Technology acceptance perceptions of the young patients regarding the mobile app are shown in Table 1. All mean values lie clearly above the neutral scale value of 4, indicating positive evaluations of the mobile app. Moreover, patients learned new aspects about asthma management and enjoyed the coaching sessions. Out of 275 coaching sessions, in which a family member was asked to support the young patients, patients indicated 269 times (97.8%) that they were supported by a family member. For the gender-specific choices of the MAX conversational agent, all participants chose the character corresponding to their own indicated gender.

Qualitative Feedback
The detailed qualitative feedback with representative quotes is provided in Multimedia Appendix 20. First, patients liked the educational content of the intervention and the text-based features of the conversational agent the most. Second, supporting family members also highlighted the educational content besides the experiential value of the intervention. Third, health care professionals positively emphasized the perceived ease of use and the significant supporting role of family members in this intervention. With respect to improvement suggestions of the intervention, patients indicated that there was too much predefined text. This concern was also shared by supporting family members. Health care professionals indicated that lack of access to smartphones, especially for young patients, was a limiting factor to further increase the reach of the intervention.

In addition, health care professionals indicated the following features to be considered in a future version. First, they would prefer an adaptation of the inclusion criteria, especially regarding the age range, to be able to further address younger and older patients. Second, they suggested cooperating with pneumologists and general practitioners to expand the intervention to other health-related topics or diseases (eg, eating disorders or diseases with similar complexity to asthma). Third, they suggested integrating further interaction between the health care professionals and patients (eg, follow-up questions).

Asthma Knowledge
Asthma knowledge (cognitive skills) scores at the beginning and end of the MAX intervention are shown in Table 1. Paired-sample t tests revealed a significant increase in scores and large effects with two approaches: a complete case analysis (n=37, t_{36}=-3.68, P<.001, d=1.19) and with the baseline observation carried forward (n=48, t_{47}=-3.54, P<.001, d=0.91).

Intervention Completion Rate
The intervention completion rate was 75.5%, as 37 out the 49 patients finished the intervention.

Overall, 42 inhalation video clips were recorded and submitted to the health care professionals (Table 2). All of these clips had sufficient technical quality for evaluation. The majority of inhalant medications used were dry powder inhaler and metered-dose inhaler. The health professionals’ assessments of the inhalation techniques (behavioral skills) based on these video clips are listed in Table 3. In summary, health care professionals identified 0.9 inhalation mistakes in each video clip (N=42). For two video clips, three serious inhalation mistakes were identified, eliciting a feedback to resend a corrected video clip. After resubmission, no severe inhalation mistakes could be identified in the second video clip.
Table 2. Descriptive statistics of inhalation video clip assessments (N=42).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inhalant</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry powder inhaler (Turbuhaler)</td>
<td>17 (40)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Metered-dose inhaler</td>
<td>16 (38)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dry powder inhaler (Diskus)</td>
<td>9 (21)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Duration of video clip assessments (seconds)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care providers (N=2)</td>
<td>14 (33)</td>
<td>409.51 (346.48)</td>
</tr>
<tr>
<td>Secondary care providers (N=4)</td>
<td>28 (67)</td>
<td>126.94 (102.80)</td>
</tr>
<tr>
<td>Total</td>
<td>42 (100)</td>
<td>221.13 (251.39)</td>
</tr>
<tr>
<td><strong>Inhalation mistakes identified per submitted video clip</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care providers (N=2)</td>
<td>14 (33)</td>
<td>0.93 (0.83)</td>
</tr>
<tr>
<td>Secondary care providers (N=4)</td>
<td>28 (67)</td>
<td>0.93 (1.30)</td>
</tr>
<tr>
<td>Total</td>
<td>42 (100)</td>
<td>0.93 (1.16)</td>
</tr>
<tr>
<td><strong>Days until feedback was provided (including weekends)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care providers (N=2)</td>
<td>14 (33)</td>
<td>2.25 (1.83)</td>
</tr>
<tr>
<td>Secondary care providers (N=4)</td>
<td>28 (67)</td>
<td>2.40 (1.81)</td>
</tr>
<tr>
<td>Total</td>
<td>42 (100)</td>
<td>2.34 (1.80)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 3. Inhalation technique assessments by health care professionals.

<table>
<thead>
<tr>
<th>Assessment question</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>Not visible on the video, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions for all assessments (N=42)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has _a the correct posture (ie, an upright upper body) during inhalation?</td>
<td>42 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Did _ load/prepare the device correctly?</td>
<td>30 (71)</td>
<td>4 (10)</td>
<td>8 (19)</td>
</tr>
<tr>
<td>Did _ exhale enough before inhalation?</td>
<td>30 (71)</td>
<td>8 (19)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Did _ inhale deeply and long enough through the mouth during inhalation?</td>
<td>34 (81)</td>
<td>7 (17)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Did _ hold his breath for 5–10 seconds? OR an alternative for the metered-dose inhaler: Were 10 calm breaths taken via the upstream chamber?</td>
<td>38 (90)</td>
<td>4 (9.52%)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Did _ exhale slowly afterward?</td>
<td>33 (79)</td>
<td>5 (11.90%)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Additional metered-dose inhaler questions (N=16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the cap of the dosing aerosol been removed?</td>
<td>13 (81)</td>
<td>0 (0)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Was the metered dose aerosol shaken before inhalation?</td>
<td>10 (63)</td>
<td>2 (13)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Was the upstream chamber used?</td>
<td>15 (94)</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Was the upstream chamber clean? (N=15b)</td>
<td>14 (93)</td>
<td>0 (0)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Was the age-appropriate upstream chamber used? (mouthpiece, mask) (N=15b)</td>
<td>15 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Was there a whistling sound of the upstream chamber during inhalation? (inhaled too strongly and quickly)c(N=15b)</td>
<td>11 (73)</td>
<td>3 (20)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Did _ trigger the device at the right time during inhalation?</td>
<td>15 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Was exhaled incorrectly into the powder inhaler so that there is a risk of clumping?d</td>
<td>22 (85)</td>
<td>3 (12)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Has _ rinsed their mouth with water after inhalation or eaten anything?e</td>
<td>7 (22)</td>
<td>2 (6)</td>
<td>23 (72)</td>
</tr>
</tbody>
</table>

a Indicates the patient’s name.
b Includes only those who answered “yes” to using the upstream chamber.
c Reverse coded.
d Additional question for those using the dry powder inhaler only (N=26).
e Additional question if the inhalant contained cortisol (N=32).

Human Effort and Responsiveness of Health Care Professionals

For the human effort and responsiveness of health care professionals (ie, to better understand the per-patient costs related to the intervention), the average time of the app onboarding process (excluding study-specific discussions) was approximately 15 minutes. Moreover, it took health care professionals an average of 221 seconds to assess the videos clips, with a clear difference observed between health care settings (average of 410 seconds in the primary care setting and 127 seconds in the secondary care setting; see Table 2). For the responsiveness of health care professionals, patients received feedback on their submitted video clips after an average of approximately 2.4 days (Table 2). In contrast to the assessment time, there were no differences between the health care professionals of the primary and secondary care settings. For the distribution of conversational turns, 99.5% (15,078/15,152) took place between patients and the MAX conversational agent, and only 0.5% (74/15,152) occurred between patients and health care professionals (Table 1). This indicates a very low amount of human effort (ie, 1–1.7 conversational turns between a health care professional and patient; see Table 1). Finally, between 0.1 and 2.5 SMS reminders were sent out on average per patient by the MAX conversational agent (Table 1), in addition to the 7 SMS text messages that were sent out to invite the supporting family members to join the seven “social support” coaching sessions.

The depersonalized data can be found on the Open Science Framework [95] for replication purposes and future analyses. It should be noted that not all data can be published due to ethical considerations and to protect the privacy of the participants of this study.
Discussion

Primary Findings
We have described the design of MAX, a smartphone-based and conversational agent–delivered asthma intervention that supports health care professionals targeting children-parent dyads in their everyday lives. Although there have been recent review papers discussing the use of conversational agents in health care [63,96-101], the current conversational agent is the first (to the best of our knowledge) that takes over the role of a scalable social actor framed as a scalable assistant of a health care professional that mediates communication among various relevant stakeholders in the context of chronic disease management. For this purpose, the MAX conversational agent uses several communication channels (eg, in-app chat, email, and SMS), and therefore “lives” not only on a smartphone in the pocket of a patient but is rather omnipresent (ie, MAX appears on the phones of family members, such as via SMS, or on desktop or tablet computers of health care professionals, such as via emails and the web-based MAX interface for health care professionals). This is also the first assessment of this type of mediating conversational agent outside of a lab setting, as many other conversational agents have been assessed [96], but rather in a realistic longitudinal intervention field study in a complex sociotechnical system with various stakeholders. With the MAX conversational agent, we were also able to show how to extend the reach of health care professionals into the everyday lives of patients in an efficient way without compromising the quality of care and working alliance. This is especially relevant in times of social distancing such as during the ongoing COVID-19 pandemic.

The design of MAX was driven by an interdisciplinary effort that resulted in a conceptual model with intervention components informed by human behavior and experiential learning theories [61,65,66], findings from technology acceptance research [49,51,58,102], and prior experiences of the authors with conversational agents that support health care professionals and young adolescent patients [67,68].

The results of this first feasibility study indicate an overall positive evaluation with respect to the reach of the intervention (ie, 49.5% of 99 young patients approached did install the app and started to interact with the MAX conversational agent), the strong working alliance between patients and the MAX conversational agent, and high acceptance of the intervention by all relevant stakeholders (ie, health care professionals, young patients, and their supporting family members). Compared to very similar conversational agent research targeting childhood obesity [68], physical inactivity [77], or the management of chronic pain [17], this intervention resulted in a high overall therapeutic goal achievement rate (75.5%) but also in improved asthma knowledge test scores and behavioral skills (ie, no identified inhalation mistakes occurred after the feedback from health care professionals). Moreover, the MAX conversational agent was able to motivate family members to support the young patients most of the time when asked (97.8%). In terms of human effort and responsiveness of health care professionals, it can be concluded that the MAX intervention is scalable since most of the conversational turns (99.5%) involved the patients and the MAX conversational agent. After the app onboarding process, which takes an average of 15 minutes, health care professionals had, on average, only one conversational turn with the patients via the manual chat channel of the MAX app when they provided their personalized feedback regarding the inhalation technique. In addition, it took them less than 4 minutes to assess the inhalation technique and 3 days to deliver that feedback to the patients. For each patient, this intervention involved an average of 20 minutes of human effort, 10 automated SMS text messages, including three reminders, and additional costs for gift vouchers, including lottery winnings. We minimized the risk for smartphone addiction [76] by limiting the amount of possible sessions to one per day and further including active exercises outside the digital environment of the app to increase social interaction and to counteract increasing smartphone usage among children [103].

The qualitative feedback suggested several valued and important features, as well as challenges and potential improvements of the intervention. Combining results from each question of the quantitative analysis, and considering the importance and frequency mentioned, several aspects must be discussed and eventually improved in future versions. First, technical issues should be limited as the reach and effectiveness of such an intervention is dependent on problem-free operation. This requires, based on the experience gathered with the MAX intervention, a better understanding and analysis of the technical infrastructure of the health care professionals’ institutions (eg, simple-to-use patient access to broadband internet via Wi-Fi in hospitals). Even though the text-based conversational agent was perceived as positive and engaging, participants indicated that the conversational agent had too many predefined answer options. It was previously suggested that conversational agents can be influential and engaging for young patients, and that open-text answers are highly appreciated [104]. However, privacy issues with conversational agents and open-text answers were pointed out by prior work [105], as conversational agents that are responsive to such inputs could potentially and unintentionally retrieve more and more personal information.

Limitations and Future Work
This study was designed as a feasibility study with a limited number of participants. It therefore provides the basis, and not the end solution, for future activities in the field. Based on our limited sample, it is clear that the results are not representative and must be interpreted with caution. Further, only health care professionals from four hospitals (eg, pediatric pneumologists) and two cantonal patient organizations of the Swiss Lung Association participated in this study. Therefore, it is not clear whether and to what degree the MAX intervention would work the same way with other relevant health care professionals such as a general practitioner. These nonspecialized health care experts may require significantly more time for the assessment of the inhalation video clips or would not have the expertise to do so without additional educational efforts. Another limitation of this study pertains to the inductive open coding of the interviews that was performed by one author only (SH), resulting in a certain bias of the qualitative results. In addition, since the social support assessment was self-reported by the young
patients and linked to additional points for the MAX intervention (to increase the chance to be among the winners), it can be assumed that the supportive involvement of family members was overestimated. Furthermore, the web-based MAX interface for health care professionals (and with it the patient data) was not integrated into hospital information systems or the information system of the patient organization. Specifically, some data had to be stored in a redundant way (eg, contact number, patient name) in the MAX system, which likely resulted in an overestimation of efforts (eg, the duration of the onboarding process). Finally, we have only reported the costs and efforts related to the MAX intervention, and therefore no implications regarding cost-effectiveness can be discussed. It is therefore important that future work investigates the costs of asthma management (eg, the frequency and costs of hospitalizations due to asthma exacerbations) and to which degree they can be reduced with the MAX intervention.

The MAX intervention itself can be improved in several ways. First and foremost, as a next step according to the multiphase optimization strategy [57], we suggest performing optimization trials to identify intervention components that have a positive and significant impact on cognitive and behavioral skills. Toward this end, we suggest assessing the components that are more costly (ie, intervention components that involve human effort). The resulting “effective” intervention package should then be assessed in a final randomized controlled trial with relevant distal health outcomes such as asthma control or quality of life. Moreover, we suggest incorporating a digital biomarker that is able to predict life-threatening events (eg, asthma attacks). For example, there is evidence that the number of nocturnal cough events is negatively correlated with asthma control [106,107], and that nocturnal cough in adult asthma patients can be detected reliably with the microphone of a smartphone [89,108]. Having such a digital biomarker may also help to further develop the MAX intervention as a just-in-time adaptive intervention (JITAI) [109,110]. In such an intervention, after the basic psychoeducational coaching sessions are finished, the MAX conversational agent would message patients only when a specific state of vulnerability [89] and state of receptivity [111] are identified. In addition, and consistent with the JITAI approach, one may also consider an intervention component that monitors medication intake and sends out medication reminders in case no inhalation events were detected. The systematic assessment of inhalation video clips by health care professionals can also be used as a label for the correct use of inhalation devices. Additionally, taking advantage of these labels and the latest advances in video classification methods for activity detection [112] may enable the automatic assessment of inhalation technology. As a consequence, this may reduce the time required to assess the inhalation technique, and may even increase the quality of the assessments. Furthermore, since there was a clear difference in the assessment time of the inhalation video clips between the primary and secondary care settings, a dedicated and specialized expert may be considered for this task. However, this addition may undermine the working alliance between the patient and the primary point of contact (ie, the health care professional who takes care of that patient). Finally, future deployments of MAX must consider a robust, technical infrastructure with a clear focus on the easiest Wi-Fi access possible during on-site consultations to guarantee an efficient download of the app and onboarding process.

In case none of these additional intervention components or studies is considered, estimates of the MAX project team indicate that the development of the current MAX intervention into a “product” would cost another US $100,000. General ongoing costs include keeping the intervention content updated according to recent asthma management guidelines (at a cost of approximately US $10,000 every 3 years) and maintaining technical software (at a cost of approximately US $10,000 per year). In addition, an appropriate legal framework and incentive mechanism has to be established in the Swiss health care system that allows prescription of this “digital pill” by health care providers so that the human and technical efforts, as well as the incentives for the participants (eg, rewards based on the number of intervention points they achieve), can be covered by corresponding payers (eg, individuals or health insurance companies). The recently implemented Digital Healthcare Act in Germany can serve as an example in this regard.

**Comparison With Prior Work**

Digital health interventions for asthma include numerous mobile health apps that provide patients with information and help them track symptoms or medications, often using a gamification component [45-47]. A systematic review of 15 different digital interventions for pediatric asthma management showed that 87% of the interventions improved medication and behavioral adherence, and 53% demonstrated improved health outcomes [113]. Although these mobile health apps offer a range of features (eg, automated personalized texts, interactive websites, and online modules) to inform patients about asthma, they have not included scalable text-based health care conversational agents to support communication with health care professionals. Previous studies in other health domains have demonstrated promising results in using conversational agents to improve outcomes, such as promoting physical activity for childhood obesity [104,114]. By applying a scalable conversational agent for asthma specifically, the MAX intervention can provide greater health care professional interaction at reduced cost, which has been a key concern in past asthma interventions [113]. A unique advantage of MAX is its use of a three-component intervention that involves health care professionals, the digital assistant MAX, and family members to support young patients as they work on specific tasks to expand asthma knowledge and improve behavioral skills.

**Conclusions**

We have shown that conversational agents framed as digital assistants of health care professionals have the potential to improve cognitive and behavioral skills in chronic disease management, with asthma in children as one specific example. We have demonstrated that conversational agents can take over the role of a mediating social actor in a complex health care setting with various stakeholders, and deliver a digital health intervention in a scalable way into the everyday life of patients and their family members. Consistent with the novel JITAI approach, this study provides further insights into the use of conversational agents that, in the future, may “listen into” states of vulnerability and states of receptivity and, as a result, direct
relevant information to appropriate individuals, including the patient, a romantic partner, family member, a nurse, or medical doctor. We therefore envision a future in which scalable conversational agents act like a grand maestro, who dynamically directs an orchestra through a symphony of life based on what the various musicians offer and he or she perceives, and, with each repetition, gets better and better in doing so.
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Abstract

Background: Effective treatments for various conditions such as obesity, cardiac heart diseases, or low back pain require not only personal on-site coaching sessions by health care experts but also a significant amount of home exercises. However, nonadherence to home exercises is still a serious problem as it leads to increased costs due to prolonged treatments.

Objective: To improve adherence to home exercises, we propose, implement, and assess the novel coaching concept of hybrid ubiquitous coaching (HUC). In HUC, health care experts are complemented by a conversational agent (CA) that delivers psychoeducation and personalized motivational messages via a smartphone, as well as real-time exercise support, monitoring, and feedback in a hands-free augmented reality environment.

Methods: We applied HUC to the field of physiotherapy and conducted 4 design-and-evaluate loops with an interdisciplinary team to assess how HUC is perceived by patients and physiotherapists and whether HUC leads to treatment adherence. A first version of HUC was evaluated by 35 physiotherapy patients in a lab setting to identify patients’ perceptions of HUC. In addition, 11 physiotherapists were interviewed about HUC and assessed whether the CA could help them build up a working alliance with their patients. A second version was then tested by 15 patients in a within-subject experiment to identify the ability of HUC to address adherence and to build a working alliance between the patient and the CA. Finally, a 4-week n-of-1 trial was conducted with 1 patient to show one experience with HUC in depth and thereby potentially reveal real-world benefits and challenges.

Results: Patients perceived HUC to be useful, easy to use, and enjoyable, preferred it to state-of-the-art approaches, and expressed their intentions to use it. Moreover, patients built a working alliance with the CA. Physiotherapists saw a relative advantage of HUC compared to current approaches but initially did not see the potential in terms of a working alliance, which changed after seeing the results of HUC in the field. Qualitative feedback from patients indicated that they enjoyed doing the exercise with an augmented reality–based CA and understood better how to do the exercise correctly with HUC. Moreover, physiotherapists highlighted that HUC would be helpful to use in the therapy process. The longitudinal field study resulted in an adherence rate of 92% (11/12 sessions; 330/360 repetitions; 33/36 sets) and a substantial increase in exercise accuracy during the 4 weeks.
Conclusions: The overall positive assessments from both patients and health care experts suggest that HUC is a promising tool to be applied in various disorders with a relevant set of home exercises. Future research, however, must implement a variety of exercises and test HUC with patients suffering from different disorders.

(J Med Internet Res 2021;23(2):e23612) doi:10.2196/23612
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Introduction

Musculoskeletal disorders (MSDs), such as rheumatoid arthritis, osteoarthritis, low back pain, neck pain, or gout, negatively impact the locomotor system and are influenced by various risk factors, such as a sedentary lifestyle, malnutrition, or obesity [1]. Individuals with MSDs suffer from chronic pain, impaired mobility and physical function, and reduced quality of life [2]. The average estimated global prevalence of MSDs lies at 18% [3] and increases with age [4]. MSDs account for 21.3% of all years lived with disability worldwide [5], with back pain as the leading cause of disability [3]. Therefore, both the individual’s psychosocial burden and the financial burden of MSDs are significant. In the United States, for example, treatment costs are estimated to account for 5.7% of gross domestic product [6]. As a consequence of population growth, aging, and sedentary lifestyles, the burden of MSDs will dramatically increase in the future and thus poses significant challenges to global health [4,5]. It is, therefore, crucial to develop effective interventions for individuals with MSDs.

Physiotherapy is an effective intervention for MSDs [7-10]. However, treatment adherence (ie, the extent to which an individual’s behavior “corresponds with agreed recommendations from a health care provider” [11]) is a common problem in various health care settings [11-13], including home exercises in physiotherapy [11,14-17]. For example, treatment adherence ranges from 60% [18] down to 30% [9,19,20], resulting in increased costs because of prolonged treatment [5,8,21-23]. Common treatment adherence dimensions (TADs) [24-26] are the session completion rate (the number of completed vs prescribed exercise sessions, TAD1), the set completion rate (the number of completed vs prescribed sets for each exercise, TAD2), the exercise repetition rate (the number of completed vs prescribed exercise repetitions within each set, TAD3), the temporal exercise accuracy (the actual vs prescribed velocity of exercise execution, TAD4), and the spatial exercise accuracy (the actual vs prescribed body movement trajectory, TAD5). Reasons for nonadherence can vary. For example, patients may simply forget to follow the various TADs, and further patient-related factors, such as disability, attitudes, motivation, and beliefs about exercise risks and benefits, can also negatively impact the TADs [14,27-33].

Moreover, adherence support is often limited to on-site physiotherapy sessions, leaving patients alone at home with standardized exercise instructions, which results in low adherence rates [34-36]. Therefore, various technical approaches have been proposed to help increase home exercise adherence in physiotherapy [37]. A smartphone app, for example, motivates patients and sends reminder messages to individuals with an MSD [38], or a virtual reality training is used to provide feedback on exercise execution [39]. However, two recent reviews indicate that adherence remains a challenge [40,41]. Our review of remote patient monitoring tools and current scientific work (Multimedia Appendix 1 [16,29,39,42-66]) suggests that there is untapped potential in addressing this problem, too.

To this end, we propose hybrid ubiquitous coaching (HUC) to improve home exercise adherence for treatments that require not only personal on-site coaching sessions by health care experts but also a significant amount of home exercises. HUC relies primarily on a conversational agent (CA) that delivers relevant health literacy information about the importance and benefits of home exercises and personalized motivational exercise reminders via a smartphone. Moreover, the CA of HUC delivers real-time exercise support, monitoring, and feedback in a hands-free augmented reality (AR) environment. In HUC, health care experts introduce the CA as their trusted personal assistant that lives not only in the patient’s pocket/smartphone in the form of a text-based physiotherapy chatbot [48,49,67], but also in the patient’s AR glasses in the form of an embodied, holographic instructor [52,55] (see Figure 1 for an overview of HUC).

HUC combines for the very first time (to the authors’ best knowledge) research on CAs, human-supported digital interventions, health psychology, and mobile and wearable technology–supported physical exercises. First, HUC employs a CA because they are able to build a working alliance with patients [49,57,68], which is an important relationship quality [69] that is robustly linked to treatment success [59]. Accordingly, there is a large body of evidence on the effectiveness of CAs in delivering clinical and nonclinical interventions [52]. Second, HUC relies on a hybrid coaching concept consisting of CA and human physiotherapist teams because digital interventions supported by humans result not only in higher treatment adherence [64,66], but also in better treatment outcomes [70,71]. Third, HUC offers real-time feedback about intervention progress and correct exercise execution, which, in turn, is assumed to increase self-efficacy [29], an important construct that helps shape positive attitudes toward therapy adherence and health-promoting behavior [63]. Finally, HUC aims to increase adherence by seamlessly delivering an intervention into the everyday lives of vulnerable individuals or patients with the help of mobile and wearable technology (ie, smartphones and AR glasses) [72,73].
Because this research is unprecedented, the following research questions (RQs) were formulated to guide the design, implementation, and evaluation of HUC: (RQ1) How is HUC perceived by (a) patients and (b) health care experts?; and (RQ2) Does HUC lead to treatment adherence to home exercises?

To answer these questions, we applied HUC exemplarily to the field of physiotherapy. During the last 3 years, 4 design-and-evaluate loops were conducted: two studies were carried out in the lab with 50 physiotherapy patients, 11 physiotherapists were interviewed, and finally, empirical data from 1 patient during a 4-week longitudinal field study were collected and assessed to reveal real-world benefits and challenges related to HUC.

Methods

Overview

To address the challenge of nonadherence to home exercises in physiotherapy, we started the interdisciplinary development of HUC in collaboration with 2 physiotherapists. In a first step, a storybook was developed (Multimedia Appendix 2). In a second step, HUC was developed further as outlined in the next section. After the conceptual work, we formulated the research questions that guided the 4 studies in which we iteratively improved, implemented, and evaluated HUC. Table 1 provides an overview of the 2-year design and evaluation process.
The specific physiotherapist. A strong working alliance between the patient and the physiotherapist it was linked to. This allows the CA to link the patient data and personalized exercise program, but also data about the physiotherapist so that the CA “knows” the name of the physiotherapist. The design of the HUC elements was also informed by behavioral change techniques (BCTs, ie, evidence-based intervention components aiming to change behavior) [78]. The smartphone-based CA reminds the patient to do the home exercises (TAD1), motivates the patient via the smartphone, and emphasizes the benefits of performing the exercise by providing psychoeducational material, for example, about sleep quality and degree of pain (BCTs 2, 13, 15, and 20 [78]). The AR-based CA delivers real-time exercise support by providing the patient with personalized information to be transmitted to the patient [76,77].

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study 1, 2018</th>
<th>Study 2, 2018/2019</th>
<th>Study 3, 2019</th>
<th>Study 4, 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study design</td>
<td>Lab study</td>
<td>Semistructured interview and survey</td>
<td>Within-subject lab study</td>
<td>Observational longitudinal field study</td>
</tr>
<tr>
<td>Participants</td>
<td>35 patients</td>
<td>11 physiotherapists</td>
<td>15 patients, 2 physiotherapists</td>
<td>1 patient-physiotherapist dyad, 3 physiotherapists</td>
</tr>
<tr>
<td>RQ1a: How is HUC perceived by patients?</td>
<td>Perceived usefulness, ease of use &amp; enjoyment, suggestions for improvements</td>
<td>N/A</td>
<td>Patient-CA working alliance, relative advantage of HUC</td>
<td>Perceived usefulness, ease of use &amp; enjoyment. Intention to continue using HUC, suggestions for improvements</td>
</tr>
<tr>
<td>RQ1b: How is HUC perceived by health care experts?</td>
<td>N/A</td>
<td>Patient-physiotherapist working alliance, relative advantage of HUC</td>
<td>N/A</td>
<td>Perceived usefulness and relative advantage of HUC, suggestions for improvements</td>
</tr>
<tr>
<td>RQ2: Does HUC lead to treatment adherence to home exercises?</td>
<td>Behavioral intention &amp; recommendation to use HUC</td>
<td>Session completion rate, sets &amp; repetition (TAD1-3#)</td>
<td>Spatial &amp; temporal accuracy (TAD4-5#)</td>
<td>Session and set completion rates, exercise repetition rate, spatial &amp; temporal accuracy (TAD1-5#)</td>
</tr>
</tbody>
</table>

*HUC: hybrid ubiquitous coaching.
AR: augmented reality.
CA: conversational agent.
Quantitative feedback.
Qualitative feedback.
N/A: not applicable.
#TAD: treatment adherence dimension.

Concept of Hybrid Ubiquitous Coaching

A conceptual overview of HUC is illustrated in Figure 1 and outlined in the following paragraphs.

Onboarding With A Physiotherapist

First, a physiotherapist performs a physical assessment of the patient and, depending on the results, defines a tailored home exercise program. Next, the physiotherapist works together with the patient on the exercises from the program by focusing on the TADs (Table 1). Then, the physiotherapist introduces the CA as his or her scalable personal assistant that will support the patient regarding the TADs in their everyday life via the smartphone and via the AR glasses. For this purpose, the physiotherapist shows the patient how to interact with the CA on the smartphone and via the AR glasses. To link the CA with the patient (eg, name, age, height, weight, diagnosis) and his or her specific home exercise program, the physiotherapist prints out a therapeutic prescription card with a quick response (QR) code. The QR code not only contains encrypted links to the patient data and personalized exercise program, but also data about the physiotherapist so that the CA “knows” the name of the physiotherapist it was linked to. This allows the CA to link back to the “real” world during conversations with the patient and strengthen the relationship and the working alliance with the specific physiotherapist. A strong working alliance between health professionals and patients establishes an attachment bond [74], the development of a shared understanding about goals and tasks, and, in return, boosts treatment adherence [69,75]. On the way home, the patient scans the QR code with his or her smartphone to download the mobile HUC app and start the interaction with the CA. The CA introduces itself as the physiotherapist’s personal assistant and gives an overview of the upcoming digital coaching program. During this dialogue with the CA, the shipment of the AR hardware to the patient’s home is triggered as the patient’s address is made available via the link in the QR code.

Everyday Coaching

The smartphone- and AR-based CAs allow for remote everyday coaching. The combination of the two CAs together results in a richer communication channel that enables more accurate and personalized information to be transmitted to the patient [76,77]. The design of the HUC elements was also informed by behavioral change techniques (BCTs, ie, evidence-based intervention components aiming to change behavior) [78].
demonstrating the execution (BCT 22), whereby arrows highlight important angles to be aware of and motivate the user during the exercise (BCT 13). The AR-based CA guides the patient through the exercise, monitoring the progress (TAD1-5, BCT 17) and giving real-time feedback (TAD4-5, BCT 19). It also informs and emphasizes essential aspects of how to perform the exercise correctly (TAD4-5, BCT 21). The AR-based CA counts the number of sets and repetitions out loud and provides feedback on the exercise execution after a completed set of exercises (TAD2-5, BCT 19). The feedback is both visual and auditory and is based on comparing patient data from the AR system with data about the physiotherapist performing the same exercise. Lastly, the AR-based CA aims at increasing the attachment bond, an important relationship quality and dimension of a working alliance [79], by literally giving high fives or showing the patient a funny dance move (BCT 13) when a set or training session is completed.

**On-site and Remote Coaching With a Physiotherapist**

HUC grants physiotherapists access to patients’ data about the TADs via a web-based dashboard. Based on that data, physiotherapists can tailor and optimize planned on-site and remote coaching sessions more efficiently. For example, if squats are performed incorrectly and the real-time feedback from the AR-based CA is not processed correctly by patients, pressure could be applied on the knees rather than on the muscles, which could cause knee injuries. If this happens, the physiotherapist would get an alert message from the CA to target the weakness directly in the next online or on-site coaching session.

In the remainder of this paper, we describe 4 build-and-evaluate loops that we conducted to build and assess HUC according to our research questions. Table 1 provides an overview of this process.

---

**Study 1: Perceptions of Individuals With Physiotherapy Experience**

To address RQ1a and RQ2, we implemented a first version of HUC with a focus on the AR-based CA and tested it with 35 individuals with physiotherapy experience at a public fair in September 2018.

**Development of HUC Version 1**

HUC included an AR-based CA that appeared as a male cartoonlike superhero assistant of a human male physiotherapist and a female human-looking exercise model, demonstrating the exercise execution (Figure 2). A personal, empathetic, and humanlike CA can increase a patient’s intention to change behavior and to continue to use the CA [80]. Further, the rationale behind the superhero design was to make the user experience more fun. The rationale for the design features was to design a personal and empathetic CA. For ease of presentation, a squat exercise was implemented as it is a common physiotherapy exercise. After the CA demonstrated the exercise (eg, by flying around the female character and pointing out important aspects of the squat movements) and commented via voice on how to correctly execute the squat, the CA asked the patient to perform the exercise. Patients were able to respond to voice-based questions from the CA with predefined answer options that appeared as speech bubbles in the AR space around 20 cm in front of and at eye level for the patient (Figure 3). The patient was able to select an answer by touching it with a finger. This hands-free approach does not require an additional controller and thus allows for more intuitive and direct interactions [81] (Figure 4). A significant advantage of this is the direct manipulations and interactions in the AR space. Interactions were primarily used to increase the attachment bond via small talk (eg, “How are you today?”), to explain the exercise (eg, “Let’s have a close look at Alexis’ movements”), or to progress through the several-step process of exercise execution (“well done, four more to go!”). See Multimedia Appendix 3 for the video clip and Multimedia Appendix 4 for the technical details of the implementation and hardware.

---

**Figure 2.** Augmented reality–based conversational agent and female humanlike model demonstrating the squat exercise.
**Evaluation**

**Participant Acquisition**

Participants were recruited from a public fair using convenience sampling [82]. They were included if they had already participated in physiotherapy sessions and were interested in HUC.

**Procedure**

Participants who expressed an interest in HUC and provided their consent to participate in the study were invited to participate. HUC was then introduced, and usage of the AR glasses was demonstrated. Next, participants were asked to start the interaction with the AR-based CA and performed one exercise session. Afterward, participants were asked to fill out a feasibility questionnaire. Participants received no monetary compensation.

**Measurements**

HUC was assessed based on technology acceptance [83-85] and word-of-mouth [86] research. To reduce participant burden, and due to the feasibility character of this first study, we used single-item measures for perceived enjoyment [87], perceived ease of use, perceived usefulness [85], and intention to use [83]. Consistent with prior work [87], 7-point Likert scales were used, ranging from strongly disagree (1) to strongly agree (7). Further, the Net Promoter Score (NPS) [86] was used to assess whether participants would recommend HUC to other patients. The NPS is a single-item measurement that indicates satisfaction with a service. NPS scores are binned into four categories: −100 to 0.
(needs improvement), 1 to 30 (good), 31 to 70 (great), and 71 to 100 (excellent). Finally, qualitative feedback was gathered on positive aspects of HUC, and suggestions for improvement were provided by participants.

**Study 2: Revision of HUC and Evaluation by Physiotherapists**

To address RQ1b and RQ2, we revised HUC based on the feedback from study 1 and assessed it with 11 physiotherapists between November 2018 and March 2019.

**Design and Technical Implementation**

HUC was revised as follows based on the qualitative results of study 1. The AR-based CA was scaled up to be human-sized and adapted in appearance to look like a physiotherapist (ie, the clothes, including the logo, were copied from a real physiotherapist, since a professional look and a natural humanlike style are agent characteristics associated with increased intention to use [80]). Moreover, due to the limited field of view of the AR glasses, which sometimes made it hard to see the interactions between the two characters in HUC version 1 and thus confused some of the participants in study 1, the female humanlike model was omitted. Therefore, in study 2 the revised AR-based CA demonstrated the squat exercise with the help of his own virtual body (Figure 5 and the video in Multimedia Appendix 5). Moreover, an exercise tutorial was added to help participants better understand how to correctly execute the exercise (BCT 22). For this purpose, virtual guides indicated important aspects of exercise execution (Figure 5). Furthermore, automatic error detection was implemented in collaboration with 2 physiotherapists. For the error detection, the position and rotation of the headset were tracked and compared with the squat movements of the physiotherapists (Multimedia Appendix 4). Participants were asked to position themselves on virtual footprints placed on the floor and to remain in that position during the course of the exercise. Thus, participants’ initial position and rotation were determined. Additionally, participants’ heights were stored as the difference between the initial position and the floor along the vertical axis. Based on these parameters, errors for insufficient depth of the squat, too fast or too slow execution, and too much deviation to the left, right, front, or back from an individual’s vertical center axis were detected. Further technical details of the error detection are outlined in Multimedia Appendix 4. The errors detected were saved in the AR app so that the CA would be able to generate and send an error report to the corresponding physiotherapist. For example, if a participant did not move low enough with the upper body during a specific squat exercise, the AR-based CA would say, “A little bit lower.” In addition to this error-related real-time feedback, and to target TAD1-3, the AR-based CA took over the moderation during the exercises with motivating voice-based instructions and progress reports (BCTs 12, 13, and 15). For example, the AR-based CA counted up the number of repetitions (eg, “Only three… two… one. Great! You already finished the 1st set, take a quick break and then let’s start with the 2nd set of squats”). Moreover, real-time feedback was implemented based on these errors and communicated during and after a specific exercise, thus targeting temporal (TAD4) and spatial (TAD5) accuracies.

Finally, the HUC concept outlined in Figure 1 was broken down into a flowchart diagram and specific sketches (eg, of the web-based dashboard for physiotherapists and the smartphone-based CA interaction; Multimedia Appendix 6) that illustrated the various intervention components of HUC in more detail. In addition to the revision of the AR-based exercise, the flowchart and sketches were then used for the assessment of the various aspects of HUC by physiotherapists as outlined below.

**Figure 5.** Virtual guides embedded into the revised augmented reality–based conversational agent and used in studies 2, 3, and 4.
Evaluation

Participant Acquisition
Physiotherapists treating patients with MSDs were recruited using chain sampling [82] until saturation of the qualitative feedback was reached [88].

Procedure
First, we explained the HUC concept, the flowchart, and the sketches to each participating physiotherapist. Then, the physiotherapist performed the specific squat exercise session with the AR-based CA. Thereafter, a semistructured interview was conducted to gather feedback on the utility and feasibility of HUC. The interview was recorded and transcribed according to the rules of simple transcription [89]. Thereafter, relevant themes and concepts were extracted following an iterative coding process [90]. After the interview, we sent an online survey to the physiotherapist in which we asked them to assess the relative advantage of HUC compared to current patient monitoring and communication applications and asked about the potential of HUC to strengthen the working alliance between the physiotherapist and their patient. No monetary compensation was provided.

Measurements
The guiding questions of the semistructured interview are listed in Multimedia Appendix 7. The perceived relative advantage of HUC was adapted from prior work [91]. The answer options on the 6-item instrument were anchored on 7-point Likert scales, ranging from strongly disagree (1) to strongly agree (7). The Session Alliance Inventory [92] was used to assess the working alliance. Answer options on the 6-item instrument were anchored on 7-point Likert scales, ranging from never (1) to always (7).

Study 3: Revised HUC (Version 2) Assessed by Patients
To address RQ1a and RQ2, HUC was assessed by 15 patients seeking physiotherapy treatment in January and February 2019. To assess the relative advantage of HUC to commonly employed methods of exercise instruction, HUC was compared to paper-based and video-based exercise instruction.

Design and Technical Implementation
The revised HUC (version 2) as outlined in study 2 above was used for the assessment.

Evaluation

Participant Acquisition
Patients were recruited from a physiotherapy center of one of the collaborating physiotherapists. Inclusion criteria were age ≥18, participation in at least 3 physiotherapy sessions, no experience with the squat exercise, being in the physical condition to perform squat exercises, normal vision or wearing contact lenses, and normal hearing.

Procedure
A two-period crossover study design was used to assess the relative advantage of HUC compared to paper-based and video-based exercise instruction, two commonly used methods in physiotherapy. This study design also allowed us to account for learning effects [93]. The study was conducted at the physiotherapist center. After giving consent, each participant was systematically assigned to a specific order of the exercise instruction method. Then, a physiotherapist described and demonstrated the squat exercise in the therapy session and ensured correct exercise execution. Next, patients received either handwritten paper-based exercise instructions (Figure 6), video-based instructions (Figure 7 and Multimedia Appendix 8), or a QR code on a business card to download the HUC app and the AR hardware (Figure 5 and Multimedia Appendix 5). The content of the exercise instruction was consistent for all three instruction methods. Each patient was then instructed to perform 3 sets of squats with 10 repetitions each. The exercises were video-recorded so that 2 physiotherapists were able to assess the accuracy of the exercise execution independently from each other at a later point in time (see Measurements). After each of the 3 exercise sessions, patients were asked to assess the instruction method via an online survey. Finally (ie, after all exercise sessions), a semistructured interview was conducted with each participant to gather suggestions to improve HUC. The overall duration of approximately 1 hour was compensated with US $50.
Figure 6. Paper-based instructions of study 3.
Figure 7. Video-based instructions of study 3.

Measurements

The exercise instructions were assessed with mental effort and frustration items from the task load index [94]. Moreover, perceived enjoyment, ease of use, and usefulness of the exercise instructions were adopted from technology acceptance research [85,95]. We also assessed the working alliance between the patient and HUC’s AR-based CA with the Session Alliance Inventory [92]. Additionally, the intention to continue working with the corresponding exercise instruction was determined based on prior work [96]. We also asked patients to rank the three instruction exercises according to their informativeness. We finally adopted 5 assessment items from the Exercise Assessment Scale [97]. With these items, 2 independent physiotherapists were asked to assess the correctness of the exercise execution for each instruction method and participant with a maximum score of 6 points. For this purpose, patients performing the squat were video-recorded from two perspectives (front and side). All quantitative survey items are listed in Multimedia Appendix 9. The questions of the semistructured interview focused on patients’ perceptions and suggestions for improvements (Multimedia Appendix 10).

Study 4: HUC Assessed in a 4-Week Field Study

Due to the high burden nature of the study, with experimental technology that required support from the researchers, we conducted a 4-week n-of-1 trial to complement our findings from studies 1-3 and to answer RQ1a, RQ1b, and RQ2. The goal of this study was to complement the findings from the previous studies and to add external validity to the lab results by assessing the long-term adherence and feasibility of HUC in the everyday life of one patient. By assessing HUC with only one patient, this study was not designed to illustrate the breadth of possible use experiences but to show one experience in depth and thereby potentially reveal real-world benefits and challenges [98,99].

Design and Technical Implementation

The objective of the third design loop was to adapt HUC for long-term use. For the field study assessment of HUC, there was no QR code provided, and no dedicated HUC was developed. Consistent with recent work [80,100,101], the following revisions were implemented to increase variation in HUC coaching.

First, depending on the patient’s familiarity with the AR-based app (eg, how often it was used), tutorials became skippable, and explanations were shortened after the first week. Second, there was randomization of the coach’s speaking texts (“Hey, good to see you again!”), animations (eg, stretching the upper limb), and interactions (eg, clapping, high five, thumbs up). Third, randomization of the coach’s texture (ie, the AR-based CA had a set of different colored clothes) and the background music (eg, energetic rock and funk) changed. Lastly, the AR-based app showed the patient the number of sessions already completed as an early form of progress visualization, a well-established behavioral change technique (BCT 19) [78].

Evaluation

Participant Acquisition

A new physiotherapy patient who did not participate in one of the other studies was recruited from a physiotherapy center. The eligibility criteria were identical to those outlined in study 3. Additionally, 3 physiotherapists from the same center were recruited for a follow-up interview. One physiotherapist was the therapist treating the patient, the second therapist was involved in the evaluation in the course of the third study, and the third therapist was not involved in any of the previous studies.
Procedure

Before starting the study, the patient signed the informed consent. Then, at the beginning of the study, the patient received a study information sheet from the physiotherapist and agreed to practice a squat exercise 3 times per week. HUC was then demonstrated, and the patient received an introduction to the AR headset. Thereafter, the patient was coached by HUC in their everyday life as outlined in Figure 1. Again, the exercise in focus was the squat. The coaching included, on average, 4 weekly text messages via WhatsApp, aimed to elicit reminders, to provide psychoeducational material, and to motivate the patient to perform the squat as often as the physiotherapists recommended (BCTs 2, 13, 15, and 20 [78]). According to the Wizard-of-Oz method [102], the CA was simulated by a coauthor without the patient being aware of it and reminded the patient weekly to conduct the exercises over a 4-week period. Further, real-time feedback was provided during the execution of the exercises (Multimedia Appendix 5). The TAD data (eg, session completion rate, sets and repetitions, errors) were collected and sent to a coauthor via email so that additional feedback could be provided via a WhatsApp-based text message (eg, to motivate the patient to perform an exercise). After the trial, the patient was invited to take part in a debriefing interview, during which the experience with HUC was explored and the patient was asked for suggestions for improvement. The patient received a monetary compensation of US $50 for participating. In the case of any therapeutic or technical questions, the patient was able to contact the physiotherapist and the study team. Finally, the results of the n-of-1 trial were shown to 3 physiotherapists to gather additional qualitative feedback about HUC (eg, suggestions for improvement).

Results

The results of the 4 studies are presented in the following sections. The depersonalized raw data and data analysis script are made available in Multimedia Appendices 9 and 11, respectively.

Study 1: Perceptions of Individuals With Physiotherapy Experience

Overall, 35 (13 females) individuals with a mean age of 35 years (SD 11) and previous physiotherapy experience participated in the study. Most of them (32, 91%) had experience with the exercise. The results listed in Table 2 indicate that participants enjoyed the exercise sessions and perceived the exercise moderated by the AR-based CA to be useful and easy to use. Moreover, participants indicated that they would be willing to use this form of AR-based exercise at home. All of these assessments lie significantly above the neutral scale value by conducting Wilcoxon signed rank tests (Table 2). The NPS was negative and close to zero, indicating that the HUC needs improvement before participants would recommend it to other patients. This result was expected given the prototype character of this first version of HUC.

Table 2. Augmented reality–based conversational agent coaching assessed by 35 patients.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items</th>
<th>Mean (SD)</th>
<th>P value</th>
<th>NPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived enjoyment</td>
<td>I enjoyed the exercise with Alex.</td>
<td>5.74 (1.06)</td>
<td>&lt;.001</td>
<td>−17.14</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>It was easy to follow the exercise instructions.</td>
<td>6.14 (0.84)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>I was able to follow the exercise.</td>
<td>6.37 (0.80)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Intention to use</td>
<td>I would use this type of holographic exercise at home.</td>
<td>5.40 (1.49)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Net Promoter Scored</td>
<td>How likely is it that you would recommend this type of exercise to other patients?</td>
<td>−17.14</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

a7-point Likert scales ranging from strongly disagree (1) to strongly agree (7).
bWilcoxon signed rank test with test value 4.
cThe augmented reality–based conversational agent was given the name Alex.
dNPS ranges between −100 and 100.
eThe percentage of detractors subtracted from the percentage of promoters.
fN/A: not applicable.

The qualitative feedback on the positive aspects of HUC and suggestions for improvement are shown in the thematic maps (Figure 8). Suggested improvements included “more specific feedback,” “more helpful instructions,” “coach should look more like a physiotherapist,” “only one figure,” and “less/no superman.”
Study 2: Evaluation by Physiotherapists

Eleven physiotherapists with 3 to 30 years of experience (6 females, age of both sexes between 20 and 49 years) participated in the study. Five physiotherapists worked in a private practice, 4 in a hospital, and 2 in a rehabilitation clinic.

The physiotherapists indicated in the interviews that patients could be better supported with the HUC and that physiotherapists would intend to use it for treatment sessions. The AR-based CA was perceived as an additional motivator due to its personal, interactive, and playful approach. The exercise guidance by the life-sized CA, including the real-time feedback (e.g., automatic counting of exercise repetitions), was also perceived as an improvement to the status quo. The smartphone-based CA was perceived as an advantage over current solutions, mainly due to its ability to remind patients to execute the exercise, but also by providing psychoeducational content that targets increasing patients’ health literacy. Physiotherapists were, however, skeptical of whether HUC could improve the quality of the treatment and adherence. The HUC was seen to have some potential to strengthen the working alliance between physiotherapists and their patients. Establishing therapeutic goals was seen as an advantage, since tracking enables patients to be continuously informed about the degree of goal achievement. The ability to instruct and provide feedback on the exercise technique was also identified as a factor that could potentially improve the shared understanding of treatment tasks. However, the majority of the physiotherapists expressed the belief that mutual trust, empathy, and, consequently, mutual goals and tasks were uniquely established during face-to-face encounters and that technological systems could not successfully act as assistants to foster a good working alliance. Lastly, physiotherapists suggested that continuously monitoring a patient could have a negative influence on mutual trust.

This qualitative feedback is supported by the quantitative data from the online survey (Table 3). The physiotherapists saw a clear relative advantage of HUC relative to the status quo of commercial applications. The working alliance assessments also resulted in a confirmation of the qualitative feedback. Overall, the experts assessed the support of the CA as not being sufficient to build and maintain a robust working alliance between patients and physiotherapists. This was especially the case for establishing an attachment bond.

Table 3. HUC assessed relative to commercial applications by 11 physiotherapists.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Exemplary item</th>
<th>Items, n</th>
<th>Mean ± SD</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative advantage</td>
<td>With HUC, patients would perform the exercises more correctly compared to previous methods.</td>
<td>6</td>
<td>4.97 (0.96)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Working alliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal agreement</td>
<td>Alex would help me (my patient and I) work towards mutually agreed goals.</td>
<td>2</td>
<td>4.23 (1.31)</td>
<td>.19d</td>
</tr>
<tr>
<td>Task agreement</td>
<td>Alex would help me convince the patient that the way we work on the problem is correct.</td>
<td>1</td>
<td>3.82 (1.47)</td>
<td>.64d</td>
</tr>
<tr>
<td>Attachment bond</td>
<td>Alex would help me make the patient appreciate me.</td>
<td>3</td>
<td>2.06 (1.32)</td>
<td>.99d</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6</td>
<td>3.08 (1.68)</td>
<td>.99d</td>
</tr>
</tbody>
</table>

a 7-point Likert scales ranging from strongly disagree (1) to strongly agree (7) were used.
b HUC: hybrid ubiquitous coaching.
c t test (2-tailed; t10=8.204) with test value 4.
d Wilcoxon signed rank test with test value 4.
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Study 3: Revised HUC (Version 2) Assessed by Patients

Fifteen patients (9 female) with a mean age of 37 years (SD 9.93) participated in the study. Participants were generally very positive toward HUC, the video instruction, and, to some extent, the paper instructions (Table 4). In total, 8 patients (53%) rated HUC as their favorite training method, while 6 patients (40%) rated the video instructions as their favorite method. Further, in the HUC method, the overall working alliance, task agreement, and attachment bond values were statistically significantly higher than the neutral scale value of 4. HUC resulted in higher average scores on the adapted exercise assessment scale (TAD4-5) compared to the video- and paper-based instructions.

The qualitative feedback suggested that the three instruction methods provided different levels of richness of information. Eight patients described the paper exercises as boring and not enjoyable to follow. Even though patients found the paper instructions helpful to recall the exercise, they often had trouble interpreting the instructions correctly. Three patients found the video instructions authentic and found the exercise easy to understand. However, patients mentioned that they felt insecure about the correctness of exercise execution. Patients also found the exercises easier to understand while using HUC and appreciated the guidance, the reminder app, and the real-time feedback to understand when mistakes were made. Eight patients also perceived HUC as fun and enjoyable. Six patients particularly enjoyed performing the exercise together with a life-sized CA. One patient, however, found that the CA did not engage emotionally. A disadvantage of HUC perceived by 9 patients—thereby a frequently perceived disadvantage—was the bulkiness of the AR hardware used in this study.

The patients suggested several improvements (Figure 9). First, 3 patients wanted to personalize the CA (eg, adjust the speed and the movement parameters to account for varying abilities, individually decide the appearance of the coach). Second, 2 patients mentioned a preference for a real person and not an animated character (eg, “looking a bit more human-like, not such a computer-figure”). Third, 2 patients suggested adding more detailed real-time feedback and reminders and elements of gamification (eg, rewards for regularity, real-time reminders, and accuracy). Overall, HUC was positively perceived.
Table 4. HUC-based, video-based, and paper-based exercise instruction methods assessed by 15 physiotherapy patients and exercise assessment scale assessed by 2 physiotherapists. Note: _ represents the exercise instruction method.

<table>
<thead>
<tr>
<th>Construct</th>
<th>(Exemplary) item</th>
<th>n</th>
<th>HUC M (SD)</th>
<th>P value</th>
<th>Video M (SD)</th>
<th>P value</th>
<th>Paper M (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task load linked to exercise instruction method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental capacity</td>
<td>How much mental and perceptual activity was required with _?</td>
<td>1</td>
<td>2.66 (1.11)</td>
<td>.005</td>
<td>3.06 (1.43)</td>
<td>.04</td>
<td>4.00 (1.36)</td>
<td>.75</td>
</tr>
<tr>
<td>Frustration</td>
<td>How frustrated did you feel during the execution with the _?</td>
<td>1</td>
<td>2.66 (1.44)</td>
<td>.005</td>
<td>2.60 (1.24)</td>
<td>.004</td>
<td>2.80 (1.69)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Perceived characteristics of the instruction method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived enjoyment</td>
<td>_ was fun to use.</td>
<td>1</td>
<td>5.26 (1.90)</td>
<td>.06</td>
<td>5.26 (1.09)</td>
<td>.005</td>
<td>4.13 (1.06)</td>
<td>.91</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>I could understand _ very easily.</td>
<td>1</td>
<td>6.20 (1.01)</td>
<td>.001</td>
<td>5.80 (1.08)</td>
<td>.002</td>
<td>5.53 (1.40)</td>
<td>.005</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>_ helped me to do the exercises correctly.</td>
<td>3</td>
<td>5.59 (1.63)</td>
<td>&lt;.001</td>
<td>5.07 (1.52)</td>
<td>&lt;.001</td>
<td>4.76 (1.42)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Patient–conversational agent working alliance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal agreement</td>
<td>Alex and I agree on what is important for me to work on.</td>
<td>2</td>
<td>4.89 (1.96)</td>
<td>.06</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Task agreement</td>
<td>The way Alex and I are working with my problem is correct.</td>
<td>1</td>
<td>5.14 (1.51)</td>
<td>.02</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Attachment bond</td>
<td>Alex and I respect each other.</td>
<td>3</td>
<td>5.57 (1.45)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6</td>
<td>5.27 (1.65)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intention to continuously use</td>
<td>How much would you like to continuously use the [instruction method]?</td>
<td>1</td>
<td>5.07 (1.94)</td>
<td>.10</td>
<td>5.14 (1.29)</td>
<td>.01</td>
<td>5.14 (0.86)</td>
<td>.002</td>
</tr>
<tr>
<td>Exercise assessment scale</td>
<td>Correct body part moving in correct plane</td>
<td>4</td>
<td>4.23 (0.75)</td>
<td>&lt;.001</td>
<td>4.17 (1.06)</td>
<td>&lt;.001</td>
<td>3.63 (0.90)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aHUC: hybrid ubiquitous coaching.
bM: mean.
cWilcoxon signed rank test with a test value of 4 was used for all constructs but the exercise assessment scale, where a test value of 3 was used.
d7-point Likert scales ranging from very low (1) to very high (7).
e7-point Likert scales ranging from strongly disagree (1) to strongly agree (7).
fN/A: not applicable.
gExercise assessment scale items resulted in a score from completely incorrect (0) to completely correct (6).
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Study 4: HUC Assessed in a 4-Week Field Study

Frequency and Engagement

Based on the behavioral data recorded by the HUC, a total of 3 exercise sessions per week were performed in 3 out of 4 weeks. This resulted in TAD rates of 92% in frequency, sets, and repetitions (Table 5). During the last week, the patient was on vacation and did not take the hardware with them. Therefore, only 2 sessions were performed. Not going low enough with the body during the squat exercise was the most common mistake. The average number of mistakes during the 4 weeks is depicted in Figure 10. The number of mistakes fell over the 4 weeks, indicating that the HUC’s real-time feedback was processed by the patient and, at least to some degree, put into action. In total, 17 standardized text messages were sent to remind the patient to perform the exercises, to inform the patient about their progress, and to provide motivational information about the importance of performing the exercises. The patient acknowledged these messages with 8 answers (Multimedia Appendix 12).

Table 5. Behavioral data from the 4-week HUC practice (N=1).

<table>
<thead>
<tr>
<th>Construct</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session completion rate, n (%)</td>
<td>11 (92)</td>
</tr>
<tr>
<td>Repetition rate, n (%)</td>
<td>330 (92)</td>
</tr>
<tr>
<td>Sets, n (%)</td>
<td>33 (92)</td>
</tr>
<tr>
<td>Errors (1st three sets), n (%)</td>
<td>8 (89)</td>
</tr>
<tr>
<td>Errors (last three sets), n (%)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>HUC(a) messages, mean (sum)</td>
<td>4.25 per week (17 in total)</td>
</tr>
<tr>
<td>Patient messages, mean (sum)</td>
<td>2 per week (8 in total)</td>
</tr>
<tr>
<td>Duration (s), mean (sum)</td>
<td>191 per session (2098 in total)</td>
</tr>
</tbody>
</table>

\(a\)HUC: hybrid ubiquitous coaching.
Debriefing Interview

Overall, the patient described the experience with the HUC as very positive. The exercises guided by the AR-based CA were enjoyable and motivating. The patient liked the feeling of not being alone while performing the exercises and remarked that they preferred the HUC to a human personal trainer, as it was perceived as being “more relaxing.” Additionally, the patient pointed out usually having difficulties adhering to home exercises and consequently appreciating the variations of the WhatsApp-based motivational messages from the smartphone-based CA and feedback on the execution accuracy by the AR-based CA, both of which helped the patient with adherence. The patient expressed an interest in having a more dynamic intervention program that includes longer sessions and variations in the exercises. Finally, the patient wanted to continue working with the smartphone-based and AR-based CA beyond the period of this n-of-1 trial.

Follow-up Interviews With Physiotherapists

Reflecting on the results of the study, all physiotherapists confirmed that HUC has the potential to improve adherence to home-based physiotherapy exercises. Referring to the progression of the exercise technique, the real-time feedback about the temporal and spatial accuracy was seen as a clear advantage. Two physiotherapists also liked the fact that the system ensured adherence to the prescribed number of sets and repetitions and described it as having a positive influence on patient motivation. As a treatment provider, the detailed monitoring information regarding the exercise technique was considered to be highly valuable. All physiotherapists highlighted that the therapy could be optimized and a patient’s problems could be addressed more individually during on-site therapy sessions. This could potentially also render the face-to-face encounters more efficient. In a future version of HUC, patients should be able to give feedback on their level of pain or well-being. Particularly, information about a patient’s pain level could enable more personalized digital coaching. Lastly, according to 2 therapists, it should be possible to calibrate exercises more individually in terms of exercise technique by adding different variations of one exercise.

Discussion

Principal Findings

The goal of this paper was to address the problem of nonadherence to home exercises by proposing HUC, a human- and CA-supported coaching approach that employs smartphone and AR technology. This paper is, to the best of our knowledge, the first to investigate the potential of HUC with patients and health care experts in two lab studies, interview studies, and a longitudinal n-of-1 trial in the field. HUC required collaborative and interdisciplinary effort from various stakeholders, including health care experts, patients, and experts in behavioral medicine, game design, AR, and human computer interaction. A strength of this work and HUC is, therefore, that its pragmatic and diverse investigation helps to broadcast the results to real-world scenarios and inform practitioners about effective digital designs for addressing the problem of treatment adherence. Moreover, the implemented home exercise (ie, the squat) is not only relevant to physiotherapy patients but also an important component of other treatments, for example, of high-intensity interval trainings for patients who are overweight or patients with cardiovascular disease. In the following section, the results will be discussed along the research questions and design challenges. Limitations and future work will also be outlined.

Research Question 1a: How is HUC Perceived by Patients?

Overall, patients stated that they enjoyed executing the exercise together with HUC, that they intended to use it, and that they would recommend the final HUC version to other patients.
Compared to paper- and video-based instructions, HUC reached higher overall acceptance rates, required less mental capacity, was perceived as being easier to follow, and resulted in higher exercise accuracy ratings. However, significant differences were only found for the items *mental capacity*, *perceived enjoyment*, and *perceived usefulness* between HUC and the paper-based instructions. This is still promising, however, for the following reasons. First, HUC was rated at least as good as video instructions, which is encouraging, since video instructions are associated with reduced symptoms in physiotherapy [103]. Second, perceived enjoyment was significantly higher than with paper-based instructions, a promising result, since enjoyment is related to engagement in digital health interventions [104], something that is often not taken into consideration [105] and is important for long-term adherence. This was confirmed in the 4-week field study. In line with previous findings in the field of CAs [47,49,57,59], patients reported that they were able to build a working alliance with the CA. This was especially the case for attachment bonds, which include factors such as mutual trust, acceptance, and empathy [49,106]. Lastly, in the field study, the patient indicated that they were more motivated to do the exercise when using HUC. The positive perception of HUC and the feeling of collaboration between the patient and the smartphone- and AR-based CA implies an established working alliance.

In summary and to answer RQ1a, we conclude that patients accepted and enjoyed HUC. Patients were also able to build a working alliance with the CA.

**Research Question 1b: How is HUC Perceived by Health Care Experts?**

HUC was also evaluated by physiotherapists to gather their feedback. Collecting behavioral data about various treatment adherence dimensions (e.g., the session completion rate, the sets rate, and the exercise repetition rate) was seen as a clear advantage of HUC. Physiotherapists also considered the real-time feedback to be an additional motivator due to its personal, interactive, and gamified approach, which reflects an improvement relative to the status quo. However, physiotherapists were initially (study 2) more skeptical about whether HUC could be conducive to building a strong working alliance between patients and physiotherapists. The importance of personal interaction between the physiotherapist and the patient was one reason for the negative assessment of attachment bond. Physiotherapists expressed that mutual trust, empathy, and, consequently, mutual goals and tasks were uniquely established during face-to-face encounters. Nevertheless, both the quantitative and qualitative patient feedback (study 3) underline the potential that a strong working alliance can be built with a CA. This result is consistent with prior work about working alliances and CAs [68]. There is a possible explanation for the deviation between the working alliance ratings of physiotherapists (study 2) and patients (study 3): While patients assessed the working alliance with the CA, physiotherapists assessed it in comparison to the bond that develops during physical interaction between patient and therapist. However, HUC foresees the integration of human and CA coaching into both in-person and remote physiotherapy sessions (Figure 1).

As HUC does not replace but rather complements the bond between the physiotherapist and patient, it is more equitable to compare HUC with traditional coaching methods. Thus, compared to conventional methods, HUC is shown to have the ability to increase the working alliance.

In the follow-up interviews about the field study, all physiotherapists agreed that home exercises in physiotherapy could be optimized with HUC. They were convinced that various treatment adherence dimensions could be addressed more efficiently with HUC.

In summary and to answer RQ1b, we conclude that HUC represents a clear relative advantage to current methods, as indicated by physiotherapists, in particular, with respect to its motivational features and real-time feedback.

**Research Question 2: Does HUC Lead to Treatment adherence to Home Exercises?**

Results from study 3 and the 4-week n-of-1 trial were promising with respect to RQ2. Qualitative feedback from study 3 indicated that HUC addressed adherence challenges better than the paper- and video-based instruction methods. In particular, patients found the reminders (TAD1-2) useful, appreciated receiving guidance (TAD3) and real-time feedback on the spatial and temporal accuracy of the exercise execution (TAD4-5), and felt more comfortable about the exercise. Moreover, the results of the 4-week trial revealed a clear decrease in exercise execution errors (TAD4-5) and a high adherence rate of 92% in TAD1-3. Lastly, the patient reported being motivated and committed to doing the exercise doing the 4 weeks due to the variations in the messages and the feedback on exercise accuracy. Motivation and enjoyment are targeted by HUC and, according to prior work, associated with significantly increased rates of adherence [14,29,30].

In summary and to answer RQ2, we conclude that HUC did address the session completion rate (TAD1), set completion rate (TAD2), exercise repetition rate (TAD3), and temporal and spatial exercise accuracy (TAD5). Although this study does not prove beyond a doubt that the use of HUC led to better adherence, the rate was far higher than has typically been found in previous studies [18,20] and was also higher than the participant's previous adherence to home physiotherapy exercise based on their self-report of their own practice and difficulties.

**Design Challenges**

A first challenge during the design of HUC was the development of the CA's personality in such a way that the patient perceives the CA coherently as the physiotherapist's digital assistant via text messages on the smartphone and voice messages in the AR space. The first lab study and the NPS revealed that HUC, and the design in particular, still needed improvement. Accordingly, the first version of HUC was modified based on this feedback. In the second lab study, patients reported correspondently higher levels of satisfaction with HUC and acceptance of the design of the CA. Further, another challenge was the design of the AR interactions, which had to take into account the limited exercise space at patients' homes, the limited field of view of the AR glasses, and anthropometric characteristics of patients. Any additional controller hardware also had to be omitted due to the requirement that physiotherapy exercises be hands-free. This
challenge was partly met. Patients ranked HUC as their first-choice coaching method but still commented on the bulkiness of the hardware. Another major challenge was the design of variations in the smartphone-based and AR-based CA conversations to improve long-term adherence to physiotherapy in the last study. Variations in the design were implemented to make the exercises more diversified and to thereby increase adherence. The positive result for treatment adherence indicated that the last major design challenge was met.

Limitations and Future Work
The current work has the following limitations. First and foremost, in the current HUC version, only one home exercise was implemented, and thus the findings, especially those related to the AR-based CA, cannot be generalized to a large extent. Implementations of HUC should be further developed to reach a level of implementation foreseen in its approach, as outlined in Figure 1. Future work is therefore required to develop an intuitive CA that supports health care experts through the customization of home exercise sessions, for example, via suggestions given by prior patients [107,108]. Additionally, the problem with the deviations in the exercises could also be solved with machine learning. In doing so, exercise suggestions could be learned, for example, from a basket analysis that considers past exercise programs, patient-related variables (eg, diagnosis and preferences) and past treatment outcomes (eg, reduction in pain) [109,110].

Second, objective adherence rates were based on lab studies and a 4-week study. Regular physical therapy treatment lasts approximately 9 weeks, while long-term treatment can last more than 9 months (36 sessions) [111]. Thus, HUC needs to be assessed not only by a representative sample of patients but also for a representative treatment duration that is common not only in physiotherapy but also in other treatments that require intensive home exercises (eg, treatments for patients with obesity or cardiovascular disease).

Third, the current AR-based CA had a fixed coaching approach. A growing body of research reveals that certain personalities and therapeutic techniques (eg, interpersonal, person-centered, behavioral) work better in specific contexts [112,113]. The suitability of the coaching approach can also depend on individuals’ personality traits [114]. By tailoring the coaching technique, the CA could be perceived as more empathetic, potentially making the coaching experience more enjoyable and thereby increasing both adherence and the working alliance and with them, treatment outcomes [112]. Further, we did not investigate whether the prescribed exercises actually had an effect on health outcomes. An adaptive algorithm that increases the difficulty, repetition, and intensity of the exercises could be implemented to ensure that the patient always performs slightly above the comfort zone. This might have an effect not only on health outcomes, but also on adherence. Lastly, the AR-based part of HUC was not yet perceived to be mobile enough, and this was a frequently expressed reason why patients were doubtful about using HUC. Nevertheless, this study was first and foremost about testing real-time feedback and a hands-free interaction paradigm with a “human-sized” CA. The AR hardware is currently changing and shrinking significantly [115], and future work will therefore rely on significantly smaller AR and will be able to test HUC on sufficiently more wearable hardware.

Conclusions
This work provides evidence of the relevance and utility of HUC that aims to increase adherence to home exercises. It therefore contributes to the field of digital health by outlining how CAs hosted by mobile and wearable technologies can extend the reach and effectiveness of health care experts into the everyday lives of patients. HUC may be promising not only in the context of physiotherapy, as exemplarily elaborated in this work, but also for various other conditions, such as obesity or cardiovascular disease, as they also require intensive and longitudinal behavioral support in the everyday lives of patients.
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Abstract

Background: In Western countries, children’s diets are often low in fruits and vegetables and high in discretionary foods. Diet in early life tends to track through childhood and youth and even into adulthood. Interventions should, therefore, be delivered in periods when habitual traits are established, as in toddlerhood when children adapt to their family’s diet.

Objective: In this study, we assessed the effect of the Food4toddlers eHealth intervention, which aimed to enhance toddlers’ diets by shaping their food and eating environment.

Methods: The Food4toddlers randomized controlled trial was conducted in Norway in 2017-2018. Parent-child dyads were recruited through social media. In total, 298 parents completed an online questionnaire at baseline (mean child age 10.9 months, SD 1.2). Postintervention questionnaires were completed immediately after the intervention (ie, follow-up 1; mean child age 17.8 months, SD 1.3) and 6 months after the intervention (ie, follow-up 2; mean child age 24.2 months, SD 1.9). The intervention was guided by social cognitive theory, which targets the linked relationship between the person, the behavior, and the environment. The intervention group (148/298, 49.7%) got access to the Food4toddlers website for 6 months from baseline. The website included information on diet and on how to create a healthy food and eating environment as well as activities, recipes, and collaboration opportunities. To assess intervention effects on child diet from baseline to follow-up 1 and from baseline to follow-up 2, we used generalized estimating equations and a time × group interaction term. Between-group differences in changes over time for frequency and variety of fruits and vegetables and frequency of discretionary foods were assessed.

Results: At follow-up 1, a significant time × group interaction was observed for the frequency of vegetable intake (P=.02). The difference between groups in the change from baseline to follow-up 1 was 0.46 vegetable items per day (95% CI 0.06-0.86) in favor of the intervention group. No other significant between-group differences in dietary changes from baseline to follow-up 1 or follow-up 2 were observed. However, there is a clear time trend showing that the intake of discretionary foods increases by time from less than 1 item per week at baseline to more than 4 items per week at 2 years of age (P<.001), regardless of group.

Conclusions: A positive intervention effect was observed for the frequency of vegetable intake at follow-up 1 but not at follow-up 2. No other between-group effects on diet were observed. eHealth interventions of longer duration, including reminders after the main content of the intervention has been delivered, may be needed to obtain long-terms effects, along with tailoring in a digital or a personal form.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN) 92980420; https://doi.org/10.1186/ISRCTN92980420
Introduction

What toddlers eat is crucial for their health and growth, and in several western countries, young children do not meet dietary guidelines. A specific challenge is the low intake of fruits and vegetables and the high intake of sugar-sweetened beverages and snacks [1-4]. An unhealthy diet early in life increases the risk for overweight, noncommunicable diseases, and certain cancers [5,6].

The World Health Organization’s (WHO) report on ending childhood obesity [5] recommends that appropriate and context-specific nutrition information should be easily available for specific target groups and delivered in ways that are perceived as meaningful for the users. WHO argues that such information is specifically relevant for parents of infants and toddlers. Diet in early life tends to track through childhood and youth and even into adulthood [5,7]. Interventions should, therefore, be delivered when healthy habitual traits are established in the early years, and one of these periods involves the transition from specific baby foods to eating family meals [7-10].

Parents are the primary gatekeepers of child diet in this period [11,12]. To date, few studies assessing the effect of dietary interventions targeting young children through their parents have been undertaken [13,14]. The internet is a popular source for health information among parents, and parents have reported a need for trustworthy, evidence-based, and highly accessible information sources [15-18]. Theory- and evidence-based eHealth interventions, where intervention messages are delivered to the target audience via electronic means and are easily available and accessible for the parents, may fill this information gap. eHealth interventions have the potential to reach many, can easily be changed and adapted to new groups, are available 24/7, and are cost-effective [19-21].

Parental-focused interventions with an emphasis on creating a healthy food and eating environment for the child are recommended and have shown promising results [22,23]. A healthy food environment is characterized by the accessibility and availability of healthy foods for the child and restricted access to unhealthy alternatives [22,24]. In order to create a healthy eating environment, it is essential to incorporate health-promoting feeding practices, such as healthy modeling and repeated exposure to healthy foods [7].

The aim of this study was to examine the effect of a parent-focused eHealth intervention on the child’s diet assessed at two time points postintervention. We hypothesized that, compared with the control group, the children in the intervention group would develop a more frequent and varied intake of fruits and vegetables and less frequent intake of discretionary foods from baseline to postintervention.

Methods

Design and Study Population

This study used data from the Food4toddlers randomized controlled trial (RCT), an eHealth intervention aiming to promote a healthy food and eating environment for toddlers. Details of the intervention’s design and components have been previously published [25]. The study was a 2-armed RCT involving 298 parent-child dyads. This eHealth intervention was conducted in Norway in 2017-2018. Data were collected at baseline, after 6 months (ie, follow-up 1: postintervention), and after 12 months (ie, follow-up 2: 6 months postintervention). Parents in the intervention group were provided with access to the Food4toddlers website for a period of 6 months after completing the baseline questionnaires. Log-in instructions for the website were sent by email, and up to three reminders were sent to nonresponders. Informed consent from the parents was obtained when they signed in online for participation in the study. A completed CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth) V1.6.1 checklist is available in Multimedia Appendix 1. Research clearance was obtained from the Norwegian Centre for Research Data on June 8, 2016 (reference No. 48643).

Between August 2017 and January 2018, 404 parents of infants and toddlers from across Norway were recruited through a tailored advertisement on Facebook and accepted to participate by signing in at the study home page [26]. Parents of children born between June 2016 and May 2017 were eligible for participation if they were literate in Norwegian. In the case of twins, the parent reported on behalf of the oldest child. All sociodemographic and behavioral data were collected at baseline and follow-up time points using the online survey software SurveyXact (Ramboll) [27]. Up to three email reminders were sent in the absence of a response. Survey items completed by parents concerning children’s food intake, parental feeding practices, and demographic data were included in the analysis.

Participants were randomized and allocated to either an intervention or a control group after the baseline data collection. A randomization list was generated in SPSS Statistics for Windows, version 25.0 (IBM Corp), by one of the researchers (NO) and implemented by the first author (MR). The follow-up questionnaires replicated the baseline questionnaires but also included questions on intervention use, sociodemographic and behavioral data, and were sent in the absence of a response. Survey items completed by parents concerning children’s food intake, parental feeding practices, and demographic data were included in the analysis.

Participants were randomized and allocated to either an intervention or a control group after the baseline data collection. A randomization list was generated in SPSS Statistics for Windows, version 25.0 (IBM Corp), by one of the researchers (NO) and implemented by the first author (MR). The follow-up questionnaires replicated the baseline questionnaires but also included questions on intervention website use; only the intervention group completed these questions at follow-up 1.

Intervention Development

This Food4toddlers study was developed using the basic steps from the Model of Planned Promotion for Population Health [28]. This intervention is in line with social cognitive theory, which targets the linked relationship between the person, the behavior, and the environment [29] with an emphasis on how to promote action rather than motivation only [28]. The
participants were encouraged to have core foods available, especially vegetables and fruit, both in their home and on the child’s plate. The opposite was encouraged for discretionary (ie, noncore) foods and beverages. Food4toddlers was developed in a co-creation process with health care nurses, parents of toddlers, and students and staff at the University of Agder, Norway. Key elements in this process included several individual and group interviews with stakeholders and the inclusion of students in developing and pilot-testing the website. The Food4toddlers eHealth intervention included a website with four main elements: (1) modules, including two to four lessons, covering an introduction and seven topics on promoting healthy food and eating environments for the child; (2) recipes; (3) a discussion forum; and (4) highlighted information about food and beverages, called Good to know. In addition, when accessing the Food4toddlers website, a video appeared with information about the study and its focus on how important just a small weekly increase in vegetable consumption may be for the child’s long-term health. Small behavioral changes were highlighted with the aim of making the messages easier for the parent to accomplish [30]. The modules had activity elements, such as a quiz or a game, and visual elements that supported the information. During the intervention period, the participants received weekly emails, each containing a link to a new lesson (20 times), thus expanding the content of the intervention. Some lessons were more comprehensive than others, but the estimated time to complete an average lesson was 10 minutes. The Food4toddlers website was available on smartphones and other tablets in the form of a mobile app, in addition to computers.

Measures and Outcomes

Overview

The importance of fruit and vegetable intake for lifelong health is well-documented [3,4], and a diet rich in fruits and vegetables and limited in discretionary foods is the cornerstone of a high-quality diet [2,31-34]. We wanted to measure the frequency of these foods along with the variety of fruits and vegetables, which is less frequently measured [35] and has been shown to be an indicator of preschoolers’ overall diet quality [36]. Our previous research using baseline data from the Food4toddlers intervention revealed different patterns in fruit versus vegetable consumption [37]. Therefore, we wanted to further examine this distinction for the intervention’s effect and examine the intake of discretionary foods to elaborate on both core and noncore dietary effects. We constructed three separate scales to assess the consumption frequency of vegetables, fruits, and discretionary foods, respectively. Food variety scale scores were calculated separately for vegetables and fruits.

Child Food Intake

Child food intake in this study was assessed by a food frequency questionnaire (FFQ), based on questionnaires previously used in the population-based Norwegian Mother, Father and Child Cohort Study [38] and the nationwide Norwegian diet survey among 12-month-old children [39]. These questionnaires have been previously validated in toddlers [40,41]. Using both questionnaires, we were able to cover a more extensive selection of foods, but different scales made the comparison more difficult. Of the 59 FFQ items in the questionnaire, we used three food groups, comprising 33 items in total.

Assessment of Fruit and Vegetable Intake

Questions covering the intake of fruits and vegetables commonly consumed in Norway [42] included the following: “How often does your child eat the following fruits/vegetables nowadays?” The food items presented included fresh, cooked, or squeezed fruits and vegetables and both homemade and commercially produced variants. In total, 13 vegetables (ie, carrot, rutabaga, sweet potato, cauliflower, broccoli, green salad, spinach, cucumber, tomato, corn, sweet pepper, pea, and other) and 11 fruits (ie, orange, banana, apple, pear, plum, grapes, kiwi, melon, mango, berries, and other) were listed.

A 6-point scale, ranging from never to several times a day, was used with the following response options and recoded into times per week: never or less than once a week = 0, one to three times a week = 1, four to six times a week = 2, once a day = 3, two times a day = 4, and three times or more per day = 24.5. Similar recoding has been done by others [43-46]. We calculated a combined score of total vegetable intake and another for total fruit intake (ie, frequency per day).

The same items, as previously described for the frequency of vegetables and fruits, were used to calculate variety scores of eaten (coded 1) and not eaten (coded 0) vegetables (13 items) and fruits (11 items).

Assessment of Discretionary Foods and Beverages

The questions on the consumption frequency of discretionary foods included the following: “How often does your child eat the following foods nowadays?” The following food groups were assessed: (1) cakes, waffles, and sweet biscuits; (2) desserts and ice cream; (3) chocolate; (4) candy and such; and (5) chips. A 6-point scale was used, ranging from never to several times a day. The response options were recoded into times per week: never = 0, less than once a week = 0.5, one to three times a week = 2, four to six times a week = 5, once a day = 7, two times a day = 14, and three times or more per day = 24.5. Similar recoding has been done by others [43-46]. We calculated a combined score of total vegetable intake and another for total fruit intake (ie, frequency per day).

Beverage intake was assessed with the following question: “How often does your child drink the following drinks nowadays?” Two sugar-sweetened beverages were included. The response options were recoded into daily intake: never/seldom = 0, one to three times a week = 0.29, four to six times a week = 0.71, one per day = 1, two per day = 2, three per day = 3, four per day = 4, and five or more per day = 6. They were then coded into times per week (ie, multiplied by 7) to be consistent with the snack score. Subsequently, we calculated the sum of the combined frequency of intake of discretionary foods per week, including five snack items and two beverage items.

Assessment of Demographics and Use of the Website

Parents reported the following at baseline: child’s gender, child’s date of birth, whether they lived together with the child’s other parent, and their own height, weight, date of birth, and education level. The parent’s BMI was calculated from self-reported height and weight (kg/m²). The categories for parental education level were as follows: primary school or less; primary school plus...
one year of, for example, folk high school; high school; vocational school; upper secondary school or less; college or university (≥4 years); college or university (>4 years); other; and don’t know. These categories are similar to categories used by others in Norway [39]. The education level was dichotomized: none or up to 4 years of higher-level education and more than 4 years of higher-level education. This cutoff was used since the groups without college or university education were very small (total 11.3%) and since we know that a healthy lifestyle increases for every year of education [47].

From the website, we registered the number of lessons (ie, 22 in total) that the participants in the intervention group had completed. The lessons comprised two to four pages and all of them had to be visited for a lesson to be registered as completed. Lesson number 7 had an element that was only available via a computer; all other lessons were available on different devices.

Statistics

The sample size was calculated for one of the primary outcomes: child diet quality. Because no data on healthy eating scores for Norwegian toddlers are available, the calculation for this study was based on the study of Angelopoulos et al [48]. They used a healthy diet score of 10 components to assess child diet and observed a mean score of 60.5 (SD 9.2). A 3-point difference in score between the control and intervention groups was considered relevant from a public health perspective. From this, we estimated that 142 children in each group would be required to demonstrate statistical significance with a statistical power of 80% and α level of 5%. Assuming a 40% loss to follow-up, we aimed to recruit 237 parents in each group.

Means with standard deviations for continuous variables and frequencies and percentages for categorical variables were reported for baseline characteristics.

We used generalized estimating equations (GEEs) to determine whether the intervention had an effect on child diet from baseline to follow-up 1 and from baseline to follow-up 2. GEEs are suited for identifying how much a sample’s average response changes with a one-unit increase in a covariant, which means that all respondents can be included in the analyses even though there are missing responses on the follow-up questionnaires [49]. This method also takes into account the problem with individual correlated data [49]. Frequency of intake (ie, vegetables, fruits, and discretionary foods) and variety of intake (ie, vegetables and fruits) were included as dependent variables in separate models. An interaction term between group (ie, intervention vs control) and time (ie, baseline vs postintervention) was entered into all models to examine the possible effects of the intervention. Specifically, we investigated whether changes in dietary intake from baseline to postintervention periods (ie, follow-up 1 and follow-up 2) differed significantly between the control and intervention groups. An unstructured covariance matrix and robust estimates of the standard error were used. All models were adjusted for child gender and age as well as for parental BMI, education level, and age reported at baseline. We selected covariates based on previous research on determinants for vegetable and fruit intake [50] and in line with the protocol for the study [25]. We ran t tests and Mann-Whitney U tests as sensitivity analyses, using complete cases and the difference between baseline and follow-up 1 values and baseline and follow-up 2 values for all outcome variables. The intention - to - treat principle was used in the analyses [51]. All analyses were conducted in SPSS Statistics for Windows, version 25.0 (IBM Corp), except for GEEs, which were run in Stata, version 16 (StataCorp LLC). Statistical significance level was set at P≤.05.

Availability of Data and Materials

The data set supporting the conclusions of this article will be available in the University of Agder Open Research repository [52].

Ethics Approval, Trial Registration, and Consent to Participate

This trial was approved by the Norwegian Centre for Research Data on June 29, 2017 (reference No. 48634). This trial was registered at the International Standard Randomised Controlled Trial Number (ISRCTN) registry on September 13, 2017 (trial No. 92980420). Written consent was obtained from all parents on the study home page [26] when they chose to sign up for participation.

Results

Characteristics of the Study Sample

Figure 1 shows the flow of participants in the study. Of the 404 parents that signed up to participate, 298 (73.8%) completed the baseline questionnaire and were included in the study. After the baseline data collection, parents were randomized into the intervention group (148/298, 49.7%) or the control group (150/298, 50.3%). In total, 1 child was erroneously included in the study because he or she was too young and 6 participants had missing data on demographic variables at baseline (ie, parental age, BMI, or education level); they were excluded from the analyses in this paper. Table 1 shows group comparisons of baseline characteristics and food intake measures between participants in the intervention and control groups. There were no significant differences between the groups. Tables 2 and 3 show group comparisons of baseline characteristics between participants retained in this study at follow-up 1 (ie, immediately after the intervention) and follow-up 2 (ie, 6 months postintervention), respectively, and those who were lost to follow-up or had missing data on outcome variables at these time points.
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram for the Food4toddlers randomized controlled trial study.
<table>
<thead>
<tr>
<th>Characteristics and food intake measures</th>
<th>Total (n=291)</th>
<th>Control (n=147)</th>
<th>Intervention (n=144)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother(^a), n (%)</td>
<td>287 (98.6)</td>
<td>147 (100)</td>
<td>140 (97.2)</td>
</tr>
<tr>
<td>Father, n (%)</td>
<td>4 (1.4)</td>
<td>0 (0)</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.7 (4.2)</td>
<td>31.8 (3.9)</td>
<td>31.5 (4.4)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>168.4 (5.9)</td>
<td>168.1 (5.9)</td>
<td>168.7 (6.0)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>70.7 (14.2)</td>
<td>71.0 (14.8)</td>
<td>70.4 (13.7)</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>24.9 (4.6)</td>
<td>25.1 (4.8)</td>
<td>24.7 (4.4)</td>
</tr>
<tr>
<td>Two-parent household, n (%)(^b)</td>
<td>288 (99.0)</td>
<td>144 (98.0)</td>
<td>144 (100)</td>
</tr>
<tr>
<td>Total number of household members, mean (SD)</td>
<td>3.6 (0.9)</td>
<td>3.7 (0.9)</td>
<td>3.6 (1.0)</td>
</tr>
<tr>
<td>Born in Norway, n (%)(^c)</td>
<td>250 (86.2)</td>
<td>122 (83.0)</td>
<td>128 (88.9)</td>
</tr>
<tr>
<td>Education: ≤4 years college or university or lower, n (%)</td>
<td>132 (45.4)</td>
<td>70 (47.6)</td>
<td>62 (43.1)</td>
</tr>
<tr>
<td><strong>Children</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (months), mean (SD)</td>
<td>10.9 (1.2)</td>
<td>10.8 (1.2)</td>
<td>10.9 (1.2)</td>
</tr>
<tr>
<td>Child’s sex: female, n (%)</td>
<td>129 (44.3)</td>
<td>63 (42.9)</td>
<td>66 (45.8)</td>
</tr>
<tr>
<td><strong>Children’s food intake at baseline, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vegetables (13 items)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>3.2 (1.6)</td>
<td>3.1 (1.5)</td>
<td>3.2 (1.7)</td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>7.2 (2.6)</td>
<td>7.2 (2.5)</td>
<td>7.2 (2.7)</td>
</tr>
<tr>
<td><strong>Fruits (11 items)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>2.8 (1.6)</td>
<td>2.7 (1.4)</td>
<td>2.9 (1.8)</td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>5.8 (2.2)</td>
<td>5.7 (2.2)</td>
<td>5.9 (2.2)</td>
</tr>
<tr>
<td><strong>Discretionary foods (7 items)</strong>(^d)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/week)</td>
<td>0.8 (1.4)</td>
<td>0.8 (1.4)</td>
<td>0.8 (1.4)</td>
</tr>
</tbody>
</table>

\(^a\)Included co-mothers and foster mothers.

\(^b\)Lived together with the other parent.

\(^c\)One missing case.

\(^d\)Included five unhealthy snack items and two sugar-sweetened beverages.
Table 2. Differences in baseline characteristics and food intake between participants who remained in the study and those lost to follow-up 1.

<table>
<thead>
<tr>
<th>Demographic characteristics and food intake measures</th>
<th>At follow-up 1 (all participants) (n=291)</th>
<th>Lost to follow-up 1a (n=82)</th>
<th>P valueb</th>
<th>Lost to follow-up 1 from intervention and control groupsa (n=82)</th>
<th>Control (n=31)</th>
<th>Intervention (n=51)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td></td>
<td></td>
<td>P valueb</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motherc, n (%), n (%)</td>
<td>206 (98.6)</td>
<td>81 (99)</td>
<td>N/Ad</td>
<td>31 (100)</td>
<td></td>
<td>50 (98)</td>
<td>N/A</td>
</tr>
<tr>
<td>Father, n (%)</td>
<td>3 (1.4)</td>
<td>1 (1)</td>
<td>N/A</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.8 (4.1)</td>
<td>31.5 (4.4)</td>
<td>.66</td>
<td>32.6 (4.2)</td>
<td>30.9 (4.4)</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>168 (5.8)</td>
<td>168 (6.0)</td>
<td>.74</td>
<td>168 (5.9)</td>
<td>169 (6.1)</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>71.0 (15.0)</td>
<td>69.8 (12.0)</td>
<td>.52</td>
<td>67.6 (11.6)</td>
<td>71.2 (12.2)</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>24.9 (4.9)</td>
<td>24.6 (3.8)</td>
<td>.55</td>
<td>24.0 (3.6)</td>
<td>25.0 (3.9)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Two-parent household, n (%e)</td>
<td>207 (99.0)</td>
<td>81 (99)</td>
<td>.82</td>
<td>30 (99)</td>
<td>51 (100)</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Total number of household members, mean (SD)</td>
<td>3.6 (1.0)</td>
<td>3.7 (0.8)</td>
<td>.37</td>
<td>3.9 (0.8)</td>
<td>3.6 (0.8)</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>Born in Norway, n (%)</td>
<td>177 (84.7)</td>
<td>73 (90)f</td>
<td>.23</td>
<td>26 (87)f</td>
<td>47 (92)</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>Education: ≤4 years of college or university or lower, n (%)</td>
<td>93 (44.5)</td>
<td>39 (48)</td>
<td>.64</td>
<td>15 (48)</td>
<td>24 (47)</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (months), mean (SD)</td>
<td>10.8 (1.2)</td>
<td>11.0 (1.4)</td>
<td>.13</td>
<td>10.8 (1.7)</td>
<td>11.2 (1.2)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Child’s sex: female, n (%)</td>
<td>90 (43.1)</td>
<td>39 (48)</td>
<td>.49</td>
<td>12 (39)</td>
<td>27 (53)</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Children’s food intake at baseline, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vegetables (13 items)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>3.2 (1.6)</td>
<td>3.0 (1.6)</td>
<td>.36</td>
<td>2.9 (1.5)</td>
<td>3.1 (1.7)</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>7.4 (2.5)</td>
<td>6.9 (2.7)</td>
<td>.20</td>
<td>6.7 (2.6)</td>
<td>7.0 (2.8)</td>
<td>.64</td>
<td></td>
</tr>
<tr>
<td>Fruits (11 items)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>2.9 (1.6)</td>
<td>2.7 (1.6)</td>
<td>.43</td>
<td>2.9 (1.7)</td>
<td>2.6 (1.7)</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>5.9 (2.2)</td>
<td>5.6 (2.2)</td>
<td>.39</td>
<td>5.6 (2.0)</td>
<td>5.7 (2.4)</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>Discretionary foods (7 items)g</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>0.8 (1.4)</td>
<td>0.9 (1.4)</td>
<td>.48</td>
<td>0.8 (1.2)</td>
<td>1.0 (1.5)</td>
<td>.78</td>
<td></td>
</tr>
</tbody>
</table>

aParticipants who were lost to follow-up or had incomplete outcome data at follow-up 1.
bCalculated by the Pearson chi-square test or t test.
cIncluded co-mothers and foster mothers.
dN/A: not applicable; it was not relevant to the study to calculate P values for gender items.
eLived together with the other parent.
fOne missing case.
gIncluded five unhealthy snack items and two sugar-sweetened beverages.
Table 3. Differences in baseline characteristics and food intake between participants who remained in the study and those lost to follow-up 2.

<table>
<thead>
<tr>
<th>Demographic characteristics and food intake measures</th>
<th>At follow-up 2 (all participants) (n=291)</th>
<th>Retained in study (n=174)</th>
<th>Lost to follow-up 2a (n=117)</th>
<th>P valueb</th>
<th>Lost to follow-up 2 from intervention and control groupsb (n=117)</th>
<th>Control (n=57)</th>
<th>Intervention (n=60)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motherc, n (%), n (%)</td>
<td>171 (98.3)</td>
<td>116 (99.1)</td>
<td>N/Ad</td>
<td>.004</td>
<td>57 (100)</td>
<td>59 (98)</td>
<td>N/A</td>
<td>.004</td>
</tr>
<tr>
<td>Father, n (%)</td>
<td>3 (1.7)</td>
<td>1 (0.9)</td>
<td>N/A</td>
<td>.10</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>N/A</td>
<td>.10</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.0 (4.0)</td>
<td>31.2 (4.4)</td>
<td>.10</td>
<td>.10</td>
<td>32.0 (4.1)</td>
<td>30.5 (4.6)</td>
<td>.07</td>
<td>.10</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>169 (5.8)</td>
<td>168 (6.0)</td>
<td>.05</td>
<td>.05</td>
<td>168 (6.2)</td>
<td>168 (5.8)</td>
<td>.89</td>
<td>.05</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>71.3 (14.7)</td>
<td>69.8 (13.4)</td>
<td>.37</td>
<td>.37</td>
<td>69.1 (13.6)</td>
<td>70.6 (13.4)</td>
<td>.53</td>
<td>.37</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>25.0 (4.9)</td>
<td>24.8 (4.2)</td>
<td>.76</td>
<td>.76</td>
<td>24.4 (3.9)</td>
<td>25.1 (4.5)</td>
<td>.37</td>
<td>.76</td>
</tr>
<tr>
<td>Two-parent household, n (%)c</td>
<td>173 (99.4)</td>
<td>115 (98.3)</td>
<td>.35</td>
<td>.35</td>
<td>55 (96)</td>
<td>60 (100)</td>
<td>.14</td>
<td>.35</td>
</tr>
<tr>
<td>Total number of household members, mean (SD)</td>
<td>3.6 (1.0)</td>
<td>3.7 (0.9)</td>
<td>.66</td>
<td>.66</td>
<td>3.8 (1.0)</td>
<td>3.6 (0.7)</td>
<td>.17</td>
<td>.66</td>
</tr>
<tr>
<td>Born in Norway, n (%)</td>
<td>154 (88.5)</td>
<td>96 (82.1)</td>
<td>.16</td>
<td>.16</td>
<td>42 (75)</td>
<td>54 (90)</td>
<td>.03</td>
<td>.16</td>
</tr>
<tr>
<td>Education: ≤4 years of college or university or lower, n (%)</td>
<td>67 (38.5)</td>
<td>65 (55.6)</td>
<td>.004</td>
<td>.004</td>
<td>30 (53)</td>
<td>35 (58)</td>
<td>.54</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (months), mean (SD)</td>
<td>10.8 (1.2)</td>
<td>11.0 (1.2)</td>
<td>.14</td>
<td>.14</td>
<td>11.0 (1.4)</td>
<td>11.1 (1.1)</td>
<td>.60</td>
<td>.14</td>
</tr>
<tr>
<td>Child’s sex: female, n (%)</td>
<td>73 (42.0)</td>
<td>56 (47.9)</td>
<td>.32</td>
<td>.32</td>
<td>27 (47)</td>
<td>29 (48)</td>
<td>.92</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Children’s food intake at baseline, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vegetables (13 items)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>3.2 (1.6)</td>
<td>3.0 (1.5)</td>
<td>.27</td>
<td>.27</td>
<td>3.2 (1.4)</td>
<td>2.9 (1.6)</td>
<td>.35</td>
<td>.27</td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>7.3 (2.6)</td>
<td>7.1 (2.7)</td>
<td>.47</td>
<td>.47</td>
<td>7.3 (2.4)</td>
<td>6.9 (2.9)</td>
<td>.35</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Fruits (11 items)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>2.9 (1.6)</td>
<td>2.8 (1.7)</td>
<td>.65</td>
<td>.65</td>
<td>2.9 (1.4)</td>
<td>2.6 (1.9)</td>
<td>.36</td>
<td>.65</td>
</tr>
<tr>
<td>Variation (number/week)</td>
<td>5.9 (2.2)</td>
<td>5.7 (2.3)</td>
<td>.47</td>
<td>.47</td>
<td>5.8 (2.1)</td>
<td>5.6 (2.4)</td>
<td>.54</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Discretionary foods (7 items)f</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency (times/day)</td>
<td>0.7 (1.3)</td>
<td>0.9 (1.5)</td>
<td>.18</td>
<td>.18</td>
<td>0.9 (1.4)</td>
<td>1.0 (1.6)</td>
<td>.87</td>
<td>.18</td>
</tr>
</tbody>
</table>

aParticipants who were lost to follow-up or had incomplete outcome data at follow-up 2.
bCalculated by the Pearson chi-square test or t test.
cIncluded co-mothers and foster mothers.
dN/A: not applicable; it was not relevant to the study to calculate P values for gender items.
eLived together with the other parent.
fIncluded five unhealthy snack items and two sugar-sweetened beverages.

At the follow-up 1 time point, 71 participants were lost to follow-up and 11 had incomplete data on outcome variables. At the follow-up 2 time point, 109 were lost to follow-up and 8 had incomplete outcome data. The number of participants that completed the baseline questionnaire was 298, and 291 (97.7%) were included in our analyses. Of these, 209 (71.8%) completed the follow-up 1 questionnaire and 174 (59.8%) completed the follow-up 2 questionnaire.

Mean parental age at baseline was 31.7 years (SD 4.2) (see Table 1). Most participants were mothers (287/291, 98.6%), lived in two-parent households (288/291, 99.0%), and were born in Norway (250/290, 86.2%). Other characteristics that are not listed in the table are as follows: the mean age of the child at follow-up 1 was 17.8 months (SD 1.23; n=209) and at follow-up 2 was 24.2 months (SD 1.68; n=174). All 19 Norwegian counties were represented in the study sample. We observed a higher proportion of participants from the south of Norway compared to the national population data [53]. The infants had a frequency daily intake of 3.2 (SD 1.6) items of vegetables and 2.8 (SD 1.6) items of fruit. For discretionary...
food, the weekly intake was less than 1 item (mean 0.8, SD 1.4) at baseline. The participating children ate a more varied range of vegetables (mean 7.2 per week, SD 2.6) compared to fruits (mean 5.8 per week, SD 2.2).

To get an overview of the baseline characteristics of participants who remained in the study and those who were lost to follow-up, Tables 2 and 3 present the baseline characteristics of these participants at the two follow-up time points. A comparison between all participants is presented, including how many of those lost to follow-up adhered to the intervention or control group. Of the 82 participants who did not participate in the follow-up 1 time point (see Table 2), 51 (62%) were from the intervention group and 31 (38%) were from the control group.

At follow-up 2, the number of nonresponders was comparable in the two groups (ie, 57/117, 48.7%, in the control group and 60/117, 51.3%, in the intervention group). Participants with a higher education level were more likely to complete the follow-up 2 questionnaires ($P=.004$).

Table 4 shows how many participants out of 144 in the intervention group completed each of the 22 lessons on the Food4toddlers website. The first two lessons were available when the participants got access to the website. After that, a new lesson was delivered every week. Lesson 1 was an information lesson (eg, how to navigate the website and information about the study), and lesson 7 had a gaming element included that was only accessible from a computer and not on mobile devices. Few parents completed this lesson (21/144, 14.6%). The number of parents out of 144 who completed lessons ranged from 21 (14.6%) to 87 (60.4%). We saw a general drop in parents completing lessons over time.

**Table 4. Number of participants in the intervention group who completed lessons.**

<table>
<thead>
<tr>
<th>Lesson No.</th>
<th>Number of intervention group participants who completed each lesson (n=144), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68 (47.2)</td>
</tr>
<tr>
<td>2</td>
<td>87 (60.4)</td>
</tr>
<tr>
<td>3</td>
<td>78 (54.2)</td>
</tr>
<tr>
<td>4</td>
<td>70 (48.6)</td>
</tr>
<tr>
<td>5</td>
<td>63 (43.8)</td>
</tr>
<tr>
<td>6</td>
<td>60 (41.7)</td>
</tr>
<tr>
<td>7</td>
<td>21 (14.6)</td>
</tr>
<tr>
<td>8</td>
<td>60 (41.7)</td>
</tr>
<tr>
<td>9</td>
<td>63 (43.8)</td>
</tr>
<tr>
<td>10</td>
<td>53 (36.8)</td>
</tr>
<tr>
<td>11</td>
<td>46 (31.9)</td>
</tr>
<tr>
<td>12</td>
<td>52 (36.1)</td>
</tr>
<tr>
<td>13</td>
<td>54 (37.5)</td>
</tr>
<tr>
<td>14</td>
<td>59 (41.0)</td>
</tr>
<tr>
<td>15</td>
<td>52 (36.1)</td>
</tr>
<tr>
<td>16</td>
<td>49 (34.0)</td>
</tr>
<tr>
<td>17</td>
<td>45 (31.3)</td>
</tr>
<tr>
<td>18</td>
<td>45 (31.3)</td>
</tr>
<tr>
<td>19</td>
<td>45 (31.3)</td>
</tr>
<tr>
<td>20</td>
<td>36 (25.0)</td>
</tr>
<tr>
<td>21</td>
<td>32 (22.2)</td>
</tr>
<tr>
<td>22</td>
<td>29 (20.1)</td>
</tr>
</tbody>
</table>

**Dietary Outcomes**

At follow-up 1, a significant time $\times$ group interaction was observed for frequency of vegetable intake ($P=.02$); see adjusted measures in Table 5. The between-group difference in the change from baseline to follow-up 1 was 0.46 items per day (95% CI 0.06-0.86), showing a larger increase in the frequency of vegetable intake in the intervention group compared to the control group. No other significant differences in dietary changes from baseline to follow-up 1 or from baseline to follow-up 2 were observed between the groups.
The change in frequency of vegetable intake from baseline to the follow-up time points for the intervention group and the control group are presented in Figure 2A.

Estimated marginal means (EMMs) for the intervention group showed that the vegetable intake of 3.20 times per day (SE 0.15) at baseline increased to 3.65 times per day (SE 0.18) at follow-up 1. There was no change in frequency of vegetable intake in the control group from baseline (EMM 3.11 times per day, SE 0.12) to follow-up 1 (EMM 3.11 times per day, SE 0.12). A small decrease in frequency was observed from follow-up 1 to follow-up 2 in both groups: an EMM vegetable intake of 2.96 times per day (SE 0.15) was observed for the control group and 3.36 (SE 0.16) was observed for the intervention group. There was no significant time trend from baseline to the follow-up time points.

A similar trend was observed for the variety score of vegetables (see Figure 2B), although the group × time interactions were only borderline significant. Specifically, the group difference in the change from baseline to follow-up 1 was 0.60 vegetables tasted per week (P=0.07) and from baseline to follow-up 2 was 0.73 vegetables tasted per week (P=0.05) (see Table 5). Moreover, regarding vegetable variety, the EMM of the control group was 7.25 (SE 0.21) at baseline, 7.54 (SE 0.20) at follow-up 1, and 7.26 (SE 0.26) at follow-up 2; for the intervention group, the EMM was 7.17 (SE 0.22) at baseline, 8.06 (SE 0.22) at follow-up 1, and 7.90 (SE 0.23) at follow-up 2. No significant time trend from baseline to the follow-up time points was observed.

There were no significant between-group differences in change in the frequency nor variety of fruit intake from baseline to follow-up 1 and from baseline follow-up 2 (see Figure 2C and D). There was a significant time trend for fruit frequency from baseline to follow-up 1 (P=0.002) and borderline significance from baseline to follow-up 2 (P=0.052). For variety of fruit, a significant time trend was seen from baseline to both follow-up time points (P<0.001).

No intervention effect was observed for the intake of discretionary foods, as there was no significant between-group difference in the change in intake frequency from baseline to either of the two follow-up time points. However, the intake of discretionary foods increased significantly (P<0.001) over time (see Figure 2E). Specifically, at baseline, the intake was less than 1 item per week for both groups, which increased to 3.6 items per week in both groups (control EMM 3.6 items per week, SE 0.48; and intervention EMM 3.6 items per week, SE 0.37) at follow-up 1; this later increased to 4.4 (SE 0.45) items per week in the control group and 4.5 (SE 0.37) items per week in the intervention group at follow-up 2.
Figure 2. Estimated marginal means for children’s food intake at baseline, follow-up 1, and follow-up 2 for the frequency of vegetables, fruits, and discretionary foods, and variety of vegetables and fruits. Values are adjusted for child age and gender and parental BMI, education level, and age reported at baseline.

The sensitivity analyses—t tests and Mann-Whitney U tests—using complete cases showed results in line with the GEE analyses, except for the results for vegetable variation, which were no longer borderline significant.

Discussion

Principal Findings

In this study, we observed that giving parents access to an eHealth intervention during toddlerhood increased their children’s vegetable consumption frequency. The intervention effect was attenuated and no longer significant 6 months postintervention. A borderline significant effect for variety of vegetable intake in favor of the intervention group was observed at both time points. For fruits and discretionary foods, there were no intervention effects.

Although the intervention promoted a higher consumption of both vegetables and fruits, and lower consumption of discretionary foods, the vegetable promotion was the main focus in the Food4toddlers study, which may explain our findings. Specifically, the intervention focused on vegetables from the start; on the front page of the website and in the first lessons that the participants were able to access, vegetable promotion was central. Interest in the intervention website was highest at the start of the program, which was also seen in other web-based programs [54]. The video on the front page of the Food4toddlers website focused on how important just a small weekly increase in vegetable consumption may be for children’s long-term health. It is possible that those who accessed the website...
watched this video and that this may have motivated improved vegetable consumption. There may also be more room for improvement in vegetable intake relative to fruit or discretionary food intake in this age group. A British study found a larger variety of vegetables in commercially prepared dinners than in their home-cooked recipe counterparts [55]. Parents tend to serve more commercially prepared dinners at the age of 1 year than they do later [39,56]. This may explain why the variety of vegetables did not increase by age, even though children eat larger portions of foods by age [39,56]. A known reason for lack of variety is the age-specific trait of rejection of new foods—food neophobia—that peaks around 2 years of age [57].

In order to create a healthy eating environment, this study focused on the importance of repeated exposure as a means to enhance the acceptance of new foods before that age. There was a borderline significant difference between the groups for vegetable variety in our study, at both time points, that may indicate that children in the intervention group obtained a higher acceptance of these foods before the age of 2 years, which may persist over time [7]. While there are no studies directly comparable to this study, some have reported dietary outcomes of eHealth interventions targeting older or younger children. The Swedish Mobile-based intervention intended to stop obesity in preschoolers (MINISTOP) mobile health (mHealth) intervention [58] reported no effect on vegetable consumption. The MINISTOP study targeted parents of 4-year-olds, and the intervention group got access to an app for 6 months that focused on a healthy diet and physical activity. The results from the Australian Time2bHealthy study for vegetable consumption were in line with the MINISTOP study. Time2bHealthy delivered an 11-week web course on healthy lifestyle to the intervention group, followed by fortnightly emails for 3 months. They targeted parents of 2- to 5-year-old children with BMI values at or above the 50th percentile for their age, and the participants got individual feedback from a dietitian. Our intervention targeted parents with younger children in a period where dietary habits are established, which may explain the positive results for vegetables in our study. A Norwegian eHealth RCT intervention, Early food for future health, delivered monthly videos on child-feeding to parents of infants (6-12 months of age) [59] and found an intervention effect for vegetable variation [59]. They made a composite score of fruit and vegetable frequency, which also showed improvement in intake [59]. A similar score was used in two studies targeting older children [60,61] showing positive results, contrary to no reported effect found in an mHealth study targeting infants [20].

A composite healthy lifestyle score was assessed in the MINISTOP study that showed a positive intervention effect [58].

Both the intervention and the control groups increased their intake of fruit over time, but no intervention effects between the groups were seen. The lack of effect on fruit intake contrary to vegetable intake may be explained by the differences between the two types of foods in terms of skills and time needed for preparation, consumption patterns, and the parents’ readiness to make changes [62-64]. Few preparations are necessary to give the child a fruit as a snack or in a smoothie, and fruits are more easily accepted by children than vegetables due to their sweet taste [65]. The children may have tasted and accepted a variety of fruits before the intervention period started, and improvements may be hard to obtain. The lack of an intervention effect on fruit consumption has been observed in comparable studies [58,59,66].

In contrast with our findings and those from other studies [59,67], the Time2bHealthy study showed an effect on discretionary foods in favor of the intervention group [66]. A review exploring both traditional and eHealth interventions aiming to reduce sugar - sweetened beverages among young children (<5 years of age) found that success was more likely if interventions were multicomponent, targeted vulnerable populations, and had a high intervention intensity and contact time [68]. The Time2bHealthy study was conducted in line with these success factors, which may explain the positive results. The MINISTOP study found an intervention effect on sweetened beverage consumption in favor of the intervention group [67]. The offering of discretionary foods was low at baseline in the Food4toddler study and increased at the follow-up time points in both groups. However, the intake remained relatively low when compared with other studies [69,70]. The increase in both groups over time may be explained by the fact that children tend to incorporate the rest of their family’s eating patterns, including more discretionary food, during the second year of life (e.g., ice cream in the summer and biscuits as snacks).

Findings from this study and other similar studies show that digital interventions may be effective in improving some aspects of dietary intake. However, for most parent-focused eHealth studies, long-term retention of effects have not been observed [17,58]. One interesting exception is the long-term effect on discretionary foods in the Time2bHealthy study [66]. The lack of long-term effects is a challenge for eHealth interventions aimed at lifestyle behavior, in general [71], and specifically for parent-focused, traditional and online, obesity prevention interventions [13,72]. A duration of 6 months or shorter is common in parent-focused eHealth interventions [13,25,73]. A longer duration might contribute to maintained effects over time [13,71,74]. Further, including short and thematically narrow “booster sessions” after the end of more intensive intervention sessions have shown promising results [72] and may also maintain the effects of the intervention. Such short booster sessions have a low participant burden, can be important reminders, and can easily be conducted in eHealth interventions. A review showed that combining web-delivered interventions with other delivery modes, such as SMS, telephone coaching, and emails, had stronger effects on behavior changes over time [21]. The process evaluation of this study [75] showed that 13% of the invited participants did not enter the Food4toddler website at all, indicating some challenges in engaging all participants. Other deliveries might have been valuable toward achieving better engagement. However, personal contact is cost- and time-consuming, which limits distribution to the population at large [71]. Digital tailoring based on information about diet and physical activity provided by parents on the website or app, as done in the MINISTOP study [76], may contribute to better adherence. Even though the effect did not last after follow-up 1 in this study, there is still a possible public health benefit of
increasing vegetable intake among children, even in small measures.

**Strengths and Limitations**

Few parent-focused eHealth studies are exclusively web based and few target young children [13]. The participants in the Food4toddlers study represented all 19 Norwegian counties, which was possible because we used Facebook as the recruitment platform and had no face-to-face components in the intervention. The possibility of reaching a large and widespread population is one of the main benefits of using eHealth approaches [21]; however, we aimed for a larger sample in this study. Separate analyses for fruits and vegetables could also be viewed as a strength due to different consumption patterns and tastes [63-65] and are recommended for studies targeting young children [77,78]. A recently published review paper addressed the need to examine both variety and intake (ie, quantity) of fruits and vegetables due to the different findings regarding health outcomes; this review also revealed that such research was particularly lacking in young age groups [35].

A limitation of the study is the low generalizability of the findings due to the participants' education level, which was higher than national figures [79]. It is conceivable that a more representative sample might have resulted in a larger intervention effect, as indicated in other studies [80,81]. Even though both parents were invited to participate, 287 of 291 (98.6%) participants were mothers. We do not know if our findings would have been different if more fathers were included. We aimed at recruiting a larger sample, but time and cost (ie, expensive Facebook advertisement) limited that. Therefore, we ended up with a more restricted sample size and, hence, lower statistical power than was planned for. It turned out to be challenging to recruit parents through Facebook when the children were around 10 months of age, possibly because parents in Norway often start working after their maternity leave around that time. Quantifying the dietary intake in grams and nutrient calculation might have added value to the assessments; however, portion size estimations were not recorded. Self-reported FFQs have limitations, especially in this age group where dietary habits are rapidly changing and the answers are solely dependent on the parents’ observations and suggestions [82]. A potential bias in intervention group reporting could be answering according to the perceived intention of the intervention (eg, higher intake of vegetables) [83]. The three questionnaires were delivered in different Nordic seasons—two in autumn-winter and one in winter-spring—which could have influenced the results, especially for fruit and vegetable intake. If so, the effect of the intervention would tend to be overrated. The digital approach limited the possibility of collecting objective measurements, leaving self-reported measures as the only option, which have limitations [84].

**Conclusions**

In this study, we investigated the effects of the Norwegian Food4toddlers RCT. An intervention effect on the frequency of intake of vegetables was observed immediately after the 6-month intervention period ended. The difference was attenuated and no longer significant at the follow-up 2 time point, 6 months postintervention. The consumption of discretionary food increased over time in both groups. Despite the potential of reaching a large population with limited resources, few eHealth interventions seeking to enhance children’s diets have targeted parents of toddlers at this key time in children’s food preference development. Our results show that there is a potential to improve aspects of young children’s diets utilizing this kind of intervention. To obtain long-term effects in eHealth interventions, longer durations should be considered along with tailoring in a digital or a personal form. Delivering short reminders after the end of the main content of the intervention may contribute to better adherence and is feasible in eHealth interventions.
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Abstract

Background: There is a strong interest in the use of social media to spread positive sexual health messages through social networks of young people. However, research suggests that this potential may be limited by a reluctance to be visibly associated with sexual health content on the web or social media and by the lack of trust in the veracity of peer sources.

Objective: The aim of this study was to investigate opportunities and challenges of using social media to facilitate peer-to-peer sharing of sexual health messages within the context of STASH (Sexually Transmitted Infections and Sexual Health), a secondary school-based and peer-led sexual health intervention.

Methods: Following training, and as a part of their role, student-nominated peer supporters (aged 14-16 years) invited school friends to trainer-monitored, private Facebook groups. Peer supporters posted curated educational sex and relationship content within these groups. Data came from a feasibility study of the STASH intervention in 6 UK schools. To understand student experiences of the social media component, we used data from 11 semistructured paired and group interviews with peer supporters and their friends (collectively termed students; n=42, aged 14-16 years), a web-based postintervention questionnaire administered to peer supporters (n=88), and baseline and follow-up questionnaires administered to students in the intervention year group (n=680 and n=603, respectively). We carried out a thematic analysis of qualitative data and a descriptive analysis of quantitative data.

Results: Message sharing by peer supporters was hindered by variable engagement with Facebook. The trainer-monitored and private Facebook groups were acceptable to student members (peer supporters and their friends) and reassuring to peer supporters but led to engagement that ran parallel to—rather than embedded in—their routine social media use. The offline context of a school-based intervention helped legitimate and augment Facebook posts; however, even where friends were receptive to STASH messages, they did not necessarily engage visibly on social media. Preferences for content design varied; however, humor, color, and text brevity were important. Preferences for social media versus offline message sharing varied.

Conclusions: Invitation-only social media groups formed around peer supporters’ existing friendship networks hold potential for diffusing messages in peer-based sexual health interventions. Ideally, interactive opportunities should not be limited to single social media platforms and should run alongside offline conversations. There are tensions between offering young people autonomy to engage flexibly and authentically and the need for adult oversight of activities for information accuracy and safeguarding.
social media; sexual health; sex education; peer education; process evaluation; school; feasibility studies; adolescent; social networking

Introduction

Young people (defined by the World Health Organization as 10-24 years) use social media as primary channels for digital interaction [1], and there is burgeoning interest in the potential of these media to convey sexual health information [2,3]. Relationships and sex may feature in young people’s exchanges on the web, and some see social media platforms as potentially important in supporting positive sexual health outcomes in their communities [4,5]. Nonetheless, in the context of everyday use, young people may not unreservedly accept sexual health content on social media [5-7]. There can also be a disconnect between health promotion conventions and the ways in which young people actually engage on social media [6,8]. To date, some interventions using social media have been shown to improve knowledge of sexually transmitted infection (STI) prevention and to potentially influence sexual behaviors; however, others have resulted in no effect [9-12].

Young people may have concerns about the reputational consequences of associating their social media profile with sexual—or other—health content; they may feel a need to carefully manage how they come across on social media platforms [4,6-8,13,14]. Attention to self-presentation and privacy are required to avoid rumors [7] and negative drama, including gossip and bullying [4,6]. Sexual health is potentially stigmatizing, and the avoidance of stigma is a strong factor shaping young people’s views [4-6,8,15]. A recent UK study of 16- to 19-year-olds suggested that the possibility of judgmental reactions from peers toward an overt link to sexual health content does dissuade young people from accessing such content [15].

Young people are aware of not only peers’ possible reactions but also those of parents, relatives, and other adults who may be followers [4,7,16]. They may consequently want to differentiate what specific social media contacts see and the difficulty of doing so—the concept of context collapse [17]—may further explain reluctance toward an association with sexual health content [8,16].

Certain factors can make it more acceptable for young people to access sexual health information or services using social media. These include receiving sexual health messages in an anonymous and unattributable manner and the use of youth-generated and humorous content [6,8,14], although the latter can sometimes miss the mark [14]. Young people also seek credible information from trusted sources [4,5,7,18]. They wish to participate in interventions in a way that allows them to control the degree to which they can be identified and for interventions to be monitored to prevent inappropriate behavior [4,5]. Formats such as question-and-answer forums or private messaging are appealing because of their potential anonymity and privacy [5,7,15,19].

Methods

The Sexually Transmitted Infections and Sexual Health Intervention

The STASH (Sexually Transmitted infections and Sexual Health) intervention (Trial ID: ISRCTN97369178) was adapted from the effective peer-led antismoking ASSIST (A Stop Smoking in Schools Trial) intervention, premised on the diffusion of innovation theory [21,22]. Key adaptations for STASH were the focus on sexual health knowledge, beliefs, and behaviors (rather than on smoking); age group of participants (14-16 years in STASH; 12-13 years in ASSIST); and the use of social media to spread messages alongside offline conversations (ASSIST used conversations only) [20]. The aim was to reduce the risk of STI transmission and promote sexual health. The intervention recruited, trained, and supported students nominated by their friends to serve as peer supporters. During a 10-week intervention period, peer supporters were asked to share sexual health messages from the STASH website among their friends via Facebook (a private group function) and face-to-face conversations. Peer supporters also distributed the URL and password to access the STASH website (printed on cards) to their friends. The STASH website contains curated and bespoke relationships and sex education (RSE) content.
Peer supporters invited friends to a private Facebook group in which they posted content from the STASH website (full details of the intervention and study is given in Forsyth et al [20]). The groups were monitored by STASH trainers (youth workers specializing in peer education), who were on hand to encourage the peer supporters, support with tricky questions, and guard against inappropriate posting. Peer supporters were also encouraged to chat to their friends about what they had learned in training and what they liked on the STASH website. The STASH intervention team opted to use Facebook because it was the only platform that offered the option of closed and monitored groups alongside direct sharing of content from the website (via a bespoke application programming interface) and log-in via the platform (without the need for personal information such as a telephone number).

STASH was implemented as a feasibility trial; full evaluation findings are reported elsewhere [23]. The intervention was delivered to 6 schools in central Scotland to assess the feasibility and acceptability of the approach, ahead of a full-scale evaluation. Here, we draw on process evaluation data sources that shed light on the role of social media within the overall intervention approach. The process evaluation sought to assess implementation, mechanisms of change, and context of the intervention via measurement of fidelity, acceptability, exposure, and reach [24]. In this paper, we focus on context, fidelity, and acceptability, specifically in relation to the social media component.

We use peer supporters and friends to distinguish between those who posted RSE messages (the former) and those who received messages (the latter) and students to refer to participating young people collectively.

**Setting and Participants**

**Paired and Group Interviews**

We conducted 11 semistructured interviews with 42 students involved in STASH as part of the intervention’s process evaluation [20]; 6 paired or group interviews with peer supporters and 5 paired or group interviews with friends. The interviews were conducted with peer supporters (n=20; 9 young women) willing to participate on the day and friends they had invited to contribute (n=22; 10 young women; coordinated with the assistance of the STASH contact teacher). Of the 8 groups and 3 pairs of students, 6 were of single gender (3 all-young women and 3 all-young men) and 5 were of mixed gender. The interviews probed participants’ experiences and views of the STASH intervention. For the qualitative work, gender was based on self-identification at school (information on whether students were cis or trans was not collected).

We conducted interviews during the final 2 weeks of the intervention (December 2017). As a result of the constraints of the school setting and working within a single school period, interviews were relatively short (15-30 min). Participant information sheets were circulated to students and their parents or carers (along with opt-out consent forms), and opt-in consent was obtained from all interviewees on the day. All interviews were conducted by female researchers (including KM and CP).

Interviews were audio recorded and transcribed verbatim by a professional service. We carried out a thematic analysis of the qualitative data [25,26], using NVivo 11/12 software (QSR International) to facilitate data management. CP (lead for the process evaluation) coded the entire data set for the process evaluation and MH, using a separate coding frame, coded portions of the data set pertaining to the social media component for this paper. The analytic process for the process evaluation involved data familiarization, that is, summarizing and writing annotated memos; generation of a coding frame that married inductive observation with deductive attention to the study questions of interest; and review and refinement of codes (via discussion between KM, CP, and MH) [25,26]. Key themes were identified via synthesis of coding and discussion between analysts and with reference to the existing literature. The final themes presented here crystallized across the analysis stages and iterations of the write-up.

**Quantitative Data**

To provide context to, and occasionally quantify, the qualitative themes, we included some descriptive statistics from quantitative data sources across the feasibility study: a web-based questionnaire completed by peer supporters at their final follow-up session (88/104, 84.6% response rate) and a student web-based baseline questionnaire (680/831, 81.8% response rate) and a follow-up questionnaire (603/744, 81.0% response rate, approximately 6 months later), administered to the intervention year group in all 6 schools. Facebook activity (counts of messages, likes, and replies) was extracted via the STASH trainer Facebook account with peer supporters’ consent (the trainer was a member of all groups). We also used Facebook Analytics reports (via an application programming interface between the STASH website and Facebook). Consistent with small sample size, exploratory analysis and minor scene-setting role, percentages are rounded to one decimal place, and confidence intervals are not calculated. Methods are not described in detail here, again because of their minor, scene-setting role. They can be found in detail elsewhere [20,23].

Ethical approval for the STASH study was granted by the University of Glasgow MVLS Ethics Committee (project number 20160002).

**Results**

**Talking About the STASH Project and Sexual Health With a Researcher**

Field notes taken during interviews record moments of silence and of youth whispering, mumbling, or giggling, and intermittently covering their faces. There was embarrassment when asked to recall message content. This discomfort was evident even among those who said sexual health content was not particularly unusual in social media exchanges; it was evident in those who had noted and read the messages and those who had ignored them.
Variable Engagement With Facebook

Facebook monitoring data showed that across schools, an average of 83.6% (87/104) of peer supporters created a private Facebook group for STASH (8/19, 42% in one school in which Facebook was less commonly used and 79/85, 93% across the other 5 schools). The peer supporters invited an average of 12 friends (including on average 7 non-peer supporters friends) to their group, and they posted an average of 15 messages.

In the follow-up questionnaire, most students said they had a Facebook account (382/452, 84.5%), of whom 58.4% (218/373) said they looked at it regularly. However, 30% (21/70) of peer supporters reported to the peer supporter questionnaire that “the people I wanted to join my group hardly ever use Facebook.” This ranged from 0% in one school to 83% in another. It was reported more commonly among young men (27/70, 39%) than young women (17/70, 24%).

In interviews, not all the friends recalled the invitation to join a private Facebook group or the posts that were shared within them. Some friends said that they had not been added to the groups. Others described themselves as nonusers or infrequent users of Facebook or did not have notifications switched on. Taken together, these data suggested that using Facebook may have constrained the spread of messages across the school network.

Friends who did join found the groups acceptable; in the follow-up questionnaire, 60.2% (91/151) of students who were invited to STASH Facebook groups said they were happy to be a member and 35.0% (55/157) said they learned about sexual health by being part of the group.

Private STASH Facebook Groups Were Reassuring but Ran Parallel to Routine Social Media Engagement

In the baseline survey, 68.0% (451/663) of students said that social media were “really important to [their] social life.” In interviews, students described using social media (eg, Snapchat and Instagram) routinely to connect with friends and, for some, that was the only purpose. They did not necessarily perceive a distinction between social media and offline interaction, with conversations threading through both modes of communication. Regular social media presence was common, and falling behind mattered, because “[...] then you don’t know the gossip the next [...] day” (friend, female), and it could mean that you “[...] miss out on a lot [...]” (friend, male). In the baseline survey, 15.8% (104/659) of students said they “often feel left out by what’s happening on social media” (68/364, 18.7% of young women; 35/282, 12.4% of young men).

Among peer supporters, a handful distinguished between their own, actual, or real Facebook use and their STASH group activity. Some said they would have reservations about posting STASH content openly on their personal social media, particularly where family members had been friends: “You’ve got your mum and dad and family on there. That’s weird” (peer supporter, female).

For many peer supporters, the fact that STASH involved posting messages to a private group whose membership they controlled, put them at ease with sharing sexual health content on social media:

“...other people could, like, if you wanted to add them [friends from their year group] to the group or whatever, you could, like, use it, and then it was also, like, private, so, like, if you didn’t want anyone to see, they didn’t have to see it.” (Peer supporter, female)

“Yeah. Like if there’s certain people you felt uncomfortable sharing that kind of information with, you didn’t have to add them.” (Peer supporter, female)

This separation of STASH activity from routine social media use was not universal; friends of peer supporters recounted how one peer supporter had promoted STASH on his or her personal profile (outside of the STASH private group), suggesting some variation in the ways that peer supporters combined STASH and routine activity.

Even with the private group option, 2 peer supporters spoke of initial disquiet around inviting friends to join:

“It’s a bit awkward, adding folk, ‘cause you don’t know what they’re going to think of it.” (Peer supporter, female)

However, the apprehension about using Facebook seemed to largely dissipate, with others reflecting that, “it was actually alright” (peer supporter, female). The Facebook group format meant that friends could learn from posts without having to interact with anyone, and this was appreciated by friends: “[the group format meant that you weren’t] forced to message them if you know what I mean” (friend, female).

Having a trainer in the group did not appear to worry peer supporters or their friends. Indeed, 59% (42/71) of peer supporters said they were glad to have the trainer in their group (notably more young women than young men: 74% [31/42] vs 36% [10/28]; peer supporter questionnaire). In one group, some peer supporters felt that the trainer presence may have held back willingness to engage with the content and ask questions, whereas others suggested that students were more likely to be hindered by each other.

The Offline STASH Context Legitimated and Augmented Web-Based Posts

Students in the intervention year group learned about STASH either via conversations with peer supporter triggered by the STASH training or via school bulletins and assemblies announcing the project. Some peer supporters recalled that their absence from school to attend training sparked curiosity among their friends and provided opportunities to discuss STASH. Comparison of baseline and follow-up questionnaire data suggested evidence of an increase in some STASH topics from pre to post intervention. For example, student reports of conversations with friends about STIs rose by 15.1% among peer supporters (from baseline of 26/96, 27%); 6.2% among students exposed to at least 1 STASH activity (from baseline of 35/237, 14.8%), and 1.8% among students who reported no exposure (from baseline of 45/214, 21.0%).
Friends of peer supporters who recalled seeing posts often described some initial surprise and subsequent contextualizing of the post as part of the STASH intervention, either by recalling previous conversations or via further discussions with peer supporters: “Yeah, once I saw [the Peer Supporters], they told us what [the invitation] was, obviously, and then that was it” (friend, male). Prior conversations tended to alert friends rather than inform them:

Interviewer: Did you – did you know what [the invitation to join the Facebook group] meant at that time?
Friend (male): I had an idea, but I didn’t know what it would be – [what] it’d be used for.

The personal connection mattered. The first post sent by peer supporters (which explained the purpose of the STASH groups) caught the attention of a friend in one interview, not because of the content itself but because it was a serious post sent by a peer supporter who typically shared humorous content.

The option in STASH to discuss content with message senders appeared to reduce both the unexpectedness and peculiarity of sexual health posts:

Interviewer: So then is it a bit weird then to suddenly get a sexual health education thing coming into [your routine social media activity]? Is that quite unusual?
Friend (female): Not really. They just put it in the chat and we talk about it.

Prior offline conversations also gave peer supporters confidence. In one group, a friend recalled conversations before one peer supporter first posted in her STASH Facebook group:

she was a bit wary of posting some things but we just kinda said, “Well you might as well, ‘cause it’s not like [other students are] gonna attack you for it. You were asked to so...” [Friend, female]

From the perspective of these friends, the fact of having been asked legitimated the sending of messages and protected the peer supporter from a negative reaction from peers.

Among peer supporters, the training also helped sensitize them to web-based sexual health content more generally:

[…] ‘cause I’ve been told about [sexual health] in an actual training session, I’d probably be more likely to read [a sexual health message] now. Be more interested. [Peer supporter, male]

**Recipients of Messages Are Sometimes Receptive but Do Not Necessarily Engage Visibly on Social Media**

Although some friends expressed disinterest in the STASH posts or looked at them out of boredom, others responded with openness and interest. One friend felt that the posts demanded attention because they were different from the usual content:

Friend (male): It was weird, ‘cause I don’t really – you don’t really see much o’ that (uhuh) posted on Facebook. (Uhuh). It was different to see.

Interviewer: So it was a bit different? Was it different good, or different bad, or different, just different?

Friend (male): It made you read it, ‘cause you don’t really see that.

Even when they were receptive to messages, friends rarely commented substantively on posts. According to the Facebook monitoring data, there were reactions (likes; comments; shares) to just over half of the posts. This was partly about not knowing how to respond or what to say, “[I] don’t know what to comment on that” (friend, female).

Similarly, although peer supporters were encouraged to modify the curated content or create their own messages, most peer supporters (50/88, 57%) said they preferred not to do this (peer supporter questionnaire) and only 2 individuals spoke of doing so in interviews. One described the need to alter a message to make it “more grown up” (peer supporter, female) and another to make a message stand out more:

...I felt as if someone was scrolling through their Facebook, it wouldn’t really stand out, people would just skip through it. So, I took a more creative approach and made it more interesting. Gave it a picture as well... [Peer supporter, male]

The peer supporters were also proactive in overcoming technical issues, such as taking screenshots and sharing, when the application programming interface’s copy/share function failed.

**Preferences for Message Design and Content**

Friends who were members of multiple groups were able to comment on the differences between them. During one interview, 2 friends noted that in one of their Facebook groups, content was conveyed using a humorous tone, but delivery was nonetheless direct, whereas in another group, messages were more discrete. Both were in mixed-gender Facebook groups, and they speculated that exchanges in single-gender groups may have been more open, though “[...] at the same time you want it to be mixed so you can see both sides” (friend, female). The instant notification feature of Facebook served to remind peer supporters to post regularly. It was also often seen as beneficial by friends; however, those in multiple Facebook groups sometimes viewed multiple notifications as annoying and subsequently muted them.

Participants commonly appreciated humor. They felt it helped draw attention and get messages across. Describing a meme of a nude cat, one participant said:

Yes, it was quite funny. It was something to make me read it... [Friend, male]

Regarding web content in general, another said, “It made it funny but like...you got the information across” (friend, female). Bold colors were also viewed as attention grabbing:

...when you’re scrolling through and you just see like this big bright thing and you go, ‘Oh, what’s that’? [Friend, female]

Brief, clear text and memes or pictures were viewed as “more interesting than reading like a chart or something like that...” (friend, male). Finally, balanced arguments were viewed positively:
And it was, like, giving you good and bad points, the ones that makes you, like, read more, that was more informative. [Friend, male]

Preferences for Social Media Versus Offline Interactions

Preferences regarding social media versus face-to-face communication varied among interviewees. One student explained that web-based interaction was less awkward than face-to-face, unless the chat was with a friend:

 [...] when it’s with [...] one of your best friends it’s fine ‘cause it’s just funny. [Friend, female]

In another interview, a student said that where others were unknown, web-based interaction was easier and less personal than face-to-face:

I don’t really mind it too much [being in a group with people you didn’t know], it’s not like – like actually, talking to them [...]. [Friend, male]

Other friends favored face-to-face conversation, seeing it as less antisocial (“...nobody’s talking ‘cause they’re on their phones”’ [friend, female]), whereas others preferred a mix of social media and face-to-face interaction.

A couple of male friends said they would feel uncomfortable talking about sex on either channel but nonetheless recognized that social media posts could trigger discussion, especially when viewed by multiple members of the same friendship network:

It’s just ‘cause social media’s a thing that a lot of people use [...]if it’s in a close group of people and if you all see the same post, you might end up like having a conversation, talking about it. If [...] the conversation comes up, and then it can start other questions, and then...So, it can be a good thing. [Friend, male]

There were mixed views among peer supporters, with some seeing social media as “a good way to get across to other people in our year” (peer supporter, female) and others preferring to focus on offline conversations and awareness raising around the website. These mixed views were reflected in the peer supporter questionnaire, where 42% (36/86) said they preferred to talk, 30% (26/86) preferred to send messages, and 28% (24/86) were indifferent.

Discussion

Principal Findings

The STASH study was innovative in using student-led social media messaging alongside offline conversations in a peer-led, school-based sexual health intervention. We undertook a rigorous and theoretically informed process evaluation. In this study, we explored context, fidelity, and acceptability in relation to social media, to draw out opportunities and challenges of peer-led sharing of sexual health messages. At the time of implementing STASH, Facebook was the only platform to offer private groups, direct sharing of content from a website, and log-in via the platform (without the need for personal information such as a telephone number). However, student engagement with Facebook was variable and hindered message sharing where peer supporters, or their friends, were infrequent or nonusers. Invitation-only, monitored Facebook groups alleviated some peer supporter concerns around sharing sexual health content but led to engagement that ran parallel to their routine social media use. The offline context of STASH (trained peer supporters nominated by their friends; face-to-face conversations initiated by peer supporters) appeared to legitimate and augment web-based posts. Despite this and despite being generally receptive to the posts, few friends engaged visibly on social media. Preferences for content design varied; however, humor, color, and text brevity were important. STASH offered flexibility in ways of sharing messages, and there was no clear preference for either social media or offline message sharing among peer supporters and their friends.

Comparison With Previous Work

Previous research has noted the role of social media in young people’s everyday communication with friends [4,6-8]; our data support these findings. Facebook use varied among STASH students, suggesting the need for alternative or multiple platforms. Facebook use among teens in the United States is declining and has recently been overtaken by YouTube, Instagram, and Snapchat [27]. The constantly evolving trends in young people’s engagement with social media, including the arrival of new platforms (eg, TikTok), underlines the importance of flexible engagement. Students’ design preferences confirmed the importance of offering a diversity of content types and allowing youth to shape messages (even if they rarely took this up in practice) [6,7]. Students actively shaped their engagement with STASH content (eg, opting out of notifications or screenshotting messages). This reinforces earlier conclusions on the importance of nuanced and flexible design, allowing prompt responses to changes in audience preferences and behavior [6,28,29].

The existing literature has discussed young people’s preoccupation with their image on social media and caution in associating with specific content in front of certain social media contacts, such as parents [5-8,16]. The notion of context collapse (audiences from disparate social contexts collapsed into one) has been invoked to help explain this phenomenon and the potential disruption caused by sexual health content to young people’s routine social media use [8,16]. In STASH, the private Facebook groups offered peer supporters a means to circumvent context collapse by encouraging them to invite only friends with whom they felt comfortable sharing sexual health content. Thus, as an artifact of this design feature, message sharing in STASH ran parallel to—rather than embedded in—routine use and interactions. The monitoring of Facebook groups by trainers, although acceptable to students, may also have suppressed the usual interaction. It likely prevented drama and bullying but also likely stifled positive visible engagement.

In line with earlier research [6-8], we detected signs of sexual health stigma, both in terms of sexual health as an interview topic and in the form of hesitation on the part of some peer supporters about distributing STASH messages publicly. Stigma may also have been a factor in the limited visible engagement of friends with STASH content in Facebook groups. Previous
research has also indicated that some young people reject sexual health content on social media [6,7,15]. In this study, some peer supporter friends said they did not spend time viewing STASH messages or turned off notifications of new STASH posts. This may have reflected similar rejection on their part.

Notwithstanding the value placed on privacy and the stigma of sexual health, both our findings and the literature [4-8,14,15] suggest that employing social media in sexual health promotion does hold potential. Our results suggest that the offline context (trained influential peers supported by trainers) helped provide legitimacy to peer-led posting, that widely seen social media posts could trigger offline conversations among friends, and that social media could skirt the potential awkwardness of face-to-face conversations with peers. Yet, there was no universal preference for social media over face-to-face communication. Collectively, these findings lend further support to conclusions indicating that young people may not see social media as a viable sole component of effective sexual health interventions, emphasizing the contribution of offline resources and interaction [5,6,8,18].

Strengths and Limitations

The strength of this study is that it draws from a rigorous and theory-driven process evaluation, which uses mixed methods to interrogate mechanisms of change within the intervention and examine feasibility and acceptability. We sought to achieve rigor via a detailed protocol [20], careful attention to possible reporting bias, and cautious and critical interpretation.

The necessity of conducting interviews within school periods imposed time limits that were shorter than ideal and limited the depth of discussion on social media. Field notes attested to a broader discomfort with discussion of sexual matters. This may have prevented students from admitting to a deeper interest in, or engagement with, the STASH messages. Such reluctance may have been amplified by the school setting and the awkwardness of talking about sexual health with an unknown adult in a position of authority. The paired and group interview format may also have influenced individuals’ inclination to discuss their views and experiences, particularly if they differed from others in the group.

Recommendations and Conclusions

The STASH study demonstrates that peer-to-peer sharing of sexual health content via social media in school settings is feasible and acceptable. Our findings attest to the importance of multiple communication channels and opportunities beyond social media alone. They also suggest that to encourage buy-in, interventions must offer young people the flexibility and freedom to choose their preferred way of participation. In offering young people autonomy to engage in ways that are authentic to them, interventions must contend with possible tension brought on by adult oversight of activities for safeguarding purposes. To overcome concerns about association with sexual health content, young people may require a valid justification for message sharing; offline intervention activities can support this. In STASH, friends were often primed, received messages from a known and influential member of their social group, and had the opportunity to discuss content offline. This way, the broader intervention context both legitimated and augmented the social media component. Future studies could further explore which offline intervention activities are most effective at facilitating effective social media approaches.

Social media has strong potential; however, the challenges are significant. The fact that young people engage heavily with social media is, by itself, an insufficient justification to use it in sexual health promotion. It will only be effective if employed in ways that are authentic to young people, mindful of their priorities regarding web-based self-presentation and privacy, and credible as an information source [6,15].
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Abstract

Background: Opioid use disorder presents a public health issue afflicting millions across the globe. There is a pressing need to understand the opioid supply chain to gain new insights into the mitigation of opioid use and effectively combat the opioid crisis. The role of anonymous online marketplaces and forums that resemble eBay or Amazon, where anyone can post, browse, and purchase opioid commodities, has become increasingly important in opioid trading. Therefore, a greater understanding of anonymous markets and forums may enable public health officials and other stakeholders to comprehend the scope of the crisis. However, to the best of our knowledge, no large-scale study, which may cross multiple anonymous marketplaces and is cross-sectional, has been conducted to profile the opioid supply chain and unveil characteristics of opioid suppliers, commodities, and transactions.

Objective: We aimed to profile the opioid supply chain in anonymous markets and forums via a large-scale, longitudinal measurement study on anonymous market listings and posts. Toward this, we propose a series of techniques to collect data; identify opioid jargon terms used in the anonymous marketplaces and forums; and profile the opioid commodities, suppliers, and transactions.

Methods: We first conducted a whole-site crawl of anonymous online marketplaces and forums to solicit data. We then developed a suite of opioid domain-specific text mining techniques (eg, opioid jargon detection and opioid trading information retrieval) to recognize information relevant to opioid trading activities (eg, commodities, price, shipping information, and suppliers). Subsequently, we conducted a comprehensive, large-scale, longitudinal study to demystify opioid trading activities in anonymous markets and forums.

Results: A total of 248,359 listings from 10 anonymous online marketplaces and 1,138,961 traces (ie, threads of posts) from 6 underground forums were collected. Among them, we identified 28,106 opioid product listings and 13,508 opioid-related promotional and review forum traces from 5147 unique opioid suppliers’ IDs and 2778 unique opioid buyers’ IDs. Our study characterized opioid suppliers (eg, activeness and cross-market activities), commodities (eg, popular items and their evolution), and transactions (eg, origins and shipping destination) in anonymous marketplaces and forums, which enabled a greater understanding of the underground trading activities involved in international opioid supply and demand.

Conclusions: The results provide insight into opioid trading in the anonymous markets and forums and may prove an effective mitigation data point for illuminating the opioid supply chain.

(J Med Internet Res 2021;23(2):e24486) doi:10.2196/24486
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Introduction

Background

Overdoses from opioids, a class of drugs that includes both prescription pain relievers and illegal narcotics, account for more deaths in the United States than traffic deaths or suicides. Overdose deaths involving heroin began increasing in 2000 with a dramatic change in pace, and as of 2014, 61% of drug overdoses involved some type of opioid, inclusive of heroin [1]. Deaths involving fentanyl nearly doubled from the previous year’s rate in 2014, 2015, and 2016 [2]. To reduce opioid-related mortality, there is a pressing need to understand the supply and demand for the product; however, no prior research that provides a greater understanding of the international opioid supply chain has been conducted.

The past 10 years have witnessed a spree of anonymous online marketplaces and forums, mostly catering to drugs in anonymous ways and resembling eBay or Amazon. For instance, SilkRoad, the first modern darknet market and best known as a platform for selling illegal drugs, was launched in February 2011 and subsequently shut down in October 2013 [3]. However, its closure catalyzed the development of multiple other anonymous marketplaces. Compared with traditional opioid supply methods [4], the role of anonymous online marketplaces and forums has become more important because of its stealthiness and anonymity: using this type of virtual exchange, anyone can post and browse the opioid product listings, regardless of their technical background. It raises new challenges for new law enforcement agencies to identify opioid suppliers, buyers, or even takedown the marketplace. Further compounding the issue from a law enforcement perspective, it is nontrivial to obtain complete opioid listings from the darknet markets, interpret the jargon used in the darknet forum, and holistically profile opioid trading and supplying activities.

Underground Opioid Trading

Anonymous online marketplaces are usually platforms for sellers and buyers to conduct transactions in a virtual environment. They usually come with anonymous forums for sellers and buyers to share information, promote their products, leave feedback, and share experiences about purchases. To understand how it works, we describe an opioid transaction’s operational steps on the anonymous online marketplaces and forums. We present a view about how such services operate and how different entities interact with each other (Figure 1).

Figure 1. Overview of the opioid trading in the anonymous marketplaces and forums.

First, an opioid trader, who intends to list the selling information and find potential customers, will first access the anonymous online marketplaces and forums, using an anonymous browsing tool such as a Tor client or a web-to-Tor proxy (step 1 in Figure 1) [5,6]. Anonymous online marketplaces and forums usually operate as hidden Tor services, which can only be resolved through Tor (an anonymity network). Once connected to the anonymous online marketplaces (eg, The Empire Market and Darkbay), the opioid trader will create an account as a seller and post their opioid listing information (including product, price, origin country, an acceptable shipping destination, payment method, quantities left, shipping options—shipping days or shipping companies, and refund policy; step 2). Figures 2 and 3 illustrate examples of opioid listings in The Versus Project and Alphabay. The opioid trader will also use an anonymous online forum (eg, The Hub Forum) to post promotional information to attract potential customers (step 3). Suppose that an opioid buyer wants to purchase opioids. The opioid buyer (client) will also access the anonymous online market and create an account in each anonymous marketplace before they can find the listings of opioids (step 4). After perusing the items available on the anonymous online market (step 5), the buyer will add opioids to their shopping cart (step 6). When the buyer wants to check out and make a purchase using cryptocurrency (eg, Bitcoin), if the trader accepts payment through an anonymous online marketplace as an escrow, the buyer will place the listed amount of cryptocurrency in escrow (step 7). Then, the trader receives the order and escrow confirmation (step 8). Otherwise, the buyer will pay the trader directly using cryptocurrency or any other payment method accepted by the trader (step 9) [7]. Note that the escrow mechanism is widely deployed in the anonymous online market because it helps to build trust and resolve disputes between sellers and buyers. When the purchase is made, the opioid trader...
ships the purchased item to the buyer (step 10). Once the item is received, the buyer finalizes the purchase by notifying the anonymous online marketplace to release the funds held in escrow (step 11) [8,9]. After that, an opioid buyer often leaves review comments under the product listing or discusses the purchasing experience in the forum (step 12).

Figure 2. Example of opioid listings in The Versus Project.

Figure 3. Example of opioid listings in Alphabay.
Prior Work
Recent years have witnessed the trend of studying opioid use disorders using anonymous marketplaces and forums data [5,8,10] and public social media data (e.g., Twitter and Instagram) [11-14]. Gilbert et al [15] described changes in the conceptualizations, techniques, and structures of opioid supply chains and illustrated the diversity of transactions beyond the traditionally linear conceptualizations of cartel-based distribution models. Quintana et al [16] and Fernando et al [17] presented the results of the international drug testing service for opioid commodities from the anonymous marketplaces and showed that most opioid substances contained the advertised ingredient and most samples were of high purity. Dasgupta et al [18] collected opioid listings on Silk Road to analyze the prices of diverted prescription opioids. Duxbury et al [6] evaluated the role of trust in online drug markets by applying exponential random graph modelling to underground marketplace transactions. The results show that vendors’ trustworthiness is a better predictor of vendor selection than product diversity or affordability. Considering social media data (e.g., Twitter and Instagram), Nasralah et al [14] proposed a text mining framework to collect opioid data from social media and analyzed the most discussed topics to profile the opioid epidemic and crisis. Mackey et al [13] collected tweets related to the opioid topic to identify illicit online pharmacies and study the illegal sale of opioids in online marketing. Cherian et al [12] gathered codeine misuse data from Instagram posts to understand how misuse is happening and its misused form. Recently, Balsamo et al [11] used a language model to expand vocabularies for opioid substances, routes of administration, and drug tampering on Reddit data from 2014 to 2018 and investigated some important consumption-related aspects of the nonmedical abuse of opioid substances. However, to the best of our knowledge, no large-scale study, which may cross multiple anonymous marketplaces and is cross-sectional, has been conducted to profile the opioid supply chain and unveil characteristics of opioid suppliers, commodities, and transactions.

Goals
This paper seeks to complement current studies widening the understanding of opioid supply chains in underground marketplaces using comprehensive, large-scale, longitudinal anonymous marketplace and forum data. To this end, we propose a series of techniques to collect data; identify opioid jargon terms used in the anonymous marketplaces and forums; and profile the opioid commodities, suppliers, and transactions. Specifically, we first conducted a whole-site crawl of anonymous online marketplaces and forums to solicit data. We then developed a suite of opioid domain-specific text mining techniques (e.g., opioid jargon detection and opioid trading information retrieval) to recognize information relevant to opioid trading activities (e.g., commodities, price, shipping information, and suppliers). Subsequently, we conducted a comprehensive, large-scale, longitudinal study to demystify opioid trading activities in anonymous markets and forums.

The contributions of this study are elaborated below. First, we designed and implemented an anonymous marketplace data collection and analysis pipeline to gather and identify opioids data in 16 anonymous marketplaces and forums over a period of almost 9 years between 2011 and 2020. Second, we fine-tuned the semantic comparison model proposed by Yuan et al [19] for opioid jargon detection, which can recognize the opioid jargon as innocent-looking terms and the dedicated terms only used in the anonymous marketplaces and forums. In this way, we generated a rich underground marketplace opioid vocabulary of 311 opioid keywords with 13 categories. Third, we conducted a comprehensive, large-scale, longitudinal study to measure and characterize opioid trading in anonymous online marketplaces and forums. Specifically, using a large-scale and cross-sectional data set, we characterized the activeness and cross-market activities of opioid suppliers, investigated popular opioid commodities as well as their evolution and price trends, and outlined a picture of origins and shipping destinations appearing in opioid transactions in anonymous marketplaces and forums. We believe our findings will provide insight into opioid trading in the anonymous markets and forums for law enforcement, policy makers, and invested health care stakeholders to understand the scope of opioid trading activities and may prove an effective mitigation data point for illuminating the opioid supply chain.

Methods
Overview
This section elaborates on the methodology used to identify opioid trading information in the anonymous market and forums. We illustrate the methodology pipeline (Figure 4). Specifically, we collected approximately 248,359 unique listings and 1,138,961 unique forum traces (i.e., threads of posts) from 10 anonymous online marketplaces and 6 forums. We then identified 311 opioid keywords and jargons to recognize 28,106 listings and 13,508 forum traces related to underground opioid trading activities. Finally, we used natural language processing techniques to extract opioid trading information to characterize underground opioid commodities, suppliers, and transactions.
**Data Collection**

Our research collected product listings and forum posts from 10 anonymous online marketplaces and 6 forums. Our study determined the underground marketplace and forum list based on darknet site search engines and previous research works [20]. More specifically, we used darknet site search engines (such as Recon, Darknet live, Dark Eye, dark.fail, and DNStats [21,22]) to search underground marketplaces and forums and then manually validated their activeness. In our study, we only selected marketplaces with more than 30 opioid listings. In this way, we gathered 5 active underground marketplaces with opioid listings. Note that some high-profile underground marketplaces and forums are frequently deactivated or have been shut down by law enforcement authorities [23]. Hence, we also gathered snapshots of 5 underground marketplaces and 6 forums collected by the anonymous marketplace archives programs and previous research projects [20].

To collect the listing information of 5 anonymous online marketplaces (ie, Apollon, Avaris, Darkbay, Empire, and The Versus Project), we conducted a whole-site crawl. The crawler was implemented in Python and used the Selenium module to launch browsers and to send crawling requests [24]. To avoid blocking from the marketplace, we provided as an input to the scraper a session cookie that we obtained by manually logging into the marketplace and solving a Completely Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA). However, some sites, namely, the Empire Market, forced users to log out when the life span of the session cookie was expired. In this case, we had to manually repeat the previous process. In addition, we set parameters such as sleeping time to limit the speed of crawling.

In total, we collected 248,359 listings of 10 anonymous online marketplaces between December 2013 and March 2020. For forum corpora, we gathered 1,138,961 traces (spanning from June 2011 to July 2015) from the underground forums The Hub, Silk Road, Black Market, Evolution, Hydra, and Pandora. Table 1 summarizes the data sets used in this study. Note that some forums, such as Pandora and Evolution, were associated with the corresponding marketplaces and mainly served as discussion platforms for marketplace buyers and vendors. In addition, the measurement dates vary across different marketplaces and forums, as they have different life spans.
<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Lifetime</th>
<th>Measurement dates</th>
<th>Number of traces/listings</th>
<th>Number of opioid traces/listings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agora</td>
<td>Marketplace</td>
<td>December 2013 to August 2015</td>
<td>January 2014 to July 2015</td>
<td>140,266</td>
<td>12,051</td>
</tr>
<tr>
<td>Alphabay</td>
<td>Marketplace</td>
<td>December 2014 to July 2017</td>
<td>December 2014 to July 2015</td>
<td>21,679</td>
<td>1344</td>
</tr>
<tr>
<td>Hydra</td>
<td>Marketplace</td>
<td>March 2014 to November 2014</td>
<td>August 2014 to October 2014</td>
<td>3048</td>
<td>218</td>
</tr>
<tr>
<td>Pandora</td>
<td>Marketplace</td>
<td>October 2013 to November 2014</td>
<td>December 2013 to November 2014</td>
<td>20,013</td>
<td>1749</td>
</tr>
<tr>
<td>Apollon</td>
<td>Marketplace</td>
<td>May 2018 to March 2020</td>
<td>September 2018 to February 2020</td>
<td>2921</td>
<td>2552</td>
</tr>
<tr>
<td>Empire</td>
<td>Marketplace</td>
<td>February 2018 to August 2020</td>
<td>April 2018 to March 2020</td>
<td>2995</td>
<td>2548</td>
</tr>
<tr>
<td>The Versus Project</td>
<td>Marketplace</td>
<td>November 2019 to now</td>
<td>November 2019 to March 2020</td>
<td>233</td>
<td>202</td>
</tr>
<tr>
<td>Avaris</td>
<td>Marketplace</td>
<td>October 2019 to August 2020</td>
<td>October 2019 to February 2020</td>
<td>291</td>
<td>286</td>
</tr>
<tr>
<td>Darkbay</td>
<td>Marketplace</td>
<td>July 2019 to September 2020</td>
<td>July 2019 to February 2020</td>
<td>2717</td>
<td>2112</td>
</tr>
<tr>
<td>Black Market</td>
<td>Forum</td>
<td>December 2013 to February 2014</td>
<td>December 2013 to February 2014</td>
<td>52,127</td>
<td>669</td>
</tr>
<tr>
<td>Pandora</td>
<td>Forum</td>
<td>October 2013 to September 2014</td>
<td>January 2014 to September 2014</td>
<td>18,640</td>
<td>798</td>
</tr>
<tr>
<td>Hydra</td>
<td>Forum</td>
<td>March 2014 to November 2014</td>
<td>April 2014 to September 2014</td>
<td>887</td>
<td>41</td>
</tr>
<tr>
<td>The Hub</td>
<td>Forum</td>
<td>January 2014 to now</td>
<td>January 2014 to July 2015</td>
<td>53,973</td>
<td>1082</td>
</tr>
<tr>
<td>Silk Road</td>
<td>Forum</td>
<td>January 2011 to November 2014</td>
<td>June 2011 to November 2013</td>
<td>846,693</td>
<td>34,519</td>
</tr>
</tbody>
</table>

**Opioid Jargon Identification**

Our study used opioid keywords and jargons to recognize listings and forum traces related to underground opioid trading activities. Our opioid jargon identification procedure implemented a modified semantic comparison model [19]. This model employed a neural network–based embedding technique to analyze the semantics of words in different corpora. In particular, in the semantic comparison model, the size of the input layer was doubled while not expanding either the hidden or the output layer. In this way, the same word from 2 different corpora will build separate relations, in terms of weights, from the input to the hidden layer during the training, based on their respective datasets, while ensuring that the contexts of the word in both corpora are combined and jointly contribute to the output of the neural network through the hidden layer. Hence, every word has 2 vectors, each describing the word’s relations with other words in one corpus. In the meantime, these 2 vectors are still comparable because they are used together in the neural network to train a single skip-gram model for predicting the surrounding windows of context words.

Our modification of the semantic comparison model will generate comparable word embeddings for opioid jargon words in legitimate documents (ie, benign corpora embedding) and in underground corpora (ie, underground corpora embedding). Specifically, our modification used a series of opioid keywords collected to generate their benign corpora embeddings and then searched for words whose underground corpora embeddings were close to the opioid keywords’ benign corpora embeddings. We output the top 100 proper nouns in the underground corpora in our implementation, whose embeddings showed the closest cosine distance to the known opioid keywords.

We trained the semantic comparison model using the traces of Reddit as the benign corpora and the traces of the anonymous marketplaces/forums as the underground corpora. The parameters of the model were set as default [19]. Thus, we identified 58 opioid jargon used in the anonymous marketplaces and forums (Table 2). Combining opioid jargon with known opioid product names [25-27], we generated an opioid keyword data set consisting of 311 opioid keywords with 13 categories. We manually validated all keywords and the corresponding
categories to guarantee their correctness. Our keywords included almost all the vocabularies of opioid substances mentioned in the study by Balsamo et al [11] and further expanded their results with specific medicine codes, product names, and special colloquialisms (e.g., M523, Ultram hydrochloride tramadol 200, and H3 brown sugar).

Table 2. Opioid jargons used in the anonymous online marketplaces and forums.

<table>
<thead>
<tr>
<th>Category</th>
<th>Jargons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heroin</td>
<td>gunpowder, pearl tar (black pearl tar), speedball, heroin #4, diacetylmorphin, and h3 brown sugar</td>
</tr>
<tr>
<td>Fentanyl</td>
<td>chyna (china white), acetylfentanyl (acetyl fentanyl), phenaridine, and duragesic</td>
</tr>
<tr>
<td>Buprenorphine</td>
<td>subutex and suboxone</td>
</tr>
<tr>
<td>Oxycodone</td>
<td>roxy, roxi, roxies, oxynorm, A215, K8/K9, M15/30, blueberries, A15, OC30/80, OP80, oxyneo, M523/IP204/C230, bananas, V4812, and CDN 80</td>
</tr>
<tr>
<td>Dihydrocodeine</td>
<td>DHC&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Oxymorphone</td>
<td>panda and o bomb</td>
</tr>
<tr>
<td>Morphine</td>
<td>zomorph, mscontin (ms contin), skenan, oramorph, and kadian</td>
</tr>
<tr>
<td>Methadone</td>
<td>amidone, methadose, and chocolate chip cookies</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>hydromorph</td>
</tr>
<tr>
<td>Hydrocodone</td>
<td>lortab, norcos, zohydro, IP109/110, and M367</td>
</tr>
<tr>
<td>Tramadol</td>
<td>UDTh&lt;sup&gt;b&lt;/sup&gt; 200</td>
</tr>
<tr>
<td>Codeine</td>
<td>thiocodin and lean</td>
</tr>
<tr>
<td>Others</td>
<td>tapentadol, tapalee, and nucynta</td>
</tr>
</tbody>
</table>

<sup>a</sup>Dihydrocodeine bitartrate.  
<sup>b</sup>Ultram hydrochloride tramadol.

**Topic Modeling of Forum Posts**

Our goal here was to identify anonymous forum posts with the topics of opioid commodity promotion (e.g., listing promotion) and review (e.g., report fake opioid vendors). We then analyzed these forum posts to profile underground opioid trading behaviors.

To identify forum posts related to opioid commodity promotion and review, our methodology was designed to filter forum posts with opioid keywords and then use a classifier to the posts with the topics of interest. The classifier was built upon transfer learning and a crafted objective function that heavily weighs the penalty of misclassifying a positive instance.

The model training process for opioid promotion and review posts’ detection consists of 3 stages: model initialization, transfer learning, and model refining. First, 2 neural network models with 3 hidden layers are trained on the data sets (Table 3) for model initialization. Then, in the transfer learning stage, the aforementioned models are transferred using manually labeled 800 positive samples ($D_p$) and 800 negative samples ($D_c$; Table 3), with the purpose of adjusting the model to fulfill the promotion posts and opioid review detection. Due to the difficulty in collecting the opioid promotion and review posts, the number of positive samples $D_p$ is relatively small compared with negative samples $D_c$. Note that a sample is only annotated when both of the 2 graduate student annotators agreed with each other. For the data annotation, intercoder reliability measured with Cohen kappa coefficients was 0.74 for promotion post labeling result and was 0.68 for the opioid review labeling result. Considering the imbalance of $D_p$ and $D_c$, we modified the loss function of the model to make it weigh the penalty of misclassifying a positive instance. The objective function is as follows:

$$\text{LL}(z) = 3 \log(1 + \exp(-z))$$

where $LL(z)$ is the log loss, that is, $3 \log (1 + \exp (-z))$. $C_+$ and $C_-$ denote the penalty factors for misclassifying the positive and negative instances, respectively, whereas $\lambda$ is the regularization coefficient and $\|\omega\|$ is the regularization term, which is the L1-norm. In the above objective function, $C_+$ is always larger than $C_-$, which means that the penalty of misclassifying a positive instance is larger than that of a negative instance. In general, the correlation between the penalty factors and the number of samples is set as $P$ and $C$ is the sizes of $D_p$ and $D_c$, respectively.
Table 3. Data sets used in the forum post modeling.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Positive samples (n)</th>
<th>Negative samples (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion</td>
<td>Model initialization data set</td>
<td>Annotated anonymous market/forum data set</td>
</tr>
<tr>
<td>Review</td>
<td>Amazon review data set [28] (100,000)</td>
<td>Review posts in an anonymous marketplace (1000)</td>
</tr>
</tbody>
</table>

Finally, in the model refining stage, the model is trained for other 2 iterations using the same objective function. We manually investigated the results by randomly sampling 10% of data records during each iteration and adding false positive samples into the unlabeled set. Our model was evaluated via 10-fold cross-validation. The review detection model yielded a mean precision of 81.5% and an average recall of 80.1%, whereas for the promotion detection model, it yielded a mean precision of 88.1% and an average recall of 85.1% (Table 4).

Table 4. The results and 95% CIs of forum posts’ topic modeling.

<table>
<thead>
<tr>
<th>Topic modeling methods</th>
<th>Promotion topic</th>
<th>Review topic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>81 (2)</td>
<td>80 (3)</td>
</tr>
<tr>
<td>C45</td>
<td>66 (7)</td>
<td>68 (11)</td>
</tr>
<tr>
<td>Decision tree</td>
<td>83 (3)</td>
<td>51 (3)</td>
</tr>
<tr>
<td>Unsupervised topic modeling</td>
<td>814 (48)</td>
<td>814 (81.40)</td>
</tr>
<tr>
<td>Our model, mean (SD)</td>
<td>88 (1)</td>
<td>85 (2)</td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>84 (1)</td>
<td>84 (3)</td>
</tr>
</tbody>
</table>

*MALLET*: Machine Learning for Language Toolkit.

We compared our method with the state-of-the-art topic modeling method Machine Learning for Language Toolkit (MALLET) [30] and our model without transfer learning stage (baseline). Our experiment evaluated MALLET on our annotated anonymous marketplace and forum data set (Table 3) using 3 classification algorithms in the document classification tool (package cc.mallet.classify class in MALLET’s JavaDoc API [Application Programming Interface]). In particular, MALLET is retrained and evaluated via 10-fold cross-validation. We also applied the MALLET topic modeling toolkit (package cc.mallet.topics MALLET’s class in JavaDoc API) on the same data set to predict the type of topic. The baseline model was applied directly to the labeled data (Table 3) and evaluated using 10-fold cross-validation. We used the metrics of precision and recall to compare the performance of different topic modeling methods. As shown in Table 4, our results indicate that our approach significantly outperforms MALLET and the baseline model in terms of both precision and average recall.

In this way, we collected 7100 promotion posts and 6408 review posts from forum posts in total.

**Opioid Trading Information Retrieval**

For each marketplace listing and forum posts related to opioid promotion, we extracted 8 properties: vendor name, product, price, number of products sold, advertised origins, acceptable shipping destinations, and whether escrow or not. For the forum posts on the topic of the opioid commodity review, we recognized the sentiment of the review. Below, we elaborate on the methodology used to identify each of the properties:

- **Vendor name**: To identify the vendor name, we designed a parser to identify the authors of the listings and promotional posts by applying platform-specific heuristics, which we manually derived from each marketplace and forum’s HTML templates.
- **Product**: We recognized the type of opioid in each listing’s description content using the opioid keyword data set generated in the previous step.
- **Price**: We used a price extraction model [31], which was trained on the underground forum corpora, to extract listing price information (Figures 2 and 3). Our study further determined the per-gram price of opioid products by dividing the listing price by the amount of products. More specifically, we designed a set of regular expressions to extract the amount of opioids sold per listing. For instance, in Figure 3, 1.6 g (20 mg × 80 pills) codeine is sold for US $65.34. Note that following previous works [8], we also dismissed the abnormal price that was greater than 5 times
the median of the remaining samples as well as less than 25% of the value of the median.

- Number of products sold: Listings of 5 marketplaces (Alphabay, The Versus Project, Apollon, Empire, and Darkbay) consist of the number of items that have been sold (as shown in Figure 2). Hence, we applied the parser’s feature of identifying the number of sold, which we manually derived from each marketplace’s HTML templates, if such information can be found in the marketplace.

- Advertised origins and acceptable shipping destinations: We parsed the advertised origins and acceptable shipping destinations from the HTML template of marketplace listings and used the country name dictionary to find the country names from a forum post. We considered the contextual information based on the keywords ship, origin, and destination.

- Whether escrow: In the marketplaces Alphabay, Apollon, and Empire, the product listing usually has a field to indicate whether the escrow is supported. Hence, we designed a parser to obtain this information. In forum posts, we used the keyword escrow to match each forum post with the topic of promotion to find out whether the trader accepts escrow.

- Review sentiment: To investigate the sentiment of the opioid product reviews, we applied the chi-square score–based sentiment analysis model to classify the product review into positive and negative [32].

To evaluate the aforementioned methods for extracting properties, we randomly chose 1000 listings for each property and manually annotated the properties as ground truth. We evaluated our method on our annotated data set, which yields an accuracy of over 90% for each property extraction, as shown in Table 5.

### Table 5. The results of calculating accuracy of opioid information retrieval.

<table>
<thead>
<tr>
<th>Property</th>
<th>Number of ground truth, n</th>
<th>Accuracy, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor name</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Product</td>
<td>1000</td>
<td>954 (95.40)</td>
</tr>
<tr>
<td>Price</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Number of products sold</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Advertised origins</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Acceptable shipping destinations</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Whether escrow</td>
<td>1000</td>
<td>1000 (100)</td>
</tr>
<tr>
<td>Review sentiment</td>
<td>1000</td>
<td>926 (92.60)</td>
</tr>
</tbody>
</table>

### Results

#### Landscape

In total, we collected 248,359 listings from 10 anonymous online marketplaces and 1,138,961 traces (ie, threads of posts) from 6 underground forums. Among them, we identified 28,106 opioid product listings and 13,508 opioid-related promotional and review forum traces from 5147 unique opioid suppliers’ IDs and 2778 unique opioid buyers’ IDs. As observed in our data set, the top 3 marketplaces with the most opioid listings are Agora, Evolution, and Apollon.

In our study, we found that 23.78% (9896/41,614) listings and traces were identified with the help of 58 opioid jargons (Table 2). Among them, suboxone and subutex medicines are most frequently mentioned by 2917 times in listings and traces in 10 platforms, followed by roxy series (ie, roxy, roxi, roxies, and roxys) with 2022 times and Lean with 1256 times. Both K9 and M30 were mostly found in Darkbay, within 384 listings in the year 2020, whereas Lean appeared 141 times in Empire listings.

Note that we should not overestimate the number of suppliers and buyers given the number of IDs found in this research, but we regarded it as the upper-bounded number of the opioid suppliers and buyers. This is because the same user could have different IDs, and the same ID in different marketplaces can point to different users. Owing to the anonymity of the underground marketplaces and forums, there exists no ground truth to link users with their IDs.

#### Characteristics of Commodities

We list the top 5 opioids with most listings and their average prices in 2014, 2015, 2019, and 2020 (Table 6). In general, heroin was found to be the most popular item on the anonymous online market, followed by oxycodone. We also noticed that heroin dropped by 60%, whereas codeine increased by 32% from 2014 to 2019, which is roughly in line with the temporal trend of popularity of opioid substances on Reddit from 2014 to 2018, as mentioned in the study by Balsamo et al [11]. More remarkably, we observed 2011 listings of China white (or the slang term chyna), a designer opioid with significant medical concerns due to its deadly clinical manifestations, in 6 marketplaces and 5 forums. The earliest listing was observed on the SilkRoad in June 2011. Moreover, we notice that most of the top opioids have a lower mean price than their retail prices. For instance, the United Nations Office on Drugs and Crime [33] reported that the average retail price of heroin was US $267 per gram in the United States in 2014 and 2015, which is almost twice as much as the price in anonymous marketplaces (US $130-190 per gram). In addition, we see a trend of drop in price from 2014 to 2019 of some opioids such as heroin, oxycodone, and fentanyl, which may lead to severe overdoses.

http://www.jmir.org/2021/2/e24486/
When evaluating the activeness of the underground opioid listing, we measured the monthly newly appeared and disappeared listings in 2 anonymous online marketplaces: Agora and Evolution. Figure 5 shows the results. We observed that large amounts of opioid listings were newly posted every month in the Agora marketplace, which had a relatively higher rate of increase than the disappeared rate in terms of listings. A similar scenario was observed in the marketplace Evolution. We also observed an increase in newly appeared listings in the Agora marketplace in April 2015. This may be because of the shutdown of the Evolution marketplace in March 2015.

**Figure 5.** Number of monthly newly-appeared and disappeared listings in the marketplaces Agora and Evolution.

<table>
<thead>
<tr>
<th></th>
<th>2014 Number of listings</th>
<th>2014 Price (per gram), mean (SD)</th>
<th>2015 Number of listings</th>
<th>2015 Price (per gram), mean (SD)</th>
<th>2019 Number of listings</th>
<th>2019 Price (per gram), mean (SD)</th>
<th>2020 Number of listings</th>
<th>2020 Price (per gram), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heroin</td>
<td>4251</td>
<td>129.5 (99.9)</td>
<td>2020</td>
<td>67.0 (37.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxycodone</td>
<td>3086</td>
<td>660.3 (445.3)</td>
<td>2019</td>
<td>154.2 (123.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fentanyl</td>
<td>1397</td>
<td>1116.4 (647.5)</td>
<td>2018</td>
<td>80.3 (61.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buprenorphine</td>
<td>934</td>
<td>2764.9 (2007.8)</td>
<td>2017</td>
<td>16.1 (11.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tramadol</td>
<td>839</td>
<td>21.5 (14.4)</td>
<td>2016</td>
<td>29.8 (29.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We observed the same listings posted in different marketplaces and illustrate the dependency of the same opioid listings among different marketplaces. Note that we determined if 2 listings are identical by matching the same elements (ie, listing’s title...
and description information and the vendor’s name) in 2 listings. We observed that the marketplaces of Agora and Evolution shared 530 opioid listings from 290 unique supplier IDs. The opioid commodity with most listings across different marketplaces was #4 White Vietnamese Heroin, which can be found in the marketplaces Agora, Evolution, Hydra, and Pandora.

Characteristics of Suppliers

To understand the scale of opioid suppliers on the anonymous online market, we scanned the listings of 10 marketplaces and the promotional posts of 6 forums to extract the account information from 5147 unique opioid suppliers. By the time Agora was shut down in August 2015, 916 opioid suppliers were found, with an average number of listings of 13 per supplier. We observed that the opioid suppliers with most listings is mikesales, which contributes to 817 opioid listings for the marketplace Darkbay, whereas the opioid supplier ID which was observed in most marketplaces is DeepMeds, which posted the similar listings of buprenorphine, codeine, and narcotic in 6 different marketplaces from 2014 to 2020. The average number of listings that a legit supplier posts on Amazon is approximately 37 [34,35], which is far less than those posted by suppliers in anonymous marketplaces. It is possible that those suppliers in darknet marketplaces are hidden under an anonymous environment with little to no limitations.

To better understand the potential bundling relationship of opioid suppliers across different marketplaces, we calculated the Jaccard similarity coefficient between the suppliers in different marketplaces (Figure 6). We found that 182 opioid supplier IDs appeared in both the marketplaces Evolution and Agora from January 2014 to July 2015. In particular, we observed that 84 opioid supplier IDs synchronized similar product listings in both marketplaces at the same time. This might be because the suppliers tend to promote their products across various marketplaces and to increase sales.

Figure 6. Co-occurrence of the same opioid suppliers across different anonymous marketplaces.

Inspired by the work [36] investigating the supplier migration phenomenon between underground marketplaces, we also evaluated the migrant suppliers who, for the first time, began to trade in a new market, $m’$, after the closure of marketplace $m$. To this end, we first collected the marketplace’s lifespan using the Gwern archive [37], as shown in Table 1, and then
compared the supplier lists in each marketplace to investigate supplier migration. We found that 28 and 35 suppliers in Evolution moved to Agora and Alphabay, respectively, after March 2015 when Evolution was shut down, which is aligned with the finding of users’ migration between these 3 markets by El Bahrawy et al [36], who used a bitcoin address instead of supplier IDs for user matching. In addition, we observed that 10 and 9 suppliers in Apollon and Empire, respectively, migrated from Agora 3 years after it shut down. Some of those suppliers’ IDs (i.e., A1CRACK and DiazNL) are neither common words nor have special meaning. We hypothesized that these IDs might be linked to the same supplier. Those suppliers kept using the same IDs for years to gain reputation and familiarity from buyers.

In addition, 204 suppliers were reported as scammers in the anonymous forums of the Evolution, SilkRoad, Pandora, and The Hub. It is not surprising to find that the top 3 marketplaces and forums that found the most scam reports were Evolution, Silk Road, and Pandora, as the scam reports mostly come from the associated forums of the marketplaces [38].

**Characteristics of the Drug Transaction**

When inspecting the advertised origins and the acceptable shipping destinations on the opioid listings from 7 marketplaces (Apollon, Avaris, Alphabay, Hydra, Pandora, Empire, and Versus), we observed that most of the opioid commodities were shipped from the United States, followed by the United Kingdom, Germany, Netherlands, and Canada (Table 7). This finding is roughly in line with the observation of 57 opioid vendors’ origin in a marketplace named Cryptomarket during the period of October 2015 through April 2016, which was reported by Duxbury et al [6]. In addition, we did not observe big changes in the top opioid commodity origins from 2014 to 2020. Particularly, as shown in Table 8, the United States and the United Kingdom are always in the top 5 advertised origins among years.

### Table 7. The advertised origin countries.

<table>
<thead>
<tr>
<th>Name of country</th>
<th>Percentage of origin countries in opioid listings, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>3520 (35.3)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1648 (17.1)</td>
</tr>
<tr>
<td>Germany</td>
<td>1459 (14.7)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>897 (9)</td>
</tr>
<tr>
<td>Canada</td>
<td>622 (6.2)</td>
</tr>
<tr>
<td>France</td>
<td>479 (4.8)</td>
</tr>
<tr>
<td>Australia</td>
<td>398 (4)</td>
</tr>
<tr>
<td>India</td>
<td>200 (2)</td>
</tr>
<tr>
<td>Spain</td>
<td>160 (1.6)</td>
</tr>
<tr>
<td>Sweden</td>
<td>80 (0.8)</td>
</tr>
<tr>
<td>Japan</td>
<td>73 (0.7)</td>
</tr>
<tr>
<td>Italy</td>
<td>60 (0.6)</td>
</tr>
<tr>
<td>Singapore</td>
<td>55 (0.6)</td>
</tr>
<tr>
<td>Belgium</td>
<td>51 (0.5)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>50 (0.5)</td>
</tr>
<tr>
<td>Portugal</td>
<td>22 (0.2)</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>18 (0.2)</td>
</tr>
<tr>
<td>Denmark</td>
<td>17 (0.2)</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>14 (0.1)</td>
</tr>
<tr>
<td>China</td>
<td>11 (0.1)</td>
</tr>
</tbody>
</table>
Principal Findings

Our study identified 41,000 opioid trade–related marketplace listings and forum posts by analyzing more than 1 million listings and posts in multiple anonymous marketplaces and forums, which is the largest underground opioid trading data set ever reported. We found evidence through extensive analyses of the anonymous online market of pervasive supply, which fuels the international opioid epidemic. Nontraditional methods, as presented here by studying the online supply chain, present a novel approach for governmental and other large-scale solutions. When interpreted by professionals, our initial results demonstrate useful findings and may be used downstream by law enforcement and public policy makers for impactful structural interventions to the opioid crisis. Although a large body of current research is focused on pathways for treatment of opioid use disorder and analyzing deaths per treatment capacity of substance use providers, these research areas are limited to the demand side of the opioid epidemic [40,41]. We believe that the findings and pattern analyses presented here, which place concentration on the supply side, might suggest a new direction to focus and will serve as a useful complement to current research conducted within the domain of addiction medicine.

Limitations

We acknowledge some limitations of our study. For example, there might be varying types of heroin or fentanyl, but we could not subcategorize them due to the lack of precise ontology. Addressing this challenge requires deep domain knowledge and expertise, which is constantly evolving. Another limitation is pointed out in the paper that multiple online suppliers might belong to the same vendor. This problem might be addressed by studying the product overlapping patterns over time to merge suppliers, which might reveal more interesting hierarchical clustering patterns. Another important source of information is the trading cash flow, which is recorded in the block chain and might contribute to a comprehensive view of the supply-demand relationship. We did not include such analyses due to the time and scope constraints, and it is a topic that we plan to investigate further.

Conclusions

In our study, a total of 248,359 listings from 10 anonymous online marketplaces and 1,138,961 traces (ie, threads of posts) from 6 underground forums were collected. Among them, we identified 28,106 opioid product listings and 13,508 opioid-related promotional and review forum traces from 5147 unique opioid suppliers’ IDs and 2778 unique opioid buyers’ IDs. Our study characterized opioid suppliers (eg, activeness and cross-market activities), commodities (eg, popular items and their evolution), and transactions (eg, origins and shipping destination) in anonymous marketplaces and forums, which enabled a greater understanding of the underground trading activities involved in international opioid supply and demand.

| Table 8. | Top 5 advertised origin countries according to different years. Note that data for 2020 only included data from January to March. |
|---|---|---|---|---|---|
| Country | Number of appearance in listings | Country | Number of appearance in listings | Country | Number of appearance in listings | Country | Number of appearance in listings |
| United States | 778 | United States | 603 | United States | 1394 | United States | 680 |
| Germany | 646 | France | 188 | United Kingdom | 1269 | Netherlands | 250 |
| Netherlands | 145 | Canada | 151 | Germany | 537 | United Kingdom | 185 |
| United Kingdom | 142 | Australia | 112 | Netherlands | 451 | Germany | 176 |
| Canada | 131 | United Kingdom | 96 | Canada | 287 | Australia | 75 |

Considering the shipping destination, we observed that the majority of opioid commodities were shipped worldwide 36.37% (5654/15,546), followed by shipping to the United States only 19.35% (3008/15,546), Europe only 10.52% (1635/15,546), and the United Kingdom only 5.46% (849/15,546).

To understand customer satisfaction, we conducted a sentiment analysis on 624 review posts related to 190 opioid suppliers from 4 marketplaces: Agora, Alphabay, Pandora, and Evolution. We observed that 145 opioid suppliers had 378 positive reviews, whereas 102 opioid suppliers had at least one negative review. For instance, the opioid supplier from the SilkRoad with the user ID c63amg received a satisfaction rating of 76%, even though they had the most negative reviews (n=11). We notice that their negative reviews mostly came from one buyer in late 2012 and early 2013, who complained “his Heroin is getting from order to order worse.”

As observed in our data set, the opioid suppliers in the marketplaces Evolution, Pandora, and Silk Road accepted escrow as a method of payment. However, most of the suppliers only used escrow for small orders. This shows the weak platform trust of opioid suppliers. In fact, the shutdown of the marketplace Evolution was discovered to be an exit scam, with the site’s operators shutting down abruptly to steal the approximately US $12 million in bitcoins that it was holding as an escrow [39].
To the best of our knowledge, a comprehensive overview of the opioid supply chain in the anonymous online marketplaces and forums, as well as a measurement study of trading activities, is still an open research challenge. This is the first study to measure and characterize opioid trading in anonymous online marketplaces and forums. From our measurement, we concluded that anonymous online marketplaces and forums provided easy-access platforms for global opioid supply. These findings characterizing mass opioid suppliers, commodities, and transactions on anonymous marketplaces and forums can enable law enforcement, policy makers, and invested health care stakeholders to better understand the scope of opioid trading activities and provide insight into this new type of opioid supply chain.
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Abstract

Background: COVID-19 has necessitated the implementation of innovative health care models in preparation for an influx of patients. A virtual ward model delivers clinical care remotely to patients in isolation. We report on an Australian cohort of patients with COVID-19 treated in a virtual ward.

Objective: The aim of this study was to describe and evaluate the safety and efficacy of a virtual ward model of care for an Australian cohort of patients with COVID-19.

Methods: Retrospective clinical assessment was performed for 223 patients with confirmed COVID-19 treated in a virtual ward in Brisbane, Australia, from March 25 to May 15, 2020. Statistical analysis was performed for variables associated with the length of stay and hospitalization.

Results: Of 223 patients, 205 (92%) recovered without the need for escalation to hospital care. The median length of stay in the virtual ward was 8 days (range 1-44 days). In total, 18 (8%) patients were referred to hospital, of which 6 (33.3%) were discharged after assessment at the emergency department. Furthermore, 12 (5.4%) patients were admitted to hospital, of which 4 (33.3%) required supplemental oxygen and 2 (16.7%) required mechanical ventilation. No deaths were recorded. Factors associated with escalation to hospital care were the following: hypertension (odds ratio [OR] 3.6, 95% CI 1.28-9.87; \(P=0.01\)), sputum production (OR 5.2, 95% CI 1.74-15.49; \(P=0.001\)), and arthralgia (OR 3.8, 95% CI 1.21-11.71; \(P=0.02\)) at illness onset and a polymerase chain reaction cycle threshold of \(\leq 20\) on a diagnostic nasopharyngeal swab (OR 5.0, 95% CI 1.25-19.63; \(P=0.02\)).

Conclusions: Our results suggest that a virtual ward model of care to treat patients with COVID-19 is safe and efficacious, and only a small number of patients would potentially require escalation to hospital care. Further studies are required to validate this model of care.

(J Med Internet Res 2021;23(2):e25518) doi:10.2196/25518
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Introduction

On March 11, 2020, the World Health Organization declared COVID-19, a respiratory infection due to SARS-CoV-2, as a global pandemic [1]. A key consideration in this pandemic has been the management of the rapid influx of patients with COVID-19. The subsequent strain on health care systems has acted as a catalyst for increasing the implementation of telemedicine [2]. Telemedicine refers to health care provision through information technologies and telecommunication systems [3]. A Cochrane review [4] concluded that telemedicine can have equivalent outcomes to those of in-person care. However, the implementation of novel telemedicine approaches can be challenging, since adaptation of both staff and patients is required. During COVID-19, telemedicine has been used to triage, treat, and coordinate care provision to patients with...
COVID-19 to improve health care access, reduce disease transmission, and optimize resource allocation [5-7]. A virtual ward delivers hospital-level care to patients in the community through telemedicine. Through the provision of timely multidisciplinary care, virtual ward models have reduced emergency department presentations and hospital admissions [8,9]. These outcomes are desirable in a pandemic, where the judicious use of limited health care resources is critical.

To provide care to patients safely and effectively through a virtual care model, it is important to understand the clinical course of COVID-19 [2]. Several meta-analyses of published cohort studies have described the most common initial symptoms of COVID-19, including cough and fatigue [10-12]. Common comorbidities identified in patients with confirmed COVID-19 are hypertension (15.6%), diabetes (7.7%), and cardiovascular disease (4.7%) [11]. The most common laboratory abnormalities include an increased C-reactive protein level (68.6%), lymphopenia (57.4%), and an increased lactate dehydrogenase level (51.6%) [12]. The reported clinical spectrum of COVID-19 is broad, ranging from asymptomatic infection and mild upper respiratory tract illnesses to severe pneumonia and critical multiorgan failure [13]. The current literature suggests that approximately 80% of cases are mild [13]. However, out of 44,500 cases of COVID-19 in China, 14% of patients experienced severe disease with hypoxia and 5% of critical cases experienced respiratory failure, shock, or multiorgan dysfunction [13]. Mortality rates vary by region and the data collection method. Initial studies in China have reported mortality rates of 2.3%-3.6%, with a higher mortality associated with a higher age or the presence of comorbidities [11-13]. This emphasizes the potential for most patients with COVID-19 to be treated in lower acuity settings with monitoring for disease exacerbation.

Predictors of disease exacerbation during acute COVID-19 have been proposed in early retrospective cohort studies on patients with COVID-19 pneumonia or severe disease [14-18]. Baseline characteristics such as increasing age, male sex, and comorbidities confer a greater risk of severe disease and mortality [14,17,19,20]. In particular, chronic lung disease, cardiovascular disease, hypertension, diabetes mellitus, and immunosuppression have been proposed as risk factors [21-23]. In severe disease, a higher incidence of dyspnea (approximately 67%) has been reported in those requiring admission to the intensive care unit (ICU) [14,18]. Additionally, new-onset dyspnea may reflect the development of COVID-19 pneumonia. In cohort studies on COVID-19 pneumonia, the median time to dyspnea onset has been reported as 5-8 days after initial symptom onset [15,16]. Additionally, high body temperatures (≥39°C) are associated with an increased likelihood of acute respiratory distress syndrome (ARDS) [17]. The time to deterioration is notable with a median of 8-12 days from illness onset to ARDS and 10 days to ICU admission [14-16,19]. While further data are needed, this second week of acute illness likely represents a high-risk period for disease exacerbation, which may bolster clinical decision making regarding hospitalization.

The aims of this study were as follows: (1) to describe the clinical characteristics of an Australian cohort of patients with COVID-19, (2) to evaluate the clinical care provided to this cohort through a virtual ward model, and (3) to identify any possible predictors of deterioration.

Methods

Study Design

A retrospective single-center clinical assessment was performed for patients admitted to the Metro North Virtual Ward from March 25 to May 15, 2020. This study was deemed at low/negligible risk by the Royal Brisbane and Women’s Hospital Human Research Ethics Committee. No formal power calculations were performed, owing to the inclusion of all patients meeting the study criteria.

Study Population

All patients admitted to the virtual ward during the specified period were assessed in accordance with the following inclusion criterion: a laboratory-confirmed diagnosis of COVID-19 through polymerase chain reaction (PCR) detection of SARS-CoV-2 RNA on a diagnostic nasopharyngeal swab (NPS). Patients were excluded if they had a preliminary positive or inconclusive PCR result but a negative result on subsequent confirmatory PCR testing. Patients were admitted to the virtual ward from the community after notification of a positive PCR result by the Metro North Public Health Unit, Herston, Australia, or following hospital discharge, in cases of confirmed disease.

Virtual Care

Patients remained in out-of-hospital isolation during their virtual ward admission with nursing observations obtained through telephonic consultations. Virtual ward staff were located in a secure dedicated hospital workspace with medical records maintained in accordance with local hospital procedures and protocols. Patients were risk-stratified by age, comorbidities, and symptom burden to determine the frequency of telephonic consultations: low-risk patients, once daily; high-risk patients, twice daily. Observations were structured to monitor patient symptoms and identify potential deterioration. During each consultation, patients were asked to rate (on a scale of none, mild, moderate, or severe) the following symptoms: shortness of breath, cough, fatigue, sputum production, nausea/vomiting, headache, myalgia, and sore throat. These symptoms were numerically scored at each review. Patients’ general well-being, social situation, and adherence to isolation were also assessed.

Clinical reviews were conducted by medical officers when the following prespecified escalation criteria were met: (1) the patient reported severe symptoms related to shortness of breath, cough, or fatigue; (2) symptoms became more severe either on 1 observation of patients aged >65 years and having comorbidities or over 2 observations in those without comorbidities; or (3) any staff or patient concerns regarding disease exacerbation. If required, hospital referral was arranged for further assessment. All patients were reviewed by a medical officer prior to discharge. Multidisciplinary care was provided, with pharmacists ensuring patient access to medications and social workers offering psychosocial support.

In accordance with the Communicable Diseases Network Australia (CDNA) COVID-19 guidelines [24], patients were
discharged and released from self-isolation on meeting the following recovery criteria: (1) 10 days since symptom onset and resolution of all symptoms of acute illness in the past 72 hours and (2) 10 days since hospital discharge and resolution of all symptoms of acute illness in the past 72 hours, if hospitalized for severe COVID-19.

**Data Collection**

Data on patient demographics, epidemiological history, comorbidities, medication history, COVID-19 symptoms, clinical reviews, pathology results, hospital assessment, and treatment outcomes were collected from existing medical records.

**Data Analysis**

We expressed descriptive statistics as number (%) values for categorical data and median or mean (range) values for continuous variables. We performed Pearson $\chi^2$ tests to explore the risk factors among patients requiring hospital referral and those with a virtual ward stay >7 days. We used Fisher exact tests when event counts were <5. Missing data were not imputed in the analyses. Furthermore, we calculated odds ratio (OR) and corresponding 95% CI values. All tests were two-sided, with a $P$ value <.05 considered significant. Data were not adjusted for multiple testing; hence, findings should be considered to be descriptive and should not be used to infer definitive effects. SPSS (version 26.0, IBM Corp) was used for the analyses.

**Results**

**Patient Characteristics**

A total of 223 patients with a median age of 45 (range 14–78) years (female $n=118$, 52.9%) were assessed in this study (Table 1). This included 2 patients aged <18 years. Almost half ($n=100$, 44.8%) of the patients had a comorbidity, with hypertension ($n=38$, 17%) and asthma ($n=24$, 10.8%) being the most common manifestations. A total of 178 (79.8%) cases were epidemiologically linked to overseas travel (Figure 1), the most common destinations being the United Kingdom ($n=68$, 38%) and the United States ($n=30$, 17%). Furthermore, 16 (7.2%) patients had traveled on cruise ships. The most common COVID-19 symptoms upon presentation were cough ($n=163$, 73.1%), fever ($n=117$, 52.5%), and headache ($n=103$, 46.2%). Prior to virtual ward admission, 100 (44.8%) patients were assessed by a medical practitioner, either in person or through telemedicine, 21 (9.4%) had undergone chest radiography, and 22 (9.9%) had received laboratory blood tests. Initial diagnostic PCR detected SARS-CoV-2 RNA at a median cycle threshold (Ct) of 23.88.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All patients</th>
<th>Patients not referred to hospital (n=205)</th>
<th>Patients referred to hospital (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age, years (range)</td>
<td>45.0 (14-78)</td>
<td>42.0 (14-78)</td>
<td>54.0 (23-71)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>118 (52.9)</td>
<td>108 (52.7)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>High risk(^a), n (%)</td>
<td>63 (28.3)</td>
<td>54 (26.3)</td>
<td>9 (50)</td>
</tr>
<tr>
<td><strong>Transmission source, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overseas travel</td>
<td>178 (79.8)</td>
<td>167 (81.5)</td>
<td>11 (61.1)</td>
</tr>
<tr>
<td>Contact with a confirmed case</td>
<td>47 (21.1)</td>
<td>43 (21)</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Locally acquired</td>
<td>43 (19.3)</td>
<td>35 (17.1)</td>
<td>8 (44.4)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.3)</td>
<td>3 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>100 (44.8)</td>
<td>87 (42.4)</td>
<td>13 (72.2)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>38 (17)</td>
<td>31 (15.1)</td>
<td>7 (38.9)</td>
</tr>
<tr>
<td>Asthma</td>
<td>24 (10.8)</td>
<td>23 (11.2)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>13 (5.8)</td>
<td>12 (5.9)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Immunosuppression(^b)</td>
<td>6 (2.7)</td>
<td>5 (2.4)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>3 (1.3)</td>
<td>3 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medication (angiotensin-converting enzyme inhibitors angiotensin II receptor blockers, total 135), n (%)</td>
<td>25 (11.2)</td>
<td>19 (9.3)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td><strong>Initial symptoms at onset, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>163 (73.1)</td>
<td>149 (72.7)</td>
<td>14 (77.8)</td>
</tr>
<tr>
<td>Fever</td>
<td>117 (52.5)</td>
<td>104 (50.7)</td>
<td>13 (72.2)</td>
</tr>
<tr>
<td>Headache</td>
<td>103 (46.2)</td>
<td>97 (47.3)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>97 (43.5)</td>
<td>90 (43.9)</td>
<td>7 (38.9)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>84 (37.7)</td>
<td>74 (36.1)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>82 (36.8)</td>
<td>76 (37.1)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Myalgia</td>
<td>78 (35)</td>
<td>70 (34.1)</td>
<td>8 (44.4)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>52 (23.3)</td>
<td>46 (22.4)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>37 (16.6)</td>
<td>33 (16.1)</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>37 (16.6)</td>
<td>35 (17.1)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>36 (16.1)</td>
<td>35 (17.1)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Ageusia</td>
<td>30 (13.5)</td>
<td>27 (13.2)</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td>Sputum</td>
<td>24 (10.8)</td>
<td>18 (8.8)</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Arthralgia</td>
<td>24 (10.8)</td>
<td>19 (9.3)</td>
<td>5 (27.8)</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>20 (9)</td>
<td>17 (8.3)</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td><strong>Initial presentation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial assessment by a medical practitioner, n (%)</td>
<td>100 (44.8)</td>
<td>90 (43.9)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>Initially admitted to hospital prior to virtual ward admission, n (%)</td>
<td>32 (14.3)</td>
<td>29 (14.1)</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td>Median time from symptom onset to initial nasopharyngeal swab (n=177), days (range)</td>
<td>4 (0-23)</td>
<td>4 (0-23)</td>
<td>1 (0-5)</td>
</tr>
<tr>
<td>Median cycle threshold of polymerase chain reaction analysis of initial nasopharyngeal swabs (n=135) (range)</td>
<td>23.88 (11-36)</td>
<td>24.00 (11-36)</td>
<td>18.04 (14.6-33)</td>
</tr>
<tr>
<td>Chest radiography, n (%)</td>
<td>21 (9.4)</td>
<td>20 (9.8)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Blood tests, n (%)</td>
<td>22 (9.9)</td>
<td>21 (10.3)</td>
<td>2 (11.1)</td>
</tr>
</tbody>
</table>
High risk was defined as age 65-85 years with any comorbidity or age 49-65 years with chronic lung disease, cardiovascular disease, immunosuppression, diabetes, or hypertension.

Immunosuppression was defined as patients taking immunosuppressive medication or having a primary immunodeficiency.

Figure 1. Cases epidemiologically linked to overseas or interstate travel (n=178). *Others: Argentina, Cuba, Egypt, Hong Kong, Indonesia, Japan, Myanmar, Norway, the Philippines, Singapore, South Africa, Sweden, Turkey, and the United Arab Emirates.

Virtual Ward Outcomes

Of the 223 patients in the virtual ward, 205 (92%) were discharged after clinical recovery without escalation to hospital care (Table 2). The median virtual ward admission length was 8 days (range 1-44 days). The median time to clinical recovery was 16 days (range 10-52 days). A total of 18 (8.1%) patients were referred for in-person hospital assessment (Table 3), of which 6 (33.3%) were assessed at the emergency department and discharged back to the virtual ward after review. The remaining 12 (66.7%) patients were admitted to an in-patient ward, of which 2 (16.7%) were admitted to the ICU and required mechanical ventilation (Table 3). The average length of hospital stay was 3.5 days (range 1-15 days) when admission to the ICU was not required. We recorded no mortality upon discharging the 223 patients assessed in this study.

Several factors were associated with a length of virtual ward stay >7 days. These included having any comorbidity (OR 2.0, 95% CI 1.15-3.40; \( P = .01 \)), being classified as high risk on admission (OR 2.2, 95% CI 1.16-4.00; \( P = .02 \)), or being hospitalized prior to virtual ward admission (OR 2.6, 95% CI 1.10-5.99; \( P = .03 \)). Initial COVID-19 symptoms of cough (OR 2.2, 95% CI 1.22-4.10; \( P = .008 \)), fevers or night sweats (OR 2.2, 95% CI 1.26-3.70; \( P = .005 \)), and diarrhea (OR 2.3, 95% CI 1.06-5.07; \( P = .03 \)) were also associated with a length of virtual ward stay >7 days.
Table 2. Virtual ward patient outcomes (N=223).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median length of stay, days (range)</td>
<td>8.0 (1-44)</td>
</tr>
<tr>
<td>Median time to clinical recovery(^a), days (range)</td>
<td>16 (10-52)</td>
</tr>
<tr>
<td>Discharged without complication, n (%)</td>
<td>205 (91.9)</td>
</tr>
<tr>
<td>Requiring hospital assessment, n (%)</td>
<td>18 (8.1)</td>
</tr>
<tr>
<td>Admitted to the in-patient ward, n (%)</td>
<td>12 (5.4)</td>
</tr>
<tr>
<td>Mean length of in-patient hospitalization, if admission to the intensive care unit was not required(^a), days (range)</td>
<td>3.5 (1-15)</td>
</tr>
<tr>
<td>Admitted to the intensive care unit, n (%)</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Mortality, n (%)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)Time from symptom onset to clinical recovery in accordance with the Communicable Diseases Network Australia guidelines (at least 10 days since symptom onset and 72 hours of being asymptomatic).
Table 3. Clinical characteristics of patients requiring hospital care upon admission to the virtual ward (N=18).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Hospitalized patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age, years (range)</td>
<td>54 (23-71)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>High risk, n (%)</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Median day of illness upon referral to hospital, days (range)</td>
<td>8.50 (3-20)</td>
</tr>
<tr>
<td>Previous medical review on initial presentation, n (%)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>Initial median polymerase chain reaction cycle threshold on diagnostic nasopharyngeal swab tests, n (range)</td>
<td>18.04 (14.61-33)</td>
</tr>
<tr>
<td>Primary reason for referral, n (%)</td>
<td></td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>New or ongoing fevers</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Chest pain or chest tightness</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td>Hospital assessment on presentation</td>
<td></td>
</tr>
<tr>
<td>Median oxygen saturation (n=13), % of ambient air (range)</td>
<td>96 (88-100)</td>
</tr>
<tr>
<td>Median heart rate (n=10), beats per minute (range)</td>
<td>80 (57-105)</td>
</tr>
<tr>
<td>Median respiratory rate (n=9), breaths per minute (range)</td>
<td>19 (16-28)</td>
</tr>
<tr>
<td>Fever (&gt;37.5°C; n=11), n (%)</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Chest auscultation findings (n=15), n (%)</td>
<td></td>
</tr>
<tr>
<td>Clear</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Unilateral crackles</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Bilateral crackles</td>
<td>4 (26.7)</td>
</tr>
<tr>
<td>Chest radiograph performed on presentation (n=15), n (%)</td>
<td></td>
</tr>
<tr>
<td>No acute abnormality</td>
<td>8 (53.3)</td>
</tr>
<tr>
<td>Unilateral consolidation</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Bilateral consolidation</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Blood tests performed on presentation (n=16), n (%)</td>
<td></td>
</tr>
<tr>
<td>Elevated lactate dehydrogenase (n=15)</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Elevated C-reactive protein (n=6)</td>
<td>5 (83.3)</td>
</tr>
<tr>
<td>Lymphopenia (n=16)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Outcome, n (%)</td>
<td></td>
</tr>
<tr>
<td>Assessed at the emergency department and discharged</td>
<td>6 (33.3)</td>
</tr>
<tr>
<td>Admitted to the in-patient ward</td>
<td>12 (66.7)</td>
</tr>
<tr>
<td>Prescribed antibiotics</td>
<td>8 (44.4)</td>
</tr>
<tr>
<td>Required supplemental oxygen upon admission</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Admitted to the intensive care unit</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Received mechanical ventilation</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Mortality</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Complications, n (%)</td>
<td></td>
</tr>
<tr>
<td>Liver function derangement (n=16)</td>
<td>6 (37.5)</td>
</tr>
<tr>
<td>Respiratory failure</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td>Acute kidney injury (n=13)</td>
<td>3 (23.1)</td>
</tr>
</tbody>
</table>

High risk was defined as age 65-85 years with any comorbidity or age 49-65 years with chronic lung disease, cardiovascular disease, immunosuppression, diabetes, or hypertension.
Hospitalized Patients

In total, 18 patients with a median age of 54 (range 23-71) years (females: n=10 [55.6%]; high-risk: n=9 [50%]) were assessed in hospital upon virtual ward admission (Table 3). Referral to hospital occurred at a median of 8.5 days (range 3-20 days) since COVID-19 onset. Furthermore, 8 (43.9%) patients were reviewed by a medical officer prior to their virtual ward admission. Among 10 (55%) patients, the most common reason for care escalation was worsening, ongoing, or new-onset dyspnea. In addition, 4 (22%) patients were referred to hospital owing to new or ongoing fever, 3 (17%) for further clinical assessment of chest pain or chest tightness (Table 3), and the remaining 4 (23%) owing to a high symptom burden, functional decline with worsening fatigue, presyncopal symptoms, or suspected bacterial superinfection.

On hospital presentation, 4 (22%) patients had fever, and 4 (22%) had hypoxia and required supplemental oxygen on or shortly after presentation. Of the 18 patients presenting to hospital, 16 (88.9%) most commonly had an elevated lactate dehydrogenase level, liver function derangement, an elevated C-reactive protein level, or lymphopenia on blood tests. Furthermore, 15 (83.3%) patients underwent chest radiography, of which 4 (26.7%) had features of consolidation. Clinically, bacterial pneumonia was suspected in 7 (38.9%) hospitalized patients, and 8 (44.4%) patients were treated with antibiotics. Complications identified during hospitalization included respiratory failure in 3 (16.7%) patients, acute kidney injury in 3 (23.1%) patients, and liver function derangement in 6 (37.5%) patients. Moreover, 2 (11.1%) patients required admission to the ICU for mechanical ventilation.

Several possible predictors of deterioration associated with escalation of care were identified, including the presence of hypertension (OR 3.6, 95% CI 1.28-9.87; \( P=0.01 \)), sputum production at symptom onset (OR 5.2, 95% CI 1.74-15.49; \( P=0.001 \)), arthralgia at onset (OR 3.8, 95% CI 1.21-11.71; \( P=0.02 \)), and an PCR Ct for SARS-CoV-2 RNA of ≤20 on diagnostic NPS (OR 5.0, 95% CI 1.25-19.63; \( P=0.02 \)).

Discussion

Principal Findings

This retrospective study describes the characteristics and clinical course of an Australian cohort of patients with COVID-19 treated in a newly established virtual ward. To our knowledge, this is the first study to evaluate a community virtual ward model for patients with COVID-19 and the largest clinical assessment of patients with COVID-19 in Australia to date.

Epidemiologically, most cases were attributed to overseas travel, particularly to the United Kingdom, the United States, or cruise ships, consistent with a previous report from Australia [24]. In this cohort, cough, fever, and headache were the most common symptoms; however, their frequencies differed from those reported in a meta-analysis of hospitalized patients in China [10], thus potentially reflecting a lower disease severity in our cohort or reporting certain differences; our cohort recorded a higher incidence of sore throat (43.5% vs 11.6%) and rhinorrhea (36.8% vs 7.3%) and a lower incidence of chest tightness (9% vs 22.9%) and sputum expectoration (10.8% vs 23.7%) than those reported in the meta-analysis in China [10]. Approximately half of our patients had comorbidities, most commonly including hypertension (n=38, 17%) and asthma (n=24, 10.8%), comparable with a previous report [11].

Our results suggest that a virtual ward model is safe for patients with COVID-19. Overall, 205 (92%) patients recovered without escalation to hospital care. Furthermore, 18 (8.1%) patients required hospital assessment, of which only 12 (5.4%) were admitted to hospital and 2 (0.9%) were admitted to the ICU. This reflects a lower severity of COVID-19 in our cohort (0.9%) compared to that reported previously (5%) [15]. The mortality rate of 0 (0%) in our cohort is consistent with the low nationwide mortality rate of 1.3% in Australia [24], at the time of writing. The median virtual ward admission length was 8 days (range 1-44 days) with a median time to clinical recovery of 16 days (range 10-52 days). This discrepancy may be potentially attributed to returning overseas travelers who acquired the infection abroad. In the context of comorbidity and prior COVID-19–related hospitalization, higher-risk patients stayed longer in the virtual ward. These findings suggest that a virtual model of care can potentially preserve in-patient capacity and resources in hospitals and reduce the risk of disease transmission and hospital-acquired sequelae. Although most of our patients had mild illness, regular monitoring and supportive care may have reduced hospital presentations.

Timely identification of disease exacerbation is imperative for safe virtual care. Several studies have reported high diagnostic agreement between virtual and in-person consultations [25,26]. However, clinicians have cited concerns regarding telephonic consultations, primarily owing to the lack of physical examination [27]. COVID-19 has provided an opportunity to introduce a range of telemedicine approaches to the medical staff, owing to the necessity to deliver safe patient care during a pandemic. Remote assessment of dyspnea, the most common reason for hospital referral in our study, has been challenging during COVID-19 [28]. A difficulty in ruling out urgency upon telephonic consultations may have resulted in a lower threshold for hospital referral in our study, with one-third of hospital-referred patients subsequently discharged after in-person assessment [26]. Our virtual ward model was simple without monitoring equipment beyond household thermometers. Enhanced assessment capabilities through real-time telemonitoring may reduce diagnostic uncertainty [29].

Our hospital-referred patients had a higher median age of 54 (range 14-78) years, being referred to hospital at a median of 8.5 days (range 3-20 days) into their illness. Preexisting hypertension, a proposed risk factor for severe COVID-19, was associated with a 3.6-fold increase in hospitalization rates. Initial symptoms of sputum production and arthralgia were associated with hospital referral, which have not been previously reported. Patients with a PCR Ct for SARS-CoV-2 RNA of ≤20 on diagnostic NPS were 5-fold more likely to be referred to hospital. Although a lower Ct indicates a higher RNA sample quantity, the implication of this value for disease progression is unclear. Further studies are required to validate these findings.
The 2 (0.9%) patients admitted to the ICU had risk factors associated with severe COVID-19 [14]. These 2 men aged >60 years, with preexisting hypertension, presented disease exacerbation on day 10 of their illness and hence required ICU admission and ventilatory support; this is consistent with the reported median of 8-12 days to progression to ARDS and 10 days to ICU admission for patients with severe COVID-19 [14-16,19]. The pathogenesis of this late decline remains unclear; however, pathological hyperinflammation seems likely [30].

**Limitations**

The limitations of this study include its observational design and retrospective data collection, which resulted in missing data across several variables reported herein. Few patients in our cohort had severe COVID-19. There may have been an ascertainment bias as patients with more severe COVID-19 may have been directly admitted to hospital for the duration of their illness, bypassing the virtual ward.

**Conclusions**

To our knowledge, this is the largest cohort study of COVID-19 patients in Australia to be described to date and the first to evaluate a virtual ward model of care. This study provides evidence regarding the safety and feasibility of a virtual ward setting to treat patients with COVID-19. Further studies are needed to identify the early predictors of COVID-19 exacerbation and to validate this health care model.
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Abstract

Background: Hypertension is a major risk factor of cardiovascular disease and a leading cause of morbidity and mortality globally. In Kenya, the rise of hypertension strains an already stretched health care system that has traditionally focused on the management of infectious diseases. Health care provision in this country remains fragmented, and little is known about the role of health information technology in care coordination. Furthermore, there is a dearth of literature on the experiences, challenges, and solutions for improving the management of hypertension and other noncommunicable diseases in the Kenyan private health care sector.

Objective: The aim of this study is to assess stakeholders’ perspectives on the challenges associated with the management of hypertension in the Kenyan private health care sector and to derive recommendations for the design and functionality of a digital health solution for addressing the care continuity and quality challenges in the management of hypertension.

Methods: We conducted a qualitative case study. We collected data using in-depth interviews with 18 care providers and 8 business leads, and direct observations at 18 private health care institutions in Nairobi, Kenya. We analyzed the data thematically to identify the key challenges and recommendations for technology-enabled solutions to support the management of hypertension in the Kenyan private health sector. We subsequently used the generated insights to derive and describe the design and range of functions of a digital health wallet platform for enabling care quality and continuity.

Results: The management of hypertension in the Kenyan private health care sector is characterized by challenges such as high cost of care, limited health care literacy, lack of self-management support, ineffective referral systems, inadequate care provider training, and inadequate regulation. Care providers lack the tools needed to understand their patients’ care histories and effectively coordinate efforts to deliver high-quality hypertension care. The proposed digital health platform was designed to support hypertension care coordination and continuity through clinical workflow orchestration, decision support, and patient-mediated data sharing with privacy preservation, auditability, and trust enabled by blockchain technology.

Conclusions: The Kenyan private health care sector faces key challenges that require significant policy, organizational, and infrastructural changes to ensure care quality and continuity in the management of hypertension. Digital health data interoperability solutions are needed to improve hypertension care coordination in the sector. Additional studies should investigate how patients can control the sharing of their data while ensuring that care providers have a holistic view of the patient during any encounter.

(J Med Internet Res 2021;23(2):e18899) doi:10.2196/18899
Introduction

Background

Being the leading cause of morbidity and mortality globally, noncommunicable diseases (NCDs) are a significant global health concern in sub-Saharan Africa and other parts of the world. It is projected that by 2030, deaths from NCDs in sub-Saharan Africa will exceed the combined deaths of communicable and nutritional diseases and maternal and perinatal deaths [1]. The United Nations’ sustainable development goal target 3.4 requires that by 2030, all member countries should have reduced premature mortality from NCDs by one-third (baseline 2015) through prevention and treatment and should promote mental health and well-being [2]. However, a 2020 study showed that in most countries, the progress toward achieving this target is slow and that getting back on track requires a combination of prevention, early detection, and treatment within accessible and equitable health systems [3].

This study focuses on hypertension, a major risk factor of cardiovascular disease and one of the most important contributors to NCD-related deaths [4]. By 2015, an estimated 1.13 billion people had hypertension globally [5]. Africa has an estimated hypertension prevalence of 30% among people 15 years or older [6]. This region disproportionately bears the largest burden of the condition, and it is projected that by 2030, over 216 million people in sub-Saharan Africa will have hypertension [7]. In Kenya, the age-standardized prevalence of hypertension is estimated to be 24.5% [8]; however, only 15% are aware of their status and only 8% are on treatment [9]. As there is no cure for hypertension, patients require life-long, continuous care, including screening, access to medication, regular testing, and personalized lifestyle plans.

In response to the impending cardiovascular disease crisis in Kenya, the Kenyan government has developed care guidelines to standardize the management of cardiovascular disease and committed to supporting public and private sector stakeholders to ensure implementation of the guidelines [10]. However, a review of the Kenyan policies on cardiovascular diseases revealed key gaps such as lack of integration with primary health care, lack of private sector involvement, and lack of integrated systems for patient referrals and health data sharing [11]. Furthermore, the Kenyan Ministry of Health identified some critical issues with the current health system in addressing the growing burden of NCDs [12]. These include (1) poor prioritization of NCDs throughout the health care system; (2) poor availability and affordability of safe and efficacious basic technologies and medicines for screening, diagnosis, treatment, and monitoring of NCDs; and (3) inadequate capacity of the health workforce in terms of numbers, equipment, and skills mix for the prevention and control of NCDs.

Objectives

Few studies have investigated the management of hypertension in the Kenyan private health sector in Kenya, despite the sector’s fast growth driven by increasing demand for quality health care. It is estimated that up to 42% of the health workers provide services in private facilities [13] and that up to 47% of the poorest Kenyans are seeking care from private facilities [14]. However, there is a dearth of literature on the management of NCDs and associated risk factors in the private health sector of Kenya. Little is known about the experiences of care providers in this sector and the challenges they face and how health information systems can be used to address these challenges.

We carried out a case study that aims to understand the management of hypertension in the private health sector in Nairobi, Kenya. The objectives of this study are two-fold. The first objective is to identify and characterize the challenges in the management of hypertension as perceived by health care professionals in the private health sector. The second objective is to derive recommendations for the design and functionality of a digital health information exchange and decision support platform for addressing care continuity and quality challenges in the management of hypertension and other chronic illnesses. This paper reports our findings.

Methods

Study Design

This descriptive case study used a multimethod approach involving in-depth stakeholder interviews and direct observations. This study was conducted at 18 health care institutions located within the greater Nairobi area of Kenya and providing care to patients of low-, middle-, and high-socioeconomic status. These included 6 pharmacies, 6 general health clinics, and 6 specialist outpatient clinics associated with hospitals. The chosen institutions were purposefully selected by the study team such that each socioeconomic stratum was represented by 2 pharmacies, 2 general clinics, and 2 specialist clinics. The study was designed by a team consisting of domain experts from different disciplines, including health care, user interaction and design, and computer science. To mitigate bias, questions were mainly focused on the industry and not specific institutions, and all responses were anonymized.

Data Collection

Data were collected by 5 nurses who were recruited through the National Nurses Association of Kenya and trained by the study team. Of the 5 nurses, 3 collected data from 4 facilities, and 2 collected data from 3 facilities, giving a total of 18 facilities. All the institutional visits were carried out for the purpose of research data collection only, and none of the 5 data collectors had affiliations with any of the facilities studied.

In each location, 4 key processes were carried out for this qualitative study:

1. In-depth interviews: an in-depth interview was conducted with the lead health care professional at the location to understand their education, training, and experience. In
addition, the interviews aimed to understand the health care professional’s management of patients with hypertension, tools available to them in their workplace, and the challenges they face in managing patients with hypertension.

2. Roleplay: a roleplay exercise was conducted with the lead health care professional to observe their routine management and care of (1) a patient newly diagnosed with hypertension and (2) patients with hypertension requiring a routine.

3. Facility tour: a facility tour was conducted to identify and understand what resources were available within the facility to serve patients with hypertension.

4. Contextual observations: observations were recorded about the location to understand the context in which the health professionals work and where patients visit.

In addition, interviews were conducted with the business leads of 8 institutions to understand their perspectives on the increasing prevalence of NCDs and to understand the management through their institution. For each location, detailed notes were taken against the interview questions, role-play guides, tour guides, and observation guides.

Data Analysis

All research notes were collated and manually analyzed using the thematic analysis guide by Braun and Clarke [15]. The goal of the analysis was to discover themes about the challenges and gaps associated with the management of hypertension at the study sites. Specifically, the analysis aimed at exploring participants’ perspectives on how they managed suspected and confirmed cases of hypertension and why this process was challenging. Clusters of semantically similar features and responses were first identified from the transcribed research notes. Next, the specific potential themes and subthemes were identified from the clusters. Subsequently, the potential themes and subthemes were iteratively verified against the original data. Finally, the final themes and subthemes were defined, refined, and reported. These themes and subthemes were used to inform the design and development of a novel platform to support the management of NCDs, provide continuity of care across facilities and systems, and improve the quality of care.

Results

Hypertension Management Challenges in the Kenyan Private Health Care Sector

Through this study, we identified 6 themes and 17 subthemes regarding the challenges in the management of hypertension in the private health care sector in Kenya. These are summarized in Table 1 and discussed below.

### Table 1. Themes and subthemes about the management of hypertension in the private health care sector in Kenya.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
</tr>
</thead>
</table>
| High cost of hypertension management | 1. Limited resources introducing priorities that compete with hypertension management  
|                                | 2. High cost of medications prevents effective management of hypertension  
|                                | 3. Prescribing habits and patient preferences fail to mitigate the cost of medications |
| Limited health literacy        | 1. Ignorance about hypertension prevents effective management of the disease  
|                                | 2. Need to address health literacy and improve hypertension awareness  |
| Lack of self-management support | 1. Patients lack access to their hypertension management data  
|                                | 2. Patients lack access to postappointment information for self-management  
|                                | 3. Lack of tailoring of advice to patients due to limited capacity to monitor patients in the community  
|                                | 4. Limited off-site follow-up and outreach of patients in the community  |
| Ineffective referral systems   | 1. Patients perceive self-referral to higher-level hospitals as acceptable  
|                                | 2. Knowledge and skill gaps exist at the different levels of the health care pyramid  
|                                | 3. There is no financial incentive for private hospitals to refer patients back to the community or lower levels of care  
|                                | 4. Litigation fears around task shifting hinder downward referrals to community hospitals  |
| Inadequate care provider training | 1. Lack of adequate training on the management of hypertension  
|                                 | 2. Variability in decision-making aids  |
| Inadequate regulation          | 1. Lack of adequate regulations on the quality of services in private health facilities  
|                                | 2. High number of unregulated pharmacies  |

**High Cost of Hypertension Management**

We found that the cost of a hypertension consultation at a private clinic or hospital in the greater Nairobi area ranges from US $4 to US $40. Patients are encouraged to attend a monthly consultation for progress monitoring and renewal of prescriptions. Most payments are out of pocket; thus, the cost of care affects the frequency of consultations. Some respondents stated that consultation fees place a significant burden on patients with lower income levels. Often, health care budget burdens compete with other priorities such as housing and education (subtheme 1):

*Health is just not a priority for our clients, they [patients] are worrying about education and housing,*
not health. They come in when they absolutely have to. [Healthcare Group General Manager]

It is expensive for people to keep going back to the hospital, so they stop going and either stop their medication or keep buying it without a checkup. [Pharmacy CEO]

An additional financial issue in the management of hypertension is the cost of medication (subtheme 2). Seven of the 18 health care professionals interviewed stated that medication cost was one of the biggest factors preventing their patients from effectively managing their hypertension. In addition, some respondents noted that habits such as prescribing branded drugs fail to mitigate the costs of medications (subtheme 3):

Doctors write branded prescriptions and patients insist on receiving medication that is written on the prescription, even if there is a cheaper generic version available. [Pharmacy CEO]

Limited Health Literacy

Nine of the 18 health care professionals interviewed identified limited knowledge about hypertension and its management as the primary factor preventing their patients from effective management of their condition (subtheme 4):

Ignorance in the market is the biggest issue in managing chronic disease. [Clinic General Manager]

No one understands blood pressure, what it means and how to manage it. [Pharmacy CEO]

If you try and screen patients, they think you are over investigating them for more money. [Clinic General Manager]

Respondents recognized the need to address the health care literacy of their patients to improve hypertension management (subtheme 5). For example, most interviewed pharmacists identified their role as critical for patient education and follow-up. They also identified specific challenges within their role in patient education. These included (1) limited access to patient health history, (2) lack of education and training in the management of NCDs, and (3) potential conflicts of interest in selling medications. Other approaches for improving health literacy included learning from experiences in the management of other chronic illnesses such as HIV/AIDS and educating patients during routine care visits:

We need to learn from the HIV work on how to get the prevention message out. [Hospital CEO]

We offer health talks in companies for our capitated patients as it is worth our while doing that. [Healthcare Group General Manager]

Lack of Self-Management Support

This study identified several gaps pertaining to tools for supporting patients with hypertension. First, patients lack easy access to their hypertension management health records (subtheme 6). During the interviews, the health care professionals acknowledged that some patients used apps and notebooks to record blood pressure measurements. Most patients can obtain printed copies of their care notes on request from the institution. However, one institution forbade access to health records by patients:

Records are given [to patients] by word of mouth and files not issued out due to privacy purposes. [Hospital CEO]

Second, the health care professionals interviewed identified the incompatibility of health records between institutions as another issue. Specifically, the respondents noted that the transfer of records between institutions is a complicated process. As a result, important details of patient cases can be missed and investigations can be repeated, leading to additional medical costs for patients and their insurers.

Third, patients lack information for supporting self-management once they leave the doctor's office (subtheme 7). Health care professionals counseled their patients on lifestyle and medication adherence at meetings or appointments. However, there were very few take-home materials for their patients. Of the 18 institutions interviewed, only 2 had leaflets or pamphlets on hypertension. The fourth gap is on counseling, where generic advice on lifestyle changes and medication adherence was given rather than personalized advice (subtheme 8). Interviewees noted that they see a limited view of their patients' lives, and there is little monitoring of patients in the community.

The final gap identified was limited to follow-up and outreach with patients in the community (subtheme 9). One hospital had phone call outreach and counseling, one clinic had a monthly health education session for patients with hypertension, and one health care group had health talks for their capitated groups. In total, 15 out of 18 institutions relied entirely on appointments to educate and assist patients with the management of their condition:

There is no active outreach into the community: the hospital waits for patients to come back for an appointment. [Hospital CEO]

Many patients fall through the cracks and only come back with serious consequences of their condition. [Hospital CEO]

Ineffective Referral Systems

The Kenyan health care system is organized in a pyramid of care, where less complex cases should be managed in a community or primary care setting and increasingly complex cases should be referred to general or specialist hospitals. We found that more complex cases, with greater levels of comorbidities and complications, were seen in hospitals rather than clinics. However, the interviewees acknowledged that many uncomplicated or well-controlled cases are also managed in hospitals, thereby resulting in higher costs and inefficient use of resources. The reasons why many patients receive care in hospitals, rather than in clinics, are discussed below. First, many patients perceive self-referrals to higher-level hospitals as acceptable (subtheme 10). We found that patients bypass lower-level facilities because they think that they would be referred to a higher-level facility and that it is easier and more cost-effective to go straight to higher-level institutions:
Patients realize that lower-cost options often result in referrals costing more in health, time and money, so they prefer to come straight to hospital. [Hospital CEO]

It is not acceptable in the market to see a clinical officer or a nurse manage your condition, people expect to see a medical officer. [Healthcare Group CEO]

Patients think that more expensive is better health care and we do not change that perception, so they keep coming back to us for routine care. [Hospital CEO]

It is about giving patients what they want. [Healthcare Group CEO]

Second, there are skill gaps in the health care workforce at different levels of the care pyramid. For example, respondents stated that there are care providers at lower-level hospitals who do not have the skills necessary for managing hypertension. Other respondents identified the lack of a specialized skilled health workforce at higher-level hospitals as a significant barrier to the management of hypertension:

There is no truly skilled primary care in the community to manage NCDs. [Hospital CEO]

Community health workers screen in the community, but patients have to come to the clinic for follow up. [Clinic General Manager]

We have a significant shortage of skilled staff at the subspecialty level in chronic disease. [Healthcare Group General Manager]

Third, it was broadly acknowledged by interviewees that there is no financial incentive for private hospitals to refer patients with hypertension back to the community- or lower-level facilities, even if they are well managed (subtheme 12). Hospitals themselves have little incentive to task shift within their institutions and to use lower cadres of professionals in the health care system as insurers to date are not generally willing to accept capitated services and few providers offer capitated services to their customers. Capitation refers to a payment contract between an insurer and a care service provider in which the insurer periodically pays the service provider a fixed amount for an enrolled person regardless of whether or not the patient seeks care. Respondents opined that the lack of capitation discourages task shifting, possibly because of the associated hospital revenue losses:

Insurers are not yet putting pressure on us to reduce the cost of care. [Hospital CEO]

Insurers have not historically accepted capitated rates for their customers in return for a lock-in to [named health care group] services, so we have no incentive to task shift. [Healthcare Group CEO]

Fourth, the fear of litigation around task shifting hinders the referral of patients seen at higher-level facilities back to the community (subtheme 13). Such fears are associated with the lack of policies governing referrals from higher-level hospitals back to lower-level facilities:

There is some pressure from NHIF and insurers to reduce the cost of care, but we still have doctor-led service due to litigation worries about task shifting to lower cadres of professionals. [Hospital CEO]

We would wait for policy change at the government level before risking task shifting. [Hospital CEO]

Inadequate Care Provider Training

This study highlighted specific concerns regarding inadequate training on NCDs and lack of continued professional development (CPD; subtheme 14). For example, 8 of the 18 health care professionals interviewed took no additional training in hypertension management after their initial qualification. Of the remaining 19 who had some training, 4 received training via CPD organized by pharmaceutical companies and focused on companies’ branded medications. This situation was even more severe for pharmacy staff interviewed, with 4 of 6 staff having no further training following qualification:

Most CPD is provided by pharmaceutical companies trying to promote their medication, and there is a critical need for independent CPD provision. [Hospital CEO]

CPD should be regulated by separate boards from those providing the CPD. Currently, many of the professional bodies both provide and regulate CPD. [Hospital CEO]

CPD is not obligatory for healthcare professionals. In the case of re-licensing, most [professionals] qualify by completing their required hours. So many do not continue to learn after they have completed their initial training. This is a particular issue for NCDs as little of their initial training would have covered these at a time when HIV, TB, and Malaria were the main focus. [Hospital CEO]

Our research also identified a large variability in the decision-making aids used by different health care professionals to guide the care of their patients (subtheme 15). For example, of the 18 institutions interviewed, each used different sets of guidelines to manage their patients with hypertension. This highlighted not only the inconsistency in training across the board but also the challenges faced by patients moving between institutions that follow different guidelines.

Inadequate Regulation

During the interviews, there were important regulatory concerns that were identified. First, although health care professionals in private facilities are regulated by their respective professional bodies, the facilities themselves are not regulated for quality of service (subtheme 16):

There is no quality inspection of private facilities, so as long as you pass financial audit you can stay open regardless of the quality of care. An independent quality commission is much needed. [Hospital CEO]

We worry about bad newspaper articles that will stop people coming to our hospital, not a quality audit. We need to keep our patients happy. [Hospital CEO]
Second, the Pharmaceuticals and Poisons Board has been tasked with the regulation of the pharmacy industry in Kenya. However, there remain significant issues and a large number of unregulated pharmacies across the country (subtheme 17):

Some wholesalers insist on seeing licensing before they sell pharmaceuticals, but others do not, so you can still sell pharmaceuticals without a license. [Pharmacy CEO]

The Pharmacy and Poisons Board announce their investigations the week before they do them so many pharmacies are closed when they come to investigate. [Pharmacy CEO]

Patients do not know who is legitimate and who is not. No one explained what the green cross system meant. [Pharmacy CEO]

**Proposed Approach to Addressing Care Continuity and Quality Challenges**

A total of 22 recommendations were identified from the solutions described by the interviewees in this study (Table 2).

Of these solutions, 6 directly involved the use of health information systems to address different aspects of care: (1) reducing costs of hypertension management (recommendation 3), (2) supporting continuous patient follow-up and education (recommendation 10), (3) enabling self-measurements (recommendation 15), (4) enhancing patient adherence (recommendation 16), (5) supporting interoperability for health facilities and systems to support the health care pyramid (recommendation 17), and (6) adoption of local clinical guidelines (recommendation 18).

**Table 2.** Solutions for improving management of hypertension recommended by interviewees.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>High cost of hypertension management</td>
<td>1. More affordable or subsidized medications</td>
</tr>
<tr>
<td></td>
<td>2. Greater penetration of insurance coverage</td>
</tr>
<tr>
<td></td>
<td>3. Technology solutions to reduce the cost of care, for example, telemedicine, self-service machines, monitoring and triaging patients, and advising patients (e.g., on generic medications)</td>
</tr>
<tr>
<td></td>
<td>4. Financial incentives for technology use over in-person visits for health care professionals or organizations</td>
</tr>
<tr>
<td></td>
<td>5. Incentive schemes for individuals to make lifestyle changes and be compliant with medications</td>
</tr>
<tr>
<td></td>
<td>6. Improved infrastructure so that people can walk more frequently and more safely</td>
</tr>
<tr>
<td></td>
<td>7. National policies around healthy food</td>
</tr>
<tr>
<td></td>
<td>8. Improved financial access to healthy food</td>
</tr>
<tr>
<td>Limited health literacy</td>
<td>1. Use of nurse educators</td>
</tr>
<tr>
<td></td>
<td>2. Technology to support continuous patient follow-up and counseling</td>
</tr>
<tr>
<td></td>
<td>3. Education materials, including videos in the waiting bays in clinics or hospitals, and materials for the general public</td>
</tr>
<tr>
<td></td>
<td>4. Increasing the role of pharmacists in patient education</td>
</tr>
<tr>
<td></td>
<td>5. Educating children in school about health and healthy lifestyle</td>
</tr>
<tr>
<td>Lack of self-management support</td>
<td>1. Introduction of patient held records</td>
</tr>
<tr>
<td></td>
<td>2. Kiosks for patients to measure themselves independently</td>
</tr>
<tr>
<td></td>
<td>3. Tracking devices for patient lifestyle and medication adherence monitoring in the community</td>
</tr>
<tr>
<td>Ineffective referral systems</td>
<td>1. Vertical integration between different tiers of care delivery through efforts such as enabling communication and cooperation between care providers, improving referral care coordination and supervision, and providing transportation</td>
</tr>
<tr>
<td>Inadequate care provider training</td>
<td>1. Adoption of local guidelines</td>
</tr>
<tr>
<td></td>
<td>2. Training of pharmacy staff on the management of NCDsa</td>
</tr>
<tr>
<td></td>
<td>3. Independent CPDb for health care professionals</td>
</tr>
<tr>
<td></td>
<td>4. Compulsory CPD linked to licensing</td>
</tr>
<tr>
<td>Inadequate regulation</td>
<td>1. Greater regulation of health care organizations (including pharmacies) on quality</td>
</tr>
</tbody>
</table>

aNCD: noncommunicable disease.

bCPD: continued professional development.

The themes and recommendations identified by our research suggest that the inherent complexities of Kenya’s health care landscape make it difficult for stakeholders to ascertain a deep understanding of the patient’s condition and effectively coordinate efforts to deliver high-quality care. This reveals the overarching lack of capacity for enabling care quality and continuity within a fragmented ecosystem. In this regard, we identified the need to strengthen health systems in the Kenyan private and public sectors to support the management of hypertension and to ensure care continuity and quality within and across facilities. On the basis of the lessons learned from our research, we proposed a patient-centered platform, called the Digital Health Wallet Platform, which aims to improve the documentation and exchange of health data gathered during care provision by allowing patient-consented and mediated data
sharing [16]. The platform is built on top of a blockchain network to ensure privacy and auditability of care provision.

This platform has 3 core components: a care management platform, a patient care wallet, and a clinical encounters app (Table 3). The care management platform manages clinical encounters and enables the patient-controlled exchange of health data via blockchain protocols while adhering to the Fast Healthcare Interoperability Resources (FHIR) version 3.0 standard [16]. It supports data sharing and guideline-based decision making in outpatient clinical workflows. The patient care wallet is a mobile app where patients view their health records and can track who accessed their records [16]. It also enables patient-consented data sharing via a decentralized consent management blockchain system. Finally, the clinical encounters app supports care providers through workflows and enables requests for patient consent to share health data between providers [16].

The architecture of the proposed platform is illustrated in Figure 1 and has been described in detail by Osebe et al [16]. End users access the system via specific apps on smartphones (for patients) and tablets (for providers). Patients use a patient care wallet to view their health records, view who accessed records, consent to the sharing of their health data, and communicate with their care providers via text messages. Care providers use a clinical encounters app to document care observations and interventions made during encounters in a clinical workflow, view patient records, and initiate patient-consented data sharing processes.

<table>
<thead>
<tr>
<th>Table 3. Key components and capabilities of the proposed digital health wallet platform.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
</tr>
<tr>
<td>Care management platform</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Patient care wallet</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Clinical encounters app</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

FHIR: Fast Healthcare Interoperability Resources.

The application services layer consists of several components that expose core functionalities to end users. The application service submits care observations, personal health data, and outreach conversations generated by end users to an off-ledger database. It also generates metadata that capture events and user actions on medical records. The care guideline service, patient outreach service, anomalous patterns of care service, and transition of care summarization service perform different functions to provide data viewership, insights, patient summaries, and care recommendations intended to support decision making at the point of care.

The platform services layer links the application layer and the blockchain layer to ensure access to blockchain services by other services. This layer consists of a workflow engine that orchestrates clinical workflows. Workflows consist of interaction points (encounters) such as triage, consultation, and laboratory investigation. These interaction points can be encoded as chain codes that can be controlled and executed in predefined sequences while specifying the actors, actions, inputs, and outputs pertaining to the workflow. The Consent Manager enforces privacy preservation and data protection by ensuring that access and viewership of data in the system is controlled by patients. It empowers patients to give explicit consent to the sharing of their clinical encounters data across organizations. Only authorized users who are onboarded into the system can initiate data sharing processes, and no encounter data can be accessed across separate organizations without valid patient consent.

The blockchain layer ensures decentralized trust among participating organizations and patients. It uses smart contracts to map out all encounters in a clinical workflow and ensures that only users with permission can access the encounters and associated data. The layer has an on-ledger storage that stores only metadata, encryption keys, and links to data in an off-ledger data store. This ensures the preservation of sensitive patient data that remain stored in off-ledger electronic medical records on-site or ideally in a Health Insurance Portability and Accountability Act (HIPAA)–compliant cloud. The blockchain layer also has an Organizations and Users component for onboarding actors into the system and enforcing access control levels and rules that define users who can create, read, update, or share data in the system.

Such a platform provides value to health care stakeholders in managing not only hypertension but also other diseases, particularly as it takes a patient-centric approach. For patients, the platform would enable easy patient-consented sharing of health data while preserving privacy, better patient engagement, and the potential to monetize personal health records. The availability of clinical and personal health data would all be enabled on mobile devices. For care providers, the system would provide holistic views of patient histories, leading to better decisions and better patient outcomes.
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diagnoses and treatments. Furthermore, efficient access to patient information would optimize care coordination among care providers. Payers would experience reductions in administrative delays and costs associated with paper records and fragmented systems and a reduction in costs associated with unnecessary or duplicate tests and prescriptions and ease auditability of care provision across health facilities.

Figure 1. High-level overview of the proposed digital health wallet platform for enabling care continuity.

Discussion

Principal Findings

In this study, we investigated stakeholders’ perspectives on the management of hypertension in the private health sector in Kenya and described the design and functionality of a novel digital health solution for addressing the care continuity and quality challenges in the management of hypertension in the sector. Our findings suggest that the Kenyan private health care sector is a complex, fragmented ecosystem with several challenges such as high cost of care, limited health care literacy, lack of self-management support, and ineffective referral systems. We established that the sector needs health data sharing and decision-making platforms to support care coordination and continuity while acknowledging the fact that addressing all the challenges requires a multifaceted approach.

Interestingly, one of the most significant challenges identified in our study was the lack of sufficient vertical integration between hierarchical tiers of health care delivery. This makes it difficult for practitioners to have a complete understanding of the patient and effectively coordinate efforts to deliver high-quality hypertension care. Appropriate triage and referral from lower-level to higher-level health care institutions is critical to the efficient use of limited resources. Less complex cases should be managed in a community or primary care setting, and increasingly complex cases should be referred to higher-level hospitals. Kenya has articulated this strategy in its health sector referral implementation guidelines [17]. However, the lack of communication and visibility of data collected in clinical encounters across different care facilities makes the referral process unreliable and inefficient. This is true not only for Kenya but also for other countries. For example, in the United States, up to 50% of referrals have no communication between care providers and up to 70% have incomplete documentation [18]. Although there is a dearth of literature on referral practices in low- and middle-income countries, such settings are more likely to experience more difficult referral communication challenges due to higher fragmentation and more scarce resources. Consequently, digital health solutions adopted in these settings should enable patient-consented data sharing while ensuring that care providers have the necessary tools for having a holistic view of longitudinal patient records siloed in separate facilities.

Comparison With Related Work

Our findings on the health literacy of patients and on the knowledge and skill gaps among care providers mirror the findings of the Healthy Heart study [19]. In the Healthy Heart study [19], only 30% of the interviewed patients knew that heart attacks are associated with high blood pressure, and of those
who had heard of hypertension, only 18% identified salt as a risk factor and only 33% identified medication as a method for reducing blood pressure. Furthermore, less than 40% of health care professionals at clinics and dispensaries identified lifestyle changes as methods to address hypertension and less than 75% identified medication as a method to treat hypertension. To improve hypertension health literacy, knowledge, and skills among patients and care providers, policy and organizational approaches such as training and continuous medical education are required. In addition, digital health solutions, such as the one proposed in this study, should have capabilities that support guideline-based decision-making and patient engagement and self-management.

Overall, Kenya can learn from its significant experience in tackling the HIV epidemic. The key themes identified in this study have been addressed, to some extent, in the ongoing management of HIV in Kenya. For example, the study by Oduor et al [20] suggests that the use of technology to manage HIV is influenced by the roles and routines of the patients and clinicians, and such use can inform the design of technologies that can support patients living with comorbid HIV and hypertension. However, directly importing the HIV model for additional conditions would be a challenge, both due to the overall cost of the model (HIV accounts for over 35% of total health expenditure in Kenya) and funding sources (over 70% of HIV care is funded by international organizations). Solutions must be identified for hypertension and other NCDs that learn from the experiences of HIV management and seek more cost-effective mechanisms of managing these conditions. The solutions should be patient-centered and seek to improve health outcomes, as exemplified in the widely adopted chronic care model [21]. Solution frameworks such as the Digital Health Wallet Platform proposed in this study present valuable approaches for enabling care continuity and quality within fragmented health care systems. Such solutions can be used to improve the efficiency of care coordination and patient referrals by supporting communication between care providers, eliminating unnecessary paperwork, and reducing duplicate services. Such solutions are useful for promoting patient engagement; enhancing medication adherence, safety, and effectiveness; and empowering patients with the management of their health data.

The usability and feasibility of digital health solutions for hypertension and other NCDs should be adequately investigated while considering the important barriers such as low digital literacy among users, high costs of implementation and maintenance, unreliable infrastructure, and weak regulatory frameworks. On the basis of the findings of this study, we have developed the Digital Health Wallet Platform [16] and are in the process of testing its feasibility for the clinical management of HIV and comorbid hypertension and/or diabetes across 3 clinical workflows. We have also identified new research directions that are complementary to the platform, which are important for improving health care delivery in settings such as Kenya. These areas, which are critical for supporting clinical encounter analytics, include context-based abstractive text summarization [22] and the detection of anomalous patterns of care [23,24] and are actively being pursued by our team.

Conclusions
This study identified key challenges faced by care providers managing hypertension in the Kenyan private health care sector. Our findings suggest that significant policy, organizational, and infrastructural changes are required to address these challenges and ensure care quality and continuity. Multiple partners, including health care payers, health care providers, health care regulators, and technology partners, are required to come together in this endeavor. Additional studies should investigate how digital health data interoperability can be achieved within fragmented ecosystems such as the private sector in health care in Kenya by enabling patients to control and manage the sharing of their data while ensuring that care providers have a holistic view of the patient during any encounter.
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Abstract

Background: The adoption rate of electronic health records (EHRs) in hospitals has become a main index to measure digitalization in medicine in each country.

Objective: This study summarizes and shares the experiences with EHR adoption in China and in the United States.

Methods: Using the 2007-2018 annual hospital survey data from the Chinese Health Information Management Association (CHIMA) and the 2008-2017 United States American Hospital Association Information Technology Supplement survey data, we compared the trends in EHR adoption rates in China and the United States. We then used the Bass model to fit these data and to analyze the modes of diffusion of EHRs in these 2 countries. Finally, using the 2007, 2010, and 2014 CHIMA and Healthcare Information and Management Systems Services survey data, we analyzed the major challenges faced by hospitals in China and the United States in developing health information technology.

Results: From 2007 to 2018, the average adoption rates of the sampled hospitals in China increased from 18.6% to 85.3%, compared to the increase from 9.4% to 96% in US hospitals from 2008 to 2017. The annual average adoption rates in Chinese and US hospitals were 6.1% and 9.6%, respectively. However, the annual average number of hospitals adopting EHRs was 1500 in China and 534 in the US, indicating that the former might require more effort. Both countries faced similar major challenges for hospital digitalization.

Conclusions: The adoption rates of hospital EHRs in China and the United States have both increased significantly in the past 10 years. The number of hospitals that adopted EHRs in China exceeded 16,000, which was 3.3 times that of the 4814 nonfederal US hospitals. This faster adoption outcome may have been a benefit of top-level design and government-led policies, particularly the inclusion of EHR adoption as an important indicator for performance evaluation and the appointment of public hospitals.
Introduction

Electronic health records (EHRs) are the most important component of health information technology (HIT), and their adoption rate in hospitals indicates a country’s level of digitalization in medicine. In the United States, EHRs enable the electronic documentation of providers’ notes, electronic viewing of laboratory and radiology results, and electronic prescribing [1]. The 2009 Health Information Technology for Economic and Clinical Health (HITECH) Act allocated approximately US $3 billion to accelerate the meaningful use of EHRs in US hospitals. Ultimately, the adoption rates in nonfederal hospitals increased from 9.4% in 2008 to 96% in 2017 [2,3]. In Asia, the EHR adoption rate increased from 15.1% in 2010 to 58.1% in 2015 in Korean hospitals [4] and from 21% in 2008 to 53% in 2014 in Japanese public hospitals [5]. In Europe, the usage of EHRs in German hospitals increased from 39.9% in 2007 to 68.4% in 2017 [6]. In China, the “Technical Specifications for Hospital Information Platforms based on EMRs” issued by the National Health Commission in 2015 defines electronic medical records (EMRs, corresponding to hospital EHRs) as complete and detailed clinical information resources that are created, stored, and used electronically by medical institutions and are generated and recorded for citizens in all visits to medical institutions [7]. Since 2015, the Chinese central government has invested over US $3.5 billion in HIT and EHRs and has issued 31 national policies and 134 technical standards covering all aspects of medical care digitalization and the construction of a digital medical security system. Thus, in China, EMRs are legal records created in hospitals and outpatient environments that constitute the data source of EHRs [8]. In the United States, the Promoting Interoperability Programs, led by the Centers for Medicare & Medicaid Services (CMS), do not specifically distinguish between EHRs and EMRs. In this study, the term EHRs refers specifically to the definitions provided by the CMS and China’s National Health Commission.

Funding, policy, social organizations, and other factors, which can all greatly challenge any government, affect in-hospital EHR adoption. The most important factors associated with EHR adoption rates in hospitals are policy support and national standards. In the United States, relevant policies and standards include the HITECH Act [9], CMS Meaningful Use programs [10] and Promoting Interoperability Programs [8]. In China, they include the “46312” strategy [11], EMR Grading Evaluation Standards [12], and Hospital Intelligence Service Grading Evaluation Standards [13]. The second greatest factor affecting EHR promotion in both countries is insufficient financial support for digitalization in medicine [14]. Finally, another main issue is the large gap between the expectations of EHRs from clinical medical staff and their actual clinical performance.

As the world’s largest country in terms of both population and number of hospitals, China has a unique medical system [15], with particular challenges affecting in-hospital EHR adoption. Therefore, the progress and difficulties in EHR adoption in Chinese hospitals are an important reference for other countries. First, through consecutive survey data analysis research, the EHR adoption in Chinese hospitals from 2007 to 2018 and the challenges of HIT innovation were summarized, based on the Chinese Health Information Management Association (CHIMA) Annual Survey—the longest and most authoritative national HIT industry survey in mainland China. Second, with the Bass model, we horizontally compared the EHR adoption rates of China and the United States from 2008 to 2017 and analyzed the challenges faced by the hospitals of these countries based on data taken from the Healthcare Information and Management Systems Services (HIMSS) Annual Surveys of 2007, 2010, and 2014. This study provides an overview and suggestions for further advancement of EHRs in hospitals in both countries, shares these experiences with other countries, and promotes global popularization of HIT.

Methods

EHR Definition and Function Reconciliation

Due to the differences in medical systems and traditions, a one-to-one mapping of the functions of EMRs in China and the United States is difficult. Nevertheless, we should clarify the definition and function of EHRs in these 2 countries so that the research results can reflect the closest comparable rates.

As for the United States, the EHR evaluation systems have, mainly, 2 aspects. First, for the governmental aspect, the Office of the National Coordinator for Health Information Technology (ONC) divided EHRs into “basic EHRs” (with or without clinical notes) and “comprehensive” EHRs in 2009. The former focuses on data collection and sharing and only needs to be implemented in one ward, while the latter stresses the clinical process based on the former and requires hospital coverage [2,16] (details in Multimedia Appendix 1). Since 2011, to facilitate the realization of a financial stimulus program, the CMS divided EHRs into 3 stages according to whether they are meaningfully used [17]. Each stage requires core objects and optional menu objects. Second, at the industry level, HIMSS Analytics developed an EMR adoption model (EMRAM) in 2005, including levels 0 to 7 based on “how many departments to use, standardization, sharing in hospital, decision support, sharing outside the hospital” [18].

As for China, the National Health Commission has been promoting the construction of EHRs with various policies and financial support since 2010 and issued the latest requirements on the definition and implementation timeline of EHRs in August 2018 [19]. In this requirement, EHR is divided into levels 0 to 8: levels 0 to 2 (low stage, focusing on the data collection function); levels 3 to 4 (medium stage, focusing on data sharing within or between departments and simple clinical decision making); and levels 5 to 8 (high stage, focusing on...
clinical intelligent decision making, cross-hospital data sharing, and patient self-service; details in Multimedia Appendix 2).

There is no systematic comparative study of the evaluation systems of China and the United States. Our preliminary comparison study of EHRs in the top 2 tertiary hospitals in Beijing found that the Chinese EHR stage 4 hospitals can accomplish most (7 of 11) meaningfully used tasks in the United States [20]. However, the requirements for some specific functions of EHRs in the 2 countries are inconsistent, which complicates one-to-one matching of the 2 standards. Preliminary, after comparing the common terms of the 2 standards, we think that Chinese EHR stages 3 and 4 roughly correspond to basic EHRs with notes and comprehensive EHRs, respectively. Unlike US EHR standards, Chinese EHR stage 1 requires Chinese hospitals to use the EHR for billing.

We did not use the data from HIMSS EMRAM, which was used in both countries as the research baseline, mainly because of the serious deviation of the sample distribution. Although about 74% of US hospitals passed HIMSS EMRAM stage 5 or above by the end of 2017, in China, the EMRAM is only a commercial trial project in a small number of hospitals. By June 2019, only 58 hospitals participated in the EMRAM evaluation and met or passed stage 6 [21].

Data Resources

Data on EHR adoption in Chinese hospitals were obtained from the CHIMA Annual Survey of Hospital Information Systems from 2007 to 2018 [22]. These are the only authoritative, national-level, long-term quantitative data of repeated surveys available on the EHR adoption rates in Chinese hospitals. Every March for a decade, the CHIMA surveyed the application of HIT in mainland China, covering 34 administrative regions. Survey respondents included general hospitals, teaching hospitals, specialty hospitals, traditional Chinese medicine hospitals, and integrated Chinese and Western medicine hospitals. In total, each survey was comprised of 9 parts. This study primarily used data from Parts I, IV, VI, and VIII, assessing respondents’ basic information, information system application and adoption barriers, and data standardization.

Data on EHR adoption in US hospitals from 2008 to 2017 were obtained from data briefs by the ONC [2,3,16] and research by Jha et al [1,23-31]. Data on barriers faced in the information system implementation in US hospitals were obtained primarily from the HIMSS Annual Surveys in 2006, 2007, 2010, and 2014 [32-35].

Technology Diffusion Model and Bass Modeling

As one of our methods, Bass diffusion modeling was employed for the prediction and characterization of the progress in adoption of EHRs. Diffusion theory is an essential branch of communication theory [36]. The Bass model is widely used in the application and forecasting of new products and technologies [37,38], including many medical-related technologies [39-41]. The Bass model has 9 key assumptions [38,41], which mostly satisfy the scenarios of this study. For example, the market potential of a new product remains temporally constant; geographic boundaries of the social system are unchangeable throughout the diffusion.

Bass modeling has 2 important measures. First, the external influence coefficient, called the “innovation” effect and represented as the $p$ coefficient, means the probability of using the product under the influence of public media or other external factors among users who have not used the product. Second, the internal influence coefficient, called the “imitation” effect and expressed as the $q$ coefficient, depicts the probability of the same users using the product due to the influence of peers who have already used the product [42]. When $p$ is high, the model indicates that the new technology has a rapid diffusion at the beginning of the propagation and that diffusion grows more weakly in the subsequent periods. When $q$ is high, the model suggests that the new technology spreads slowly in the beginning, but it accelerates with further popularization and expansion. The Bass model is expressed as:

$$F(t) = \frac{F(t_0)}{1 + \frac{q}{p} (1 - e^{-pt})}$$

where $F(t)$ is the portion of M adopted by time t, $p$ is the coefficient of innovation, and $q$ is the coefficient of imitation.

Data Analysis

We conducted statistical analyses and forecasts using linear optimization in Microsoft Excel for Mac 2011 (Microsoft Corporation, Redmond, WA). First, the analyses began with basic descriptive statistics regarding the respondents’ basic information. Second, Bass diffusion modeling was employed to predict the progress of EHR adoption and analyze its characteristics. On one hand, we used the method of least squares to determine the optimal values of $q$ and $p$. On the other hand, adjusted $R^2$ was used to evaluate the performance of the prediction model. The parameters of the Bass model were trained and estimated using SPSS 20 (IBM Corp, Armonk, NY).

Results

Descriptive Analysis

Scale and Coverage of the Surveys

Figure 1 illustrates the number of the 2007-2018 CHIMA Annual Survey respondents (covering over 80% of China’s provinces, municipalities, and autonomous regions) and the number of survey respondents for the adoption of EHRs in US hospitals from 2008 to 2017. In China, all hospitals are classified by the government board into 3 classes: Level I hospitals (roughly equivalent to community-based health centers in the United States), Level II hospitals (county- and municipal-level, small health care facilities), and Level III hospitals (large, advanced general or specialty hospitals) [43]. In this study, hospitals were divided into 2 categories: Level III hospitals vs Level II or lower hospitals. For the definition of economically developed and underdeveloped areas in China, please refer to Multimedia Appendix 3. Data on the adoption of EHRs in US hospitals from 2008 to 2017 were obtained from the ONC data brief [2,3,16] and research by Jha et al [1,23-31], in which large hospitals were defined as those with 2400 beds, while small and medium hospitals were those with 6-399 beds. Jha et al did not publish the number of surveyed and respondent hospitals in various subcategories in 2011 [28] and 2013 [26]. Since the ONC changed its statistical method after 2015, it only published...
the overall EHR adoption rate of US hospitals but not the rates in various subcategories. Therefore, only the numbers of surveyed and respondent hospitals for 2016 and 2017 are included in Figure 1.

**Figure 1.** The number of respondents to the 2007-2018 Chinese Health Information Management Association (CHIMA) Annual Surveys of Hospital Information Systems and the surveys on the adoption of electronic health records (EHRs) in US hospitals from 2008 to 2017.

Detailed information about the scale of the Sino-American hospital (including the different hospital types) is provided in Multimedia Appendix 4.

**Adoption of EHRs in Chinese and US Hospitals**

Trends in EHR adoption in China and the United States were compared (Figure 2), which revealed 3 main characteristics. First, the EHR adoption rates in China were relatively high. Overall, the average EHR adoption rates of the sampled Chinese hospitals in 2018 (85.3%) were 1.5% higher than those of US hospitals in 2015 (83.8%), but lower than those of US hospitals in 2017 (96%). To note here, since the ONC changed its statistical method after 2015, it published only the overall EHR adoption rate of US hospitals but not the rates in various subcategories. Therefore, only the data for 2016 and 2017 are included in Figure 2A. Considering hospital scale, the adoption rates in Level II or lower Chinese hospitals (small-scale hospitals) were 1.5% higher than in small hospitals (fewer than 100 beds) in the United States in 2015 (the adoption rate of the former being 82.5% compared to the 81% of the latter). However, the average adoption rate of Level III hospitals in China (87.9%) was 1.2% lower than that of large US hospitals (89.1%). Considering regional economic development, the average adoption rate in Chinese hospitals in economically underdeveloped regions was 3.6% higher than in rural US hospitals—83.6% and 80%, respectively. The adoption rate in economically developed Chinese hospitals (86.6%) was 2.4% higher than that in urban US hospitals (84.2%).
Figure 2. Trends in electronic health record (EHR) adoption rates in Chinese hospitals from 2007 to 2018 and nonfederal US hospitals from 2008 to 2017. (A) Overall adoption rate in China vs the United States and adoption rates in (B) small-scale hospitals, (C) large-scale hospitals, (D) hospitals in economically underdeveloped or rural areas, and (E) hospitals in economically developed or urban areas.

Because the overall number of hospitals in China exceeds the number of urban hospitals in the United States, the absolute number and challenges of Chinese hospitals adopting EHRs should be greater. The annual average number of hospitals adopting EHRs in China far exceeded the US average—1500 and 534, respectively. In 2007, China had 12,477 Level I-III hospitals [44] and an annual EHR adoption rate of 18.6%. According to sample projection, only 2322 Chinese hospitals used EHRs. In 2018, China had 22,396 Level I-III hospitals using EHRs [45], with an EHR adoption rate of 85.3% and a total of 19,094 hospitals. Thus, 16,772 hospitals in China adopted EHRs from 2007 to 2018—3.3 times the number of nonfederal hospitals adopting EHRs in the United States from...
2008 to 2017 (4814), according to the projections based on the total number of nonfederal US hospitals (see Figure 3) [46].

**Figure 3.** Numbers of Chinese hospitals and those likely to implement electronic health records (EHRs) from 2007 to 2018 and the numbers of nonfederal US hospitals and those projected to implement EHRs from 2008 to 2017.

**Difficulties With HIT Development in Chinese and US Hospitals**

Figures 4 and 5 present the feedback from chief information officers (CIOs) on the barriers faced in the HIT application from the CHMIA and HIMSS surveys; as of 2015, the HIMSS Annual Survey no longer conducts a survey of hospital CIOs regarding the barriers to HIT application. Among Chinese hospitals, insufficient financial support and insufficient staff in the department were consistently identified as the first and second greatest obstacles, respectively. HIMSS Annual Survey data from the same years (2007, 2010, and 2014) show that US hospital CIOs also identified insufficient financial support and insufficient staff as their greatest challenges. This indicates a similarity in the main obstacles faced by China and the United States in hospital digitalization. In 2014, Chinese and US hospitals identified vendors’ inability to deliver products and services to meet their demands as the third greatest obstacle. This may be because, with the increasing development of HIT in hospitals, hospital CIOs have become increasingly demanding with regard to the relevant software products.
Figure 4. Survey feedback on health information technology (HIT) development barriers faced by hospitals in China in 2007, 2010, and 2014. IT: information technology; ROI: return on investment.
Bass Model Fitting and Prediction of EHR Adoption Rates in Chinese and US Hospitals

Considerable differences between Chinese and US hospitals in terms of the EHR technology diffusion modes were identified. Using Bass modeling and linear optimization, we estimated $p$ and $q$ coefficients based on the CHIMA data from 2007 to 2018 [22] and the surveys from 2008 to 2017 reported by the ONC [2,3,16] and Jha et al [1,23-31]. The parameter estimation results of the final model (Table 1) indicated that the Bass model fit the CHIMA dataset [22] and the ONC [2,3,16] and Jha et al [1,23-31] datasets. The adjusted $R^2$ was >0.9 for all models except the EHRs-China-Level III Hospitals model. Generally, each model shows a smaller motivation coefficient ratio ($q/p$) for Chinese hospitals compared to US hospitals. The largest difference (285-fold) was observed between the EHRs-China-Hospitals in the Economically Developed Areas model and the EHRs-US-Urban Hospitals model, which are the models of the largest-scale hospitals in these countries. In contrast, the smallest gap (14.8-fold) was observed between the EHRs-China-Surveyed Level I and II Hospitals model and the EHRs-US-Small Hospitals model, which are the models of these countries’ smallest-scale hospitals. Moreover, the internal $q$ of US hospitals was significantly larger than that of Chinese hospitals. The largest difference (57-fold) was observed between the EHRs-China-Hospitals in the Economically Developed Areas model and the EHRs-US-Urban Hospitals model, while the smallest (3.6-fold) was found between the EHRs-China-Level I and II hospitals model and the EHRs-US-Small Hospitals model.
Table 1. Bass model parameters for the prevalence of electronic health records (EHRs) in Chinese and US hospitals, based on Chinese Health Information Management Association (CHIMA) data from 2007 to 2018 [22] and survey data reported by the Office of the National Coordinator for Health Information Technology (ONC) [2,3,16] and Jha et al [1,23-31] from 2008 to 2017.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model parameters</th>
<th>( p ) (^a)</th>
<th>( q ) (^b)</th>
<th>( q/p ) (^c)</th>
<th>Adjusted ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHRs-China</td>
<td>( p ) = 0.10</td>
<td>( q ) = 0.11</td>
<td>( q/p ) = 1.04</td>
<td>( R^2 ) = 0.93</td>
<td></td>
</tr>
<tr>
<td>EHRs-China-Level I and II Hospitals</td>
<td>( p ) = 0.07</td>
<td>( q ) = 0.17</td>
<td>( q/p ) = 2.66</td>
<td>( R^2 ) = 0.94</td>
<td></td>
</tr>
<tr>
<td>EHRs-China-Level III Hospitals</td>
<td>( p ) = 0.17</td>
<td>( q ) = 0.01</td>
<td>( q/p ) = 0.06</td>
<td>( R^2 ) = 0.88</td>
<td></td>
</tr>
<tr>
<td>EHRs-China-Hospitals in Economically Underdeveloped Areas</td>
<td>( p ) = 0.08</td>
<td>( q ) = 0.13</td>
<td>( q/p ) = 1.51</td>
<td>( R^2 ) = 0.98</td>
<td></td>
</tr>
<tr>
<td>EHRs-China-Hospitals in Economically Developed Areas</td>
<td>( p ) = 0.15</td>
<td>( q ) = 0.01</td>
<td>( q/p ) = 0.07</td>
<td>( R^2 ) = 0.90</td>
<td></td>
</tr>
<tr>
<td>EHRs-US-Nonfederal Hospitals</td>
<td>( p ) = 0.02</td>
<td>( q ) = 0.58</td>
<td>( q/p ) = 24.33</td>
<td>( R^2 ) = 0.97</td>
<td></td>
</tr>
<tr>
<td>EHRs-US-Small Hospitals</td>
<td>( p ) = 0.02</td>
<td>( q ) = 0.63</td>
<td>( q/p ) = 39.44</td>
<td>( R^2 ) = 0.99</td>
<td></td>
</tr>
<tr>
<td>EHRs-US-Large Hospitals</td>
<td>( p ) = 0.07</td>
<td>( q ) = 0.45</td>
<td>( q/p ) = 6.64</td>
<td>( R^2 ) = 0.95</td>
<td></td>
</tr>
<tr>
<td>EHRs-US-Rural Hospitals</td>
<td>( p ) = 0.01</td>
<td>( q ) = 0.65</td>
<td>( q/p ) = 46.29</td>
<td>( R^2 ) = 0.99</td>
<td></td>
</tr>
<tr>
<td>EHRs-US-Urban Hospitals</td>
<td>( p ) = 0.03</td>
<td>( q ) = 0.57</td>
<td>( q/p ) = 19.66</td>
<td>( R^2 ) = 0.98</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) \( p \): external motivation coefficient.  
\(^b\) \( q \): internal motivation coefficient.  
\(^c\) \( q/p \): motivation coefficient ratio.

The differing diffusion patterns of EHRs in Chinese and US hospitals led to the differences in the patterns of the diffusion dynamics curves. By assuming that there will be no major policy adjustments or technological advancements in the future, we used the Bass model to fit and predict future EHR adoption in Chinese and US hospitals from 2019 to 2025, both in the overall scale and according to hospital scale and location (Figure 6). An Annual Survey was not conducted in 2016 due to changes in CHIMA’s leadership. In 2017, the survey data from the software portion of the CHIMA Annual Survey deviated greatly; CHIMA does not recommend use of these data. Since the ONC changed its statistical method after 2015, it published only the overall EHR adoption rate of US hospitals but not the rates of various subcategories. Therefore, in Figures 6B, 6C, 6D, and 6E, the EHR adoption rates of various types of hospitals in the United States are predicted using the data from 2008 to 2015. The diffusion dynamics curve for EHRs in US hospitals forms a classic S-shape with a fast growth rate \((p=0.03\pm0.02, q=0.58\pm0.07)\)—larger than that of Chinese hospitals \((p=0.11\pm0.04, q=0.08\pm0.07)\).
Figure 6. Predicted electronic health record (EHR) adoption up to 2025 in Chinese hospitals (based on Chinese Health Information Management Association Annual Survey data from 2007 to 2018) and in US hospitals (based on annual survey data from 2008 to 2017 reported by the Office of the National Coordinator for Health Information Technology and Jha et al [1,23-31]). (A) Overall predictions and predictions for (B) small-scale hospitals, (C) large-scale hospitals, (D) hospitals in economically underdeveloped or rural areas, and (E) hospitals in economically developed or urban areas.

Discussion

Based on the 2007-2018 CHIMA Annual Surveys, we examined the progress and modes of EHR technology diffusion in sampled Chinese hospitals nationwide, identified major difficulties in HIT innovation, and compared them with US hospitals.

Principal Findings

From the perspective of EHR implementation in Chinese hospitals, Chinese hospitals demonstrated differences in EHR adoption and growth rates according to scale and location. Among the sampled hospitals in China, the adoption rates in small hospitals (Level II or lower) and in hospitals from economically developed or urban areas are expected to be higher than in large-scale hospitals and hospitals in economically underdeveloped or rural areas.
economically underdeveloped areas were below average. However, the growth rate of EHR adoption in these disadvantaged hospitals surpassed that of advantaged hospitals, as shown by the considerably higher slope in the Bass curves in Figure 6. This phenomenon is linked to national conditions, the medical system, and the financial support policy for HIT in hospitals in China. First, China has a vast territory that varies greatly from region to region. Although a large number of Level II or lower hospitals has been set up to provide basic medical services for local residents, high-quality medical resources are concentrated in a few Level III hospitals. Second, because China has not established a graded hierarchical medical system, patients are more inclined to congregate in Level III hospitals, leading to significantly higher workloads for doctors and correspondingly higher economic benefits [47,48]. As a result, many hospitals that are smaller or located in underdeveloped areas lack funds, resources, and motivation to build and maintain EHRs. Fortunately, the government has recognized this problem. Policies and funds should favor Level II or lower hospitals or those in underdeveloped areas, whereas Level III hospitals or those in developed areas should mostly be guided by policies and required to generate their own funding. Furthermore, the allowing of disadvantaged hospitals that have implemented EHRs to join medical institution alliances based on regional HIT has retained more patients in local hospitals instead of them seeking care in Level III hospitals, which also works to increase disadvantaged hospitals’ income [11]. With the rapid development and wide application of wearable device technology [49,50], more real-time health data can be included in EHRs, which will further promote this trend.

From the perspective of the comparison of the EHR adoption by Chinese hospitals and US hospitals, although both the Chinese and US governments have implemented policy guidelines and financial incentives to promote EHR adoption, the patterns of EHR diffusion between the 2 countries differ considerably. The graph shapes in Figure 2 show this difference. The US trend is more S-shaped and more typical of a market-driven diffusion pattern, while the Chinese trend is more linear and more like a top-down, policy-driven pattern. EHR adoption in Chinese hospitals follows the innovator mode (motion coefficient ratio q/p is only 0.06 to 2.66), indicating that hospitals began to use EHRs in the initial stages due to the influence of external administrative forces [51]. This is because, in China, most (about 71.1%) of the secondary and higher hospitals are funded and managed by the government, and the number of beds in public hospitals is 3 times higher (about 76%) than that of private hospitals. In 2010, the government began to invest considerable resources and funds into EHRs and issued relevant policies to guide and support their use. However, the HIT support strategy at the time did not provide a detailed, clear, and measurable meaning of EHRs in Chinese hospitals nor establish any quantitative rewards, penalties, or standards for the use of EHRs by hospitals. This led to weak growth after the initial implementation of financial support. Reliance on hospital motivation to promote EHRs without sufficient external financial and policy incentives was proven to be unrealistic and unsuccessful [4,5,52,53]. In contrast, the EHR adoption rate in US hospitals grew very slowly from 2008 to 2010, perhaps due to the adoption of the US Health Insurance Portability and Accountability Act [54] in 1996—a comprehensive personal electronic health information privacy and security protection law—and the fact that most (about 80%) of the hospitals are private, which should be promoted by economic interests. Since 2010, following the implementation of meaningful use programs with clear quantitative requirements for EHRs, the EHR adoption rate increased significantly, and most US hospitals started to use certified EHRs by 2017. In sharp contrast to the low effectiveness of the expansive HIT development strategy in China, the HITECH Act was a major driving force behind this progress [55,56]. The US government provides financial incentives to US hospitals that implement EHRs and meet meaningful use phased standards and imposes financial penalties on those that do not [30]. We believe that the financial support and policy guidance of this “carrot and stick” model is also one of the most important American experiences.

The most significant morphological difference between the hospitals’ EHR diffusion curves of China and the United States is that the motion coefficient ratio q/p value of the US curve is much larger. On one hand, the q value of the Chinese curve is smaller, and the P value is larger. This may be because the rapid spread of EHRs in China is caused by external policy stimuli. The Chinese government takes the HIT system represented by EHRs widely implemented in hospitals as a kind of technological innovation guided by the government and considers HIT as a technical tool to promote regional medical consortium [57]. As of 2015, according to our previous research results based on the same survey data, about 57.2% of the investigated hospitals have joined the regional medical consortium, 81.9% of these hospitals that have joined the medical consortium support the interconnection of electronic data, and the gap between HIT systems of different levels of medical institutions in the medical consortium is gradually narrowing [11]. On the other hand, the relatively large q value of the US curve may be interpreted in relation to 2 aspects. First, imitating the words or power of peers or industry leaders may influence American doctors to use similar EHRs as a tool for recording and exchanging health information [58]. Second, American doctors may have a strong willingness to upgrade information technology [59].

The comparison of the effects and outcomes of EHR implementation shows that the Chinese government has done more work to improve the implementation quantity and quality, as well as the relevant strategies used; has made unique contributions; and, thus, has had more achievements. This comparison can be made from 3 perspectives. First, as for the implementation quantity, the EHR implementation rate in China in 2018 (85.3%) is equivalent to that in the United States in 2015 (83.8%) but is lower than that in the United States in 2017 (96%). However, since the base number of the former surpasses the latter (number of Chinese hospitals in 2018 was 22,396, compared to the number of nonfederal US hospitals in 2017, which was 5564) [46], the number of hospitals adopting EHRs in Chinese hospitals is approximately 3.3 times that in the United States—16,772 and 4818, respectively. Moreover, the annual growth of the former (1500) is about 2.8 times that of the latter (534). As of 2018, although China’s population (1.4 billion) is 4.28 times that of...
the United States (327 million), given that the Chinese gross domestic product (GDP) is only 67.8% of that of the latter (the Chinese GDP being US $13.89 trillion, compared to the US $20.5 trillion GDP in the United States), the per capita GDP of China (US $9900) is only 15.8% of that of the latter (US $62,500) and is below the world average (US $11,300). It also reflects that the former has made great progress in promoting EHRs in a short time (11 years), under the promotion of a huge subjective initiative.

Second, as for the implementation quality, the China Health Commission has conducted many top-level design policies. First, the connotation of EHRs is clearly defined, and EHR adoption is divided into Levels 0 to 8. Second, through administrative instructions, different deadlines are set for hospitals at different levels. For example, by the end of 2020, all Level III and Level II hospitals must use at least Level IV and Level III EHRs, respectively. Namely, by the end of 2020 [60], 11,565 secondary and tertiary hospitals in China, accounting for 52% of the country’s 22,000 hospitals, must use at least Chinese stage 3 EHRs (roughly corresponding to basic EHRs with notes). This is 2.4 times the number of the 4818 nonfederal hospitals implementing EHRs in the United States in 2017 [2,16]. As of July 2020, 128 Chinese hospitals were tested and verified using EHRs that met the high-level (stages 5-7) standards—44 more than the same period of last year (84 hospitals)—of which 4 reached stage 7 (an increase of 2 hospitals) and 20 reached stage 6 (an increase of 15 hospitals) [61]. Moreover, the performance monitoring data of the Chinese government for public hospitals partially verify and support the prediction results of the BASS model. As of July 2020, the announcement on “the National Monitoring and Analysis of the Performance Appraisal of the National Tertiary Public Hospitals” released by the Chinese government in 2018 [62] shows that the participation rate of China’s EMR level evaluation of tertiary hospitals was 94.58% by 2018, with an average stage of 2.72—a stage close to the level of basic EHR with clinical notes in the United States. Approximately 87% of tertiary hospitals reached EHR Level III or above, which is very close to the prediction result of the Bass model (87.2%). We believe that as of the end of 2020, China’s tertiary hospitals were likely to achieve stage 4 EMRs (namely, comprehensive EHRs). The Chinese government has also released information, which was published near the end of 2020, on the results of the performance appraisal of hospitals, including the progress of the implementation of EMRs in public hospitals below the third level.

Third, as for the implementation strategy, evaluation is emphasized with the principle “promote construction with evaluation, promote improvement with evaluation.” The Chinese government has adopted different direct capital investments and indirect policy guidance strategies for hospitals of different scales. For the Level III large hospitals, which are responsible for over 46% of outpatients in China, the government focused on policy guidance, released many guidelines [63] and management and normative documents from 2010 to 2019 to promote hospital digitization with EHRs as the core, and encouraged private capital investments [64]. Additionally, for small hospitals at a level lower than Level III, a strategy of direct finance and indirect guidance was adopted to gradually promote EHR implementation. Furthermore, in 2019, the State Council of China stipulated that the construction of EHRs was one major indicator for hospital-level assessment and appointment of public hospital presidents [64]. For example, in the 3-year national hospital evaluation, the EHRs used by tertiary hospitals must meet Chinese stage 4; otherwise, the hospitals will be downgraded, which will greatly affect the reputation and economic income of the hospitals.

**Limitations**

The data used here were collected from (1) repeated measurements of EHR constructions in the same batch of US hospitals affiliated with the ONC and American Hospital Association (2007-2017) and (2) repeated investigations through self-report questionnaires (2007-2015, 2018) of EHR construction from Chinese hospitals participating in annual conferences organized by the CHIMA. The latter was not independently verified. Therefore, such analysis might be affected by several potential confounding factors of data bias. First, due to the limitation of the CHIMA survey data, there may be limitations to the classification of EHRs in hospitals in China. However, the implementation rate of each classification of hospitals is only an added reference index. Moreover, there are no such hospitals in the United States, so this classification is not used mainly for the comparison of the same hospitals in China and the United States. Second, we did not use multivariate models to assess the independence among different factors (eg, grades, types, economic levels, or locations of hospitals). Third, the cumulative proportions of some repeated questionnaire data from CHIMA during 2007-2015 slightly declined. We think one explanation may be that throughout the repeated surveys, the sampling differences of hospital samples led to differences in the investigated data. Although we limit our deductions to our own samples, our analyses are valuable in that these data are the only available quantitative data concerning the trend in HIT development in China over a time span of 10 years and collected by the Chinese state-level academy in this field. These are the only authoritative, national-level, long-term quantitative data available on the rate of adoption of EHRs in Chinese hospitals. Therefore, these are the best available data that can reflect the status of EHR use in Chinese hospitals. Furthermore, due to the differences in the economic, cultural, and health systems between China and the United States, there are also some differences in the functional definition of necessary components of hospital EHRs. Therefore, we mainly analyzed the overall time trend of EHR implementation in hospitals of the 2 countries, and the horizontal comparison is only for an approximate reference.

**Conclusion**

Over the last decade, the Chinese government has identified HIT development, represented by hospital EHRs, as an important technical focus and starting point to support medical reform. According to the CHIMA Annual Surveys, the average EHR adoption rate in sampled hospitals in China increased by 3.6 times from 2007 to 2018, peaking at 85.3%, which exceeds that of 83.8% in US hospitals in 2015 but is lower than the 96% recorded in 2017. The difference in the EHR technology
The diffusion curves of China and the United States based on the Bass model is very likely due to the differences in the EHR promotion, implementation, and management policies, as well as the medical system, of the 2 countries. The former is mainly stimulated by external policies, while the latter is initiated by their own technological upgrading needs. The Chinese government has begun to amend relevant policies, gradually implementing both financial support and policy guidance measures and adding the assessment of secondary utilization based on precipitated data on EHRs and the use of various advanced functions. This action technically underlies several medical reform goals, such as improving clinical outcomes, user satisfaction, and interoperability. Various signs indicate that the Chinese government is gradually approaching and realizing its phase goals established in the second medical reform initiated in 2010, including the integration of medical resources, improvement of the popularization and quality of medical care, and the reduction of medical costs.
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Abstract

Background: Evidence suggests that eHealth tools adoption is associated with better health outcomes among various populations. The patterns and factors influencing eHealth adoption among the US Medicaid population remain obscure.

Objective: The objective of this study is to explore patterns of eHealth tools adoption among the Medicaid population and examine factors associated with eHealth adoption.

Methods: Data from the Health Information National Trends Survey from 2017 to 2019 were used to estimate the patterns of eHealth tools adoption among Medicaid and non-Medicaid populations. The effects of Medicaid insurance status and other influencing factors were assessed with logistic regression models.

Results: Compared with the non-Medicaid population, the Medicaid beneficiaries had significantly lower eHealth tools adoption rates for health information management (11.2% to 17.5% less) and mobile health for self-regulation (0.8% to 9.7% less). Conversely, the Medicaid population had significantly higher adoption rates for using social media for health information than their counterpart (8% higher in 2018, \( P=.01 \); 10.1% higher in 2019, \( P=.01 \)). Internet access diversity, education, and cardiovascular diseases were positively associated with health information management and mobile health for self-regulation among the Medicaid population. Internet access diversity is the only factor significantly associated with social media adoption for acquisition of health information (OR 1.98, 95% CI 1.26-3.11).

Conclusions: Our results suggest digital disparities in eHealth tools adoption between the Medicaid and non-Medicaid populations. Future research should investigate behavioral correlates and develop interventions to improve eHealth adoption and use among underserved communities.

KEYWORDS
Medicaid program; eHealth; internet access; digital divide; health information technology

Introduction

Though progress has been made with improving the “digital divide” in the United States, disparities in internet access remain among underserved populations such as the elderly and individuals in lower socioeconomic classifications [1]. This digital divide can have profound implications on public health because internet access is hypothesized as a “super-determinant”
of health [2]. One primary way by which the internet may improve health outcomes is through the adoption of electronic health (eHealth). eHealth is the application and integration of information and communication technologies (ICT) to improve patients' health care, enable more reliable connections between patients and health providers, and reduce health disparities [3,4].

Standard eHealth tools used by consumers include the utilization of electronic health records (EHRs), health-related social media channels to seek or share health information, and online patient-provider communication (OPPC) channels such as online portals, email, and social media [5]. Recent advancements in information technology (IT) expanded the adoption of eHealth tools to smart devices such as mobile health tools (eg, smartphone apps, wearable devices such as Fitbit, and smartwatches) [6] and virtual assistants (eg, Amazon Alexa) for health information [7].

Findings from the literature suggest that eHealth adoption is associated with health-protective outcomes among individuals. Previous studies purport that health IT adoption among individuals promotes healthy behaviors such as fruit and vegetable intake [8,9]. In addition, patients' use of online eHealth tools to communicate with providers is associated with increased access to health-related information, reduction of health care expenditures, improved emotional support, and enhanced clinical management and self-care [10-12]. Available findings also suggest that social media use among patients is associated with a positive impact on facilitating self-care [13-16]. With respect to prescription medication adherence, the use of eHealth tools to refill prescribed drugs is positively correlated with statin adherence among patients experiencing cardiovascular disease [17,18]. The US Department of Health and Human Services (HHS) recognizes the value that internet access and eHealth tools have on health outcomes, so they developed national goals in Healthy People 2020 to bolster access [19]. The HHS also created the Office of the National Coordinator, which has been advancing consumer eHealth via incentive programs, supporting developers to build eHealth tools, and strengthening trust and protecting privacy in health information technology (HIT) tools [20].

There is an emerging body of literature reporting the factors that influence eHealth tools adoption by consumers. Attributes related to geography, socioeconomic status, and gender are suggested to be associated with the utilization of eHealth tools. Geographic disparities in health IT uses were found between rural and urban residents. Specifically, rural residents were less likely to access online medical records [21]. Higher levels of education contribute to managing electronic personal health information (ePHI) online [22], OPPC [5], and use of health IT for self-regulation [8], which indicates that having a higher education is associated with better eHealth adoption and utilization. Gender has a mixed effect on eHealth tools adoption, depending on the scenario. Men with a risk of cardiovascular disease (CVD) have a higher likelihood of using wearable devices than people without CVD risk. However, there does not appear to be a difference among women [6]. Females had a significantly higher probability of using ePHI online management compared to males [22,23], but there is no significant difference in online patient-provider communication [5,23]. Income level was reported to be positively associated with eHealth sum score, a composite score representative of using technology to access health care [22,24].

Given that this study's focus population are Medicaid enrollees, a primary area of interest is the impact education and income have on individuals qualifying for this service. The inverse relationship between socioeconomic status and adverse health outcomes is well documented in public health literature. In the United States, increased household income is associated with longer life expectancy [25]. Though the causative nature of the relationship between cardiovascular disease and socioeconomic factors is yet to be fully understood, being classified in a lower socioeconomic stratum is linked to poor health outcomes such as hypertension, diabetes mellitus, and coronary heart disease [26]. Due to factors such as these and the unique challenges that financial hardship has on access to medical care [27], the United States government amended provisions in the Social Security Act, which established a health insurance program for impoverished citizens (ie, Medicaid). Findings with respect to internet access [28] parallel those of the underserved in the United States. Moreover, not to imply that being on Medicaid causes poor health outcomes, there is literature suggesting that Medicaid beneficiaries have poorer health outcomes that can lead to long-term cardiovascular complications compared to privately insured individuals [29].

Acknowledging the fact that one must have internet access to utilize eHealth tools and that national efforts should be made in the US to increase accessibility, there remain certain sectors of the population that are limited in this capacity. Nevertheless, given considerations of the potential health benefits that eHealth adoption may confer and current health disparities among Medicaid beneficiaries, a question we propose is “Are eHealth adoption rates among Medicaid beneficiaries comparable to those of people who are not on Medicaid?” To our best knowledge, no study has portrayed a comprehensive picture of eHealth tools adoption among adult Medicaid beneficiaries, an underserved population. Medicare and Medicaid EHR Incentive Programs have been promoting HIT adoption among providers and achieved a significant impact [20]. However, how Medicaid beneficiaries adopt eHealth tools was mostly unknown nationally. Due to the unique characteristics of Medicaid beneficiaries, the factors of eHealth adoption among the adult Medicaid population might also have different effects compared to those for the non-Medicaid community. Analyses from this study are focused on contrasting these characteristics between the two groups to provide research that may lead to health policy implications that positively impact America’s underserved.

In this study, we use 3 years of the US Health Information National Trends Survey (HINTS) data to investigate the following research objectives (RO): RO1, comparison of eHealth tools adoption among Medicaid beneficiaries versus non-Medicaid insured individuals from 2017 to 2019; RO2, the association of Medicaid status with eHealth adoption; and RO3, compared to the non-Medicaid population, what factors are associated with increased eHealth adoption among the Medicaid population. To examine these questions, we assessed seven domains of eHealth tools utilization outcomes that covered a variety of HIT tools such as secure internet portals, EHRs,
patient-provider email messaging, mobile health apps, and wearable devices as described in the report [20].

Methods

Data and Sample

We extracted 3 waves of HINTS data that include the calendar years of 2017, 2018, and 2019. HINTS is a two-stage, cross-sectional, and nationally representative survey sampled from noninstitutionalized adults in the United States [30]. Since eHealth tools adoption is mainly dependent on internet access, HINTS 2017-2019 data operationalize internet access by participants who self-reported access to the internet in the following ways: regular dial-up telephone line, broadband, WiFi, and 3G or 4G cellular network. With this criterion, we excluded respondents who reported no internet access and obtained a sample size of 2513 respondents in 2017, 2704 respondents in 2018, and 4264 respondents in 2019.

Dependent Variables

We constructed seven primary outcomes that represented a variety of eHealth tools adoption and utilization behaviors. OPPC [5] is composed of three items: (1) used electronic means to communicate with a doctor, (2) whether tablet or smartphone helped discuss with health care providers, and (3) used online medical record to securely message health care providers. Health information management (HIM) [23] is composed of two items: (1) used electronic means to track health care charges and (2) used electronic means to look up medical test results. Mobile health for self-regulation (MHSR) [8] is composed of three items: (1) have apps related to health and wellness, (2) used electronic medical device to track health, and (3) used tablet or smartphone to help track progress on a health-related goal. Social media for health information (SMHI) [23] is composed of three items: (1) used internet to participate in an online forum or support group, (2) used internet to watch a health-related video on YouTube, and (3) used internet to share health information on social networking sites.

Sharing information [31] is composed of four items: (1) shared health information with a health professional via electronic device or smartphone, (2) electronically sent medical information to another health care provider, (3) electronically sent medical information to a family member or another person, and (4) electronically sent medical information to a service or app that helps manage and store health information. Buy or refill medicine (BRM) [32] is composed of two items: (1) used online medical record to request a refill of medications and (2) used electronic means to buy medicine or vitamins online. Decision making [31] is composed of two items: (1) used online medical record to help you make a decision about how to treat an illness or condition and (2) tablet or smartphone helped make a decision about how to treat an illness or condition. The definitions of each outcome are shown in Multimedia Appendix 1. The composite scores were constructed by summing their dichotomous items with responses “No” and “Yes” converted to 0 and 1, respectively, except that scores higher than 1 in SMHI were recoded to 2 due to sparsity of participants who share information via multiple channels.

Key Independent Variables and Covariates

Medicaid status is determined by participants’ self-reported Medicaid insurance plan. Internet access diversity score was measured by whether participants had only one channel or multiple channels to access the internet. CVD risk was defined by having at least one of three conditions: hypertension, a heart condition, or diabetes. Depression was defined by whether respondents had been told they have depression or an anxiety disorder by a doctor or health professional. Demographic and socioeconomic variables included gender, age, race or ethnicity, education, residency, US Census region, and annual household income (Multimedia Appendix 2).

Statistical Analysis

We used descriptive statistics (frequencies and proportions) to demonstrate sample characteristics and eHealth tools adoption distribution patterns of HINTS data from 2017 to 2019. Pearson chi-square tests were performed to examine the association between Medicaid insurance status and other variables, including demographic, socioeconomic status, and eHealth outcomes. We considered a $P$ value of less than or equal to .05 to be statistically significant. To answer RO2, we conducted ordinal logistic regressions for each of the seven eHealth outcomes using Medicaid status as the factor of primary interest. Base models included survey year as the only covariate, while adjusted models included the variables of age group, gender, education, Census region, residency, income, and internet access diversity. To answer RO3 and provide a comparison of detailed factor profiles in each population, we conducted ordinal logistic regression for each outcome within the Medicaid sample and non-Medicaid sample independently. In addition to demographic and socioeconomic factors, we included cardiovascular disease, depression, and internet access diversity as independent variables in the models. All statistical analyses except frequencies were conducted through jackknife weight procedures to represent national population-level estimates and obtain more precise confidence intervals. All analyses were performed in SAS 9.4 (SAS Institute).

Results

Table 1 presents the sample characteristics of both Medicaid and non-Medicaid population from 2017 to 2019. Compared to the people who were not enrolled in the Medicaid program, the Medicaid population is more likely to be young, belong to an underrepresented minority (Hispanic and non-Hispanic Black), and have low education and low family income. Generally, there is no significant difference in the distributions of residency between Medicaid and non-Medicaid populations. Interestingly, the proportions of people who have multiple ways to access the internet were not significantly different between Medicaid (68.6%) and non-Medicaid participants (67.6%), though the proportion of Medicaid beneficiaries who have no internet access at all was significantly higher than that of the non-Medicaid population (Multimedia Appendix 3).
Table 1. Demographic characteristics of sample from 3 iterations, 2017-2019, by Medicaid insurance status.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medicaid (N=1087)</th>
<th>Non-Medicaid (N=8394)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Male</td>
<td>349 (42.1&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>3545 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>716 (57.9)</td>
<td>4738 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than high school</td>
<td>114 (11.3)</td>
<td>193 (4.0)</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>243 (29.7)</td>
<td>1039 (17.6)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>445 (44.6)</td>
<td>2413 (39.2)</td>
<td></td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>262 (14.4)</td>
<td>4621 (39.2)</td>
<td></td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-24</td>
<td>76 (20.3)</td>
<td>225 (9.4)</td>
<td></td>
</tr>
<tr>
<td>25-44</td>
<td>328 (36.1)</td>
<td>2108 (32.9)</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>475 (36.4)</td>
<td>3384 (41.9)</td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>181 (7.2)</td>
<td>2514 (15.8)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>223 (22.7)</td>
<td>929 (13.5)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>450 (51.3)</td>
<td>5439 (69.1)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>214 (15.8)</td>
<td>881 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>66 (5.1)</td>
<td>274 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>48 (5.1)</td>
<td>350 (5.5)</td>
<td></td>
</tr>
<tr>
<td>Household income (US $), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>528 (46.8)</td>
<td>564 (8.0)</td>
<td></td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>200 (21.7)</td>
<td>801 (8.6)</td>
<td></td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>129 (13.8)</td>
<td>991 (13.1)</td>
<td></td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>80 (10.4)</td>
<td>1615 (20.9)</td>
<td></td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>70 (7.2)</td>
<td>3666 (49.3)</td>
<td></td>
</tr>
<tr>
<td>Residency, n (%)</td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Urban</td>
<td>970 (86.8)</td>
<td>7435 (87.2)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>117 (13.2)</td>
<td>959 (12.8)</td>
<td></td>
</tr>
<tr>
<td>Census region, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Northeast</td>
<td>194 (17.8)</td>
<td>1252 (17.5)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>193 (21.2)</td>
<td>1503 (20.9)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>365 (29.5)</td>
<td>3657 (38.6)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>335 (31.5)</td>
<td>1982 (23.0)</td>
<td></td>
</tr>
<tr>
<td>Internet access diversity, n (%)</td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>One way to access internet</td>
<td>444 (31.2)</td>
<td>3289 (32.4)</td>
<td></td>
</tr>
<tr>
<td>More than one way to access</td>
<td>643 (68.8)</td>
<td>5105 (67.6)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Chi-square tests were conducted to obtain P values adjusted for sampling weights.

<sup>b</sup>Percentages were weighted by jackknife weighting methods to represent US population-level estimates.

<sup>c</sup>Not available.

We investigated eHealth tools adoption rates among Medicaid and non-Medicaid populations. Table 2 shows the frequencies and weighted proportions of respondents by eHealth tools adoption scores. The higher scores suggest a better adoption and utilization of eHealth tools. Chi-square test results suggested no statistically significant disparity between Medicaid and
non-Medicaid respondents for sharing information, decision making, OPPC, or BRM, with exceptions for BRM in 2017 and OPPC in 2018. In the Medicaid population, the respondents were densely distributed in the score “0” of HIM with a range of 51.1% to 64.9%, which was 11.2% to 17.5% higher than that of the non-Medicaid population ($P<.001$). In 2018, 42.1% of Medicaid respondents had a 0 score for MHSR, which is 7.7% higher than non-Medicaid ($P=.02$). However, in 2019, the proportion of Medicaid respondents who reported a MHSR score of 0 dropped to 27.9%, only 0.8% higher than that of non-Medicaid. The proportions of Medicaid respondents were 7.8% and 9.4% less in scores 2 and 3 for MHSR compared to those of the non-Medicaid population ($P<.001$). Contrary to HIM and MHSR, Medicaid respondents had significantly higher SMHI adoption rates than non-Medicaid respondents in 2018 (8% higher, $P=.01$) and 2019 (10.1% higher, $P=.01$).
Table 2. The frequency and weighted prevalence of eHealth tools adoption among Medicaid and non-Medicaid populations from 2017 to 2019.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMa (N=2228)</td>
<td>NMb (N=2405)</td>
<td>NMc (N=2208)</td>
<td>NMd (N=2851)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI score, n (%)</td>
<td>0.94</td>
<td>0.81</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>221 (81.2)</td>
<td>1738 (80.3)</td>
<td>221 (80.5)</td>
<td>1816 (78.5)</td>
</tr>
<tr>
<td>1</td>
<td>55 (16.2)</td>
<td>418 (17.3)</td>
<td>60 (15.7)</td>
<td>493 (18.0)</td>
</tr>
<tr>
<td>2</td>
<td>7 (2.6)</td>
<td>70 (2.3)</td>
<td>18 (3.8)</td>
<td>88 (3.5)</td>
</tr>
<tr>
<td>DM score, n (%)</td>
<td>0.69</td>
<td>0.54</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>162 (60.4)</td>
<td>1429 (62.6)</td>
<td>168 (60.9)</td>
<td>1400 (58.0)</td>
</tr>
<tr>
<td>1</td>
<td>110 (37.4)</td>
<td>696 (33.9)</td>
<td>105 (32.4)</td>
<td>851 (36.9)</td>
</tr>
<tr>
<td>2</td>
<td>10 (2.2)</td>
<td>85 (3.5)</td>
<td>22 (6.7)</td>
<td>137 (5.1)</td>
</tr>
<tr>
<td>HIM score, n (%)</td>
<td>0.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>172 (61.2)</td>
<td>986 (44.3)</td>
<td>176 (64.9)</td>
<td>1029 (47.4)</td>
</tr>
<tr>
<td>1</td>
<td>78 (30.8)</td>
<td>688 (31.0)</td>
<td>78 (25.9)</td>
<td>690 (26.6)</td>
</tr>
<tr>
<td>2</td>
<td>33 (8.0)</td>
<td>549 (24.7)</td>
<td>41 (9.2)</td>
<td>663 (26.0)</td>
</tr>
<tr>
<td>BRM score, n (%)</td>
<td>&lt;.001</td>
<td>.08</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>218 (83.0)</td>
<td>1414 (67.0)</td>
<td>216 (74.7)</td>
<td>1492 (66.0)</td>
</tr>
<tr>
<td>1</td>
<td>54 (14.0)</td>
<td>654 (27.0)</td>
<td>66 (20.9)</td>
<td>720 (27.6)</td>
</tr>
<tr>
<td>2</td>
<td>10 (2.9)</td>
<td>156 (5.9)</td>
<td>17 (4.4)</td>
<td>189 (6.4)</td>
</tr>
<tr>
<td>MHSR score, n (%)</td>
<td>0.07</td>
<td>0.02</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>117 (44.1)</td>
<td>789 (34.4)</td>
<td>121 (42.1)</td>
<td>802 (34.4)</td>
</tr>
<tr>
<td>1</td>
<td>80 (26.3)</td>
<td>565 (24.4)</td>
<td>73 (23.6)</td>
<td>560 (20.1)</td>
</tr>
<tr>
<td>2</td>
<td>54 (18.7)</td>
<td>451 (22.1)</td>
<td>67 (22.7)</td>
<td>490 (22.6)</td>
</tr>
<tr>
<td>3</td>
<td>33 (10.9)</td>
<td>421 (19.1)</td>
<td>35 (11.6)</td>
<td>529 (22.9)</td>
</tr>
<tr>
<td>SMHI score, n (%)</td>
<td>0.14</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>137 (48.0)</td>
<td>1369 (57.7)</td>
<td>146 (48.0)</td>
<td>1385 (56.0)</td>
</tr>
<tr>
<td>1</td>
<td>98 (40.3)</td>
<td>590 (29.2)</td>
<td>86 (29.4)</td>
<td>711 (32.2)</td>
</tr>
<tr>
<td>2</td>
<td>28 (7.2)</td>
<td>201 (9.6)</td>
<td>45 (17.2)</td>
<td>214 (9.3)</td>
</tr>
<tr>
<td>3</td>
<td>20 (4.4)</td>
<td>65 (3.5)</td>
<td>18 (5.4)</td>
<td>73 (2.5)</td>
</tr>
<tr>
<td>OPPCK score, n (%)</td>
<td>0.21</td>
<td>&lt;.001</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>155 (53.8)</td>
<td>966 (44.9)</td>
<td>159 (62.8)</td>
<td>995 (44.9)</td>
</tr>
<tr>
<td>1</td>
<td>71 (27.6)</td>
<td>634 (28.7)</td>
<td>76 (19.1)</td>
<td>669 (25.7)</td>
</tr>
<tr>
<td>2</td>
<td>37 (10.8)</td>
<td>410 (18.2)</td>
<td>33 (9.6)</td>
<td>453 (18.4)</td>
</tr>
<tr>
<td>3</td>
<td>21 (7.8)</td>
<td>215 (8.2)</td>
<td>27 (8.6)</td>
<td>276 (11.0)</td>
</tr>
</tbody>
</table>

aM: Medicaid population.

bNM: non-Medicaid population.

cChi-square tests were conducted to obtain \( P \) values adjusted for sampling weights.

dSI: sharing information.

eNot available.

fDM: decision making.

gHIM: health information management.

hBRM: buy or refill medicine.
Multimedia Appendix 4 shows that the effects of Medicaid status on BRM and OPPC were attenuated after adjusting multiple covariates. Consistent with Table 2, Medicaid beneficiaries were significantly less likely to use eHealth tools for HIM (OR 0.64, 95% CI 0.50-0.82) and MHSR (OR 0.63, 95% CI 0.53-0.76), but more likely for SMHI (OR 1.35, 95% CI 1.12-1.63). To address RO3, we further assessed the factor effects such as demographic, socioeconomic, health, and internet access on these three eHealth categories in the Medicaid and non-Medicaid populations independently. Table 3 and 4 shows that in the non-Medicaid population, HIM and MHSR were more likely to be adopted by individuals who were female, were well educated, had high-income households, and had more than one source of internet access. Having cardiovascular disease or depression was also significantly associated with HIM and MHSR. Among the non-Medicaid respondents, the SMHI was significantly associated with factors such as gender, race, age, depression, and internet access diversity (Table 5). However, there were fewer factors significantly associated with eHealth tools adoption among the Medicaid respondents. Education (P=.03), CVD risk (OR 2.16, 95% CI 1.18-3.93; P=.01), depression (OR 1.67, 95% CI 1.07-2.6; P=.02), and internet access diversity (OR 2.87, 95% CI 1.55-5.30; P=.001) were factors significantly associated with HIM (Table 3). Education (P=.02), CVD risk (OR 2.55, 95% CI 1.52-4.3; P<.001) and internet access diversity (OR 2.72, 95% CI 1.69-4.38; P<.001) were factors significantly associated with MHSR (Table 4). Internet access (OR 1.98, 95% CI 1.26-3.11; P=.004) was the only significant factor associated with SMHI (Table 5).
Table 3. The odds ratio of predictors for health information management via eHealth tools among Medicaid and non-Medicaid participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medicaid OR (95% CI)</th>
<th>P value</th>
<th>Non-Medicaid OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>Ref</td>
<td>.01</td>
<td>Ref</td>
<td>.01</td>
</tr>
<tr>
<td>2018</td>
<td>1.23 (0.68-2.22)</td>
<td>_b</td>
<td>0.95 (0.79-1.15)</td>
<td>—</td>
</tr>
<tr>
<td>2019</td>
<td>2.22 (1.29-3.80)</td>
<td>—</td>
<td>1.24 (1.03-1.49)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>.83</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>0.95 (0.57-1.58)</td>
<td>—</td>
<td>1.36 (1.15-1.60)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>.80</td>
<td>Ref</td>
<td>.02</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.43 (0.72-2.84)</td>
<td>—</td>
<td>0.92 (0.69-1.22)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.31 (0.72-2.37)</td>
<td>—</td>
<td>0.69 (0.51-0.95)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>0.83 (0.32-2.16)</td>
<td>—</td>
<td>1.10 (0.65-1.86)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1.31 (0.37-4.65)</td>
<td>—</td>
<td>1.59 (1.04-2.44)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>Ref</td>
<td>.03</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school graduate</td>
<td>0.84 (0.34-2.09)</td>
<td>—</td>
<td>1.71 (0.95-3.07)</td>
<td>—</td>
</tr>
<tr>
<td>Some college</td>
<td>1.68 (0.68-4.14)</td>
<td>—</td>
<td>2.85 (1.56-5.23)</td>
<td>—</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>2.33 (0.91-5.92)</td>
<td>—</td>
<td>4.37 (2.48-7.70)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Ref</td>
<td>.72</td>
<td>Ref</td>
<td>.06</td>
</tr>
<tr>
<td>25-44</td>
<td>1.58 (0.66-3.80)</td>
<td>—</td>
<td>1.54 (1.01-2.35)</td>
<td>—</td>
</tr>
<tr>
<td>45-64</td>
<td>1.46 (0.55-3.85)</td>
<td>—</td>
<td>1.37 (0.91-2.06)</td>
<td>—</td>
</tr>
<tr>
<td>65+</td>
<td>1.63 (0.55-4.86)</td>
<td>—</td>
<td>1.18 (0.76-1.82)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Census region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>Ref</td>
<td>.55</td>
<td>Ref</td>
<td>.03</td>
</tr>
<tr>
<td>Midwest</td>
<td>1.36 (0.70-2.66)</td>
<td>—</td>
<td>1.22 (0.95-1.56)</td>
<td>—</td>
</tr>
<tr>
<td>South</td>
<td>1.50 (0.69-3.27)</td>
<td>—</td>
<td>1.21 (0.93-1.58)</td>
<td>—</td>
</tr>
<tr>
<td>West</td>
<td>0.95 (0.46-1.99)</td>
<td>—</td>
<td>1.46 (1.14-1.87)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Residency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>Ref</td>
<td>.90</td>
<td>Ref</td>
<td>.01</td>
</tr>
<tr>
<td>Rural</td>
<td>0.96 (0.49-1.87)</td>
<td>—</td>
<td>0.71 (0.55-0.90)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Household income (US $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>Ref</td>
<td>.23</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.85 (0.47-1.55)</td>
<td>—</td>
<td>1.09 (0.69-1.73)</td>
<td>—</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.76 (0.95-3.25)</td>
<td>—</td>
<td>1.48 (0.89-2.44)</td>
<td>—</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.40 (0.68-2.91)</td>
<td>—</td>
<td>1.56 (0.96-2.54)</td>
<td>—</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>1.79 (0.70-4.56)</td>
<td>—</td>
<td>1.94 (1.20-3.13)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Cardiovascular disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.01</td>
<td>Ref</td>
<td>.01</td>
</tr>
<tr>
<td>Yes</td>
<td>2.16 (1.18-3.93)</td>
<td>—</td>
<td>1.29 (1.07-1.56)</td>
<td>—</td>
</tr>
<tr>
<td>Variable</td>
<td>Medicaid</td>
<td>Non-Medicaid</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>OR(^a) (95% CI)</td>
<td>OR (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.02</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1.67 (1.07-2.60)</td>
<td>—</td>
<td>1.41 (1.18-1.68)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Internet access diversity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One way to access internet</td>
<td>Ref</td>
<td>.001</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>More than one way to access</td>
<td>2.87 (1.55-5.30)</td>
<td>—</td>
<td>1.45 (1.18-1.78)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)Not available.
Table 4. The odds ratio of predictors for mobile health for self-regulation among Medicaid and non-Medicaid participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medicaid</th>
<th>Non-Medicaid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR^2 (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>Ref</td>
<td>.10</td>
</tr>
<tr>
<td>2018</td>
<td>1.28 (0.73-2.24)</td>
<td>.0b</td>
</tr>
<tr>
<td>2019</td>
<td>1.73 (1.04-2.88)</td>
<td>—</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>.21</td>
</tr>
<tr>
<td>Female</td>
<td>1.37 (0.83-2.26)</td>
<td>—</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>.57</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.47 (0.85-2.54)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.35 (0.57-3.19)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>1.55 (0.45-5.27)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>0.78 (0.33-1.81)</td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>Ref</td>
<td>.02</td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.14 (0.44-2.99)</td>
<td>—</td>
</tr>
<tr>
<td>Some college</td>
<td>0.78 (0.31-1.97)</td>
<td>—</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>1.82 (0.65-5.11)</td>
<td>—</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Ref</td>
<td>.37</td>
</tr>
<tr>
<td>25-44</td>
<td>0.59 (0.23-1.50)</td>
<td>—</td>
</tr>
<tr>
<td>45-64</td>
<td>0.47 (0.18-1.26)</td>
<td>—</td>
</tr>
<tr>
<td>65+</td>
<td>0.45 (0.18-1.15)</td>
<td>—</td>
</tr>
<tr>
<td>Census region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>Ref</td>
<td>.99</td>
</tr>
<tr>
<td>Midwest</td>
<td>1.02 (0.50-2.09)</td>
<td>—</td>
</tr>
<tr>
<td>South</td>
<td>0.94 (0.46-1.89)</td>
<td>—</td>
</tr>
<tr>
<td>West</td>
<td>1.03 (0.47-2.30)</td>
<td>—</td>
</tr>
<tr>
<td>Residency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>Ref</td>
<td>.97</td>
</tr>
<tr>
<td>Rural</td>
<td>1.01 (0.51-2.03)</td>
<td>—</td>
</tr>
<tr>
<td>Household income (US $)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>Ref</td>
<td>.44</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>1.27 (0.75-2.17)</td>
<td>—</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.28 (0.56-2.89)</td>
<td>—</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.95 (0.75-5.08)</td>
<td>—</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>2.14 (0.80-5.69)</td>
<td>—</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2.55 (1.52-4.30)</td>
<td>—</td>
</tr>
<tr>
<td>Variable</td>
<td>Medicaid OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.18</td>
</tr>
<tr>
<td>Yes</td>
<td>1.34 (0.87-2.05)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Internet access diversity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One way to access internet</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>More than one way to access</td>
<td>2.72 (1.69-4.38)</td>
<td>—</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bNot available.
Table 5. The odds ratio of predictors for social media for health information among Medicaid and non-Medicaid participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medicaid</th>
<th>Non-Medicaid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR² (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>Ref</td>
<td>.07</td>
</tr>
<tr>
<td>2018</td>
<td>1.79 (1.04-3.10)</td>
<td>.07 b</td>
</tr>
<tr>
<td>2019</td>
<td>1.95 (1.05-3.63)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>.18</td>
</tr>
<tr>
<td>Female</td>
<td>1.36 (0.86-2.14)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>.06</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.37 (0.72-2.63)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.54 (0.82-2.89)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>3.57 (1.28-9.97)</td>
<td>—</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1.86 (0.82-4.24)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>Ref</td>
<td>.21</td>
</tr>
<tr>
<td>High school graduate</td>
<td>0.70 (0.32-1.51)</td>
<td>—</td>
</tr>
<tr>
<td>Some college</td>
<td>0.95 (0.45-2.04)</td>
<td>—</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>1.27 (0.59-2.72)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Ref</td>
<td>.06</td>
</tr>
<tr>
<td>25-44</td>
<td>1.29 (0.61-2.73)</td>
<td>—</td>
</tr>
<tr>
<td>45-64</td>
<td>1.45 (0.68-3.06)</td>
<td>—</td>
</tr>
<tr>
<td>65+</td>
<td>0.59 (0.23-1.50)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Census region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>Ref</td>
<td>.16</td>
</tr>
<tr>
<td>Midwest</td>
<td>1.96 (1.03-3.72)</td>
<td>—</td>
</tr>
<tr>
<td>South</td>
<td>1.73 (0.92-3.26)</td>
<td>—</td>
</tr>
<tr>
<td>West</td>
<td>1.67 (0.88-3.15)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Residency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>Ref</td>
<td>.44</td>
</tr>
<tr>
<td>Rural</td>
<td>0.71 (0.29-1.75)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Household income (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>Ref</td>
<td>.97</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.96 (0.50-1.87)</td>
<td>—</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.15 (0.67-1.95)</td>
<td>—</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>0.94 (0.42-2.11)</td>
<td>—</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>0.99 (0.45-2.16)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Cardiovascular disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.85</td>
</tr>
<tr>
<td>Yes</td>
<td>1.04 (0.68-1.58)</td>
<td>—</td>
</tr>
</tbody>
</table>
Discussion

According to Ambrosi and colleagues [33], the digital divide can be operationalized in multiple forms. The most common way of defining the digital divide relates to the inequalities of ICT access, for example, complete lack of access to the internet or a smart device. Findings from this study suggest that the Medicaid population is at higher odds of having no access to the internet when compared to the non-Medicaid population. Though worthy of attention and immediate addressing, the elimination or significant reduction of this type of disparity will be an undertaking that will likely not happen in the near future. The second form of the digital divide is caused by different use patterns among individuals who already have access to ICT. An example is people who only use the basic functions (talk and texting) within a smartphone that has many more available features. The key objectives of our study focused on the latter scenario and aimed at assessing the profiles and patterns of digital inequality between the Medicaid and the non-Medicaid populations with some form of internet access on a national level in the United States. We found that the Medicaid population had lower adoption on HIM and MHSR than the non-Medicaid population, which is consistent with a previous study about the effect of socioeconomic status [34]. According to Venkatesh and colleagues’ unified theory of acceptance and use of technology (UTAUT), effort expectancy (degree of ease of use of technology) and social influence are important direct factors that are positively associated with the intention and behavior of consumers' technology adoption [35]. Underserved populations like that of Medicaid beneficiaries may perceive eHealth tools to be a more challenging resource to adopt due to lower education as well as eHealth literacy, the ability to access, process, understand, and use the features of the technology [36]. Social influence may also play a critical role in limiting Medicaid participants’ use of smart devices to full capacity, though the effect of social influence has not been widely tested among the Medicaid population. Interestingly, we found that the Medicaid population was more likely to use social media to engage in health-related activities. The barriers for underserved communities to regularly access medical resources may push Medicaid participants to use social media as a cost-effective alternative source of medical information. This increased adoption of social media use among the Medicaid population could be a potential double-edged sword. On the one hand, the low quality of medical information on social media may mislead patients to avoid seeking treatment from regular health professionals. Conversely, well-designed social media interventions that specifically target underserved populations could be developed to promote eHealth technology adoption and eHealth literacy through social media. The challenge of this approach is that current social media artificial intelligence and machine learning algorithms may not have the ability to differentiate social media posts that are beneficial and detrimental to users’ understanding of health. Therefore, increased exposure to social media interventions may also increase exposure to misleading social media posts.

Several studies have examined the predictors of eHealth tasks or tools adoption among the general population [8,34,37]. Being female, being younger, and having higher income was consistently associated with higher eHealth adoption in general populations, which is consistent with our results based on the non-Medicaid population. However, these factors were not significantly associated with any of the three major eHealth categories: HIM, MHSR, and SMHI. The attenuation of these factor effects in underserved populations was also reported in several studies [38,39], but none has compared the factor effects of underserved populations to their counterparts, nor have they explained the reason. It is possible that the use of eHealth tools among underserved populations like Medicaid beneficiaries was determined by other key factors (eg, effort expectancy and social influence), of which the levels do not vary much across subgroups of gender, age, or income level. Unlike income, attained education was significantly associated with both HIM and MHSR, and the effects were not monotonically increasing with higher education level. Therefore, education may not be the factor directly influencing eHealth tools adoption among this population, or the effect of education was confounded by hidden factors. Medicaid beneficiaries with CVD risk were significantly more likely to engage in HIT and use an eHealth app for health benefits. On the other hand, Medicaid participants with depression demonstrated significantly higher odds only in HIM. The adoption of MHSR involves more self-discipline and motivation, which might be a hurdle for depressive Medicaid respondents to use their smart devices for health-related purposes. This also leaves room for developing interventions or tools to facilitate depressive patients to monitor their mental health and improve their adoption of eHealth tools to monitor their physical health as well. Finally, findings suggest that

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medicaid OR (95% CI)</th>
<th>P value</th>
<th>Non-Medicaid OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.51</td>
<td>Ref</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1.18 (0.71-1.97)</td>
<td></td>
<td>1.54 (1.28-1.86)</td>
<td></td>
</tr>
<tr>
<td>Internet access diversity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One way to access internet</td>
<td>Ref</td>
<td>.004</td>
<td>Ref</td>
<td>.01</td>
</tr>
<tr>
<td>More than one way to access</td>
<td>1.98 (1.26-3.11)</td>
<td></td>
<td>1.33 (1.09-1.61)</td>
<td></td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bNot available.
enhancing internet access diversity was significantly associated with improving HIM, MHSR, and SMHI among both Medicaid and non-Medicaid groups. The odds ratios of shifting internet access from a single source to multiple sources were almost doubled among the Medicaid population compared to their counterparts. Internet access diversity, aligned with infrastructure and supports, may determine the facilitating conditions which directly influence the technology use behaviors based on UTAUT [35]. Thus, providing underserved populations with more sources to access the internet or smart devices (eg, cheap 4G data plan, free public WiFi hot spot, affordable Android smartphone) could be a cost-effective means to improve their eHealth adoption and use. In fact, the Lifeline program, which has been providing discounts on phone service for low-income consumers starting in 1985, has adopted broadband (3G) as a support service since 2016 [40]. As such, increasing awareness of the Federal Communications Commission's Lifeline program is an immediate short-term goal to increase access to smartphones and broadband internet for families eligible for Medicaid.

We believe our study has several strengths. To our best knowledge, this study is the first to investigate eHealth technology and tools adoption among underserved populations, especially the Medicaid enrollees, at the national level in the United States. Therefore, sample selection bias was greatly reduced compared to studies that recruited a small sample size of local participants [38,39]. Additionally, we assessed eHealth technology and tools adoption using seven composite scores constructed from 19 items, which provides a comprehensive picture and reduces measurement errors from using single items. Finally, providing increased attention on this topic will hopefully open a new area of research that may have profound effects on the nation's health and economy. Given the above important contributions to the literature, we acknowledge the limitations of the study. Like other studies using HINTS data sets, our study is based on cross-sectional surveys. Therefore, it could not account for all confounding variables or evaluate causal relationships. The questionnaires designed by HINTS were not suitable to investigate the psychometric constructs that impact eHealth technology adoption directly. In addition, the HINTS data are based on self-reported data from respondents. We are unable to confirm if their answers to the eHealth-related questions were without errors. We found a small portion of respondents reported never accessing the internet, but they also reported a positive response to eHealth technology utilization, though we have excluded those respondents to eliminate spuriousness.

To effectively reduce the disparities in eHealth tools adoption between underserved populations and their counterparts, certain factors must be taken into account when developing interventions or infrastructures for Medicaid beneficiaries. Our study offers initial insights into the factors among the nation’s underserved population. Nevertheless, the fundamental drivers of eHealth use among the Medicaid population may not be fully revealed yet. In addition to confirming this study's findings, future studies should take our investigation to a more granular level and examine the intention and behaviors of eHealth tools utilization among underserved populations under the framework of existing models such as UTAUT. Additionally, the effects of interventions aimed at improving eHealth utilization (eg, improving internet access diversity) could be studied more closely to further validate our findings.
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Abstract

Background: Social media provides the potential to engage a wide audience about scientific research, including the public. However, little empirical research exists to guide health scientists regarding what works and how to optimize impact. We examined the social media campaign #datasaveslives established in 2014 to highlight positive examples of the use and reuse of health data in research.

Objective: This study aims to examine how the #datasaveslives hashtag was used on social media, how often, and by whom; thus, we aim to provide insights into the impact of a major social media campaign in the UK health informatics research community and further afield.

Methods: We analyzed all publicly available posts (tweets) that included the hashtag #datasaveslives (N=13,895) on the microblogging platform Twitter between September 1, 2016, and August 31, 2017. Using a combination of qualitative and quantitative analyses, we determined the frequency and purpose of tweets. Social network analysis was used to analyze and visualize tweet sharing (retweet) networks among hashtag users.

Results: Overall, we found 4175 original posts and 9720 retweets featuring #datasaveslives by 3649 unique Twitter users. In total, 66.01% (2756/4175) of the original posts were retweeted at least once. Higher frequencies of tweets were observed during the weeks of prominent policy publications, popular conferences, and public engagement events. Cluster analysis based on retweet relationships revealed an interconnected series of groups of #datasaveslives users in academia, health services and policy, and charities and patient networks. Thematic analysis of tweets showed that #datasaveslives was used for a broader range of purposes than indexing information, including event reporting, encouraging participation and action, and showing personal support for data sharing.

Conclusions: This study shows that a hashtag-based social media campaign was effective in encouraging a wide audience of stakeholders to disseminate positive examples of health research. Furthermore, the findings suggest that the campaign supported community building and bridging practices within and between the interdisciplinary sectors related to the field of health data science and encouraged individuals to demonstrate personal support for sharing health data.

(J Med Internet Res 2021;23(2):e16348) doi:10.2196/16348
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**Introduction**

**Social Media Use by Academics**

Social media platforms such as Twitter, LinkedIn, and Facebook have changed the way scientists interact with others, both socially and professionally. Although the specifics may vary between individuals, platforms, and scientific disciplines [1], common scholarly purposes for using social media among academics include discovering peers and enhancing collaboration, sharing links or citations to their own or others work, communicating the proceedings of conferences and meetings, raising their own profiles, engaging in discussions and keeping up to date with scholarly work, answering questions and solving problems, and discovering job opportunities [2-13].

There is also a growing interest in using social media to engage a wider audience about scientific research, including the public [6,14,15]. A recent scoping review of health scientists’ strategies by Fontaine et al [16] identified 9 types of science communication strategies used by health scientists, directed at areas such as content, engagement, intention, presentation, and statistics. However, the same review concluded that empirical studies in this field were lacking, representing a missed opportunity to understand how to optimize science communication strategies.

**A Social Media Campaign for Health Informatics Research: #datasaveslives**

The social media campaign #datasaveslives [17] was established in 2014 by the Northern England branch of the Farr Institute for Health Informatics Research, a publicly funded, UK-wide research collaboration involving academic institutions and health partners. The campaign started with a simple goal: to promote the positive use of data in health research on social media. A select group of academic organizations belonging to, or affiliated with, the Farr Institute subsequently formally adopted #datasaveslives as part of their communications and stakeholder engagement strategies [18]. These supporters then encouraged a wider audience of people who supported health data research to use the hashtag #datasaveslives on social media sites (primarily Twitter) to index and share examples that demonstrate how health data from patient records and other sources could be used to create public health benefits. The second objective is to spark interest and dialog about using health data for research purposes among wider audiences, including patients, members of the public, health care professionals, and policy makers.

**About Twitter**

Twitter is a popular microblogging social media platform founded in 2006 [19]. It allows users to post short messages (previously 140 characters, more recently extended to 280) known as tweets, which may also include URL links, multimedia content (eg, images or videos) and/or references to other users (signified using the @ symbol, plus a username). Hashtags may also be used by assigning the # character to a term of their choice; this is a useful way of indexing and searching for tweets on a similar topic. Users can view and engage with tweets in a number of ways, including liking, replying to, and sharing (retweeting) others’ posts. They can also follow others to subscribe to see their tweets. Tweets are public by default, although users can change their settings at any time to restrict their visibility to their Twitter followers. Users can also choose to write a short description about themselves (known as a bio) and add their location.

**Study Aim**

The aim of this study is to examine how the #datasaveslives hashtag has been used on Twitter in the context of the use of data in health research and by whom. The analysis will determine how often the hashtag has been used and shared and examine the content posted alongside the hashtag to determine the range of purposes for its use. This will provide insights into the strategic use of social media campaigns by academics and explore their potential for encouraging wider dialog within and between scientific communities and broader audiences.

Specifically, the following objectives (and research questions in brackets) were defined:

1. Determine the frequency of tweets and retweets featuring the hashtag #datasaveslives, including the most frequently shared tweets (how often was #datasaveslives tweeted?).
2. Characterize the range of stakeholder groups that use and share #datasaveslives and visualize retweet relationships between users (who tweets #datasaveslives and how were tweets shared between users?).
3. Identify and explore the different purposes that people used #datasaveslives for when tweeting (what did people use #datasaveslives to tweet about?).

**Methods**

**Design and Objectives**

We used a mixed methods design, combining elements of descriptive statistics, social network analysis, and qualitative research. This approach, which used a combination of qualitative and quantitative analysis, was adopted to allow a richer analysis of Twitter posts, over and above what could be achieved by available social media analytics tools.

**Data Set, Variables, and Definitions**

The data set comprised all publicly available tweets (N=13,895) that included the hashtag #datasaveslives posted between September 1, 2016, and August 31, 2017. This year was selected because it was perceived to represent a peak in campaign activity, thereby providing a sufficiently large and diverse sample of tweets for analysis. These were procured from Twitter’s historical data service in January 2018.

The following variables pertaining to the tweet text and metadata associated with the tweet were retained for the analysis: tweet ID, tweet text (body), a list of hashtags included in tweets, number of retweets, and date posted (recoded into day, month, and year).

Twitter classifies each tweet as either an original post or a share. Posts were defined as tweets where the user either created a new tweet with their own original text or where a user shared another user’s tweet and added new text to accompany it (quote tweets).
tweets). Shares (more commonly referred to as retweets) referred to cases when the user had shared a post created by another user with their followers without changing or adding new text. In all cases, tweets were only included if they referenced #datasaveslives somewhere in the body of the tweet, whether in the shared text or the text newly added by the user.

Where available, we also retained the following data pertaining to individual users who posted tweets, specifically: username, bio (optional self-written text about the user in 160 characters or less), friend count (users they had elected to follow), and follower count (users who had elected to follow them).

For analysis purposes, we defined official supporters as the 6 user accounts belonging to the sites of the Farr Institute and the Connected Health Cities (CHC) programme, all of whom adopted #datasaveslives as part of their formal strategies (@FarrInstitute, @CHCNorth, @HeRC_Farr, @FarrScotland, @FarrCIPHER, and @FarrLondon).

Data Preprocessing and Analysis

Historical Twitter data were preprocessed using Python (version 3.7.2). Briefly, the pandas Python library was used to convert data from a JavaScript Object Notation (JSON) format into a two-dimensional data frame for cleaning, recoding, and validation tasks in preparation for data analysis.

Statistical analyses were completed using RStudio (version 1.1.456). To address objective 1, descriptive statistics were used to determine weekly and monthly frequencies of tweets featuring #datasaveslives and percentages of the most commonly shared tweets (retweets). Pearson R was used to determine the associations between weekly counts for posts and retweets. For the most commonly shared retweets, the total potential reach was estimated by summing the follower count for every user who shared the tweet.

To address objective 2, users were grouped according to tweet frequency, and their characteristics were analyzed in terms of median counts for followers, friends, and posts. Gephi (version 0.9.2), a social network analysis tool, was used to analyze and visualize relationships between users of #datasaveslives. We focused on the retweet network as a way of understanding the sharing practices and underlying network structures between users. Statistics about the overall network and individual vertices were generated based on who retweeted whom, including clustering coefficients and measures of centrality. These were used to produce an undirected network graph visualizing the connections (edges) between users (vertices). To detect communities and calculate modularity, we used the Louvain method for community detection, which has been shown to outperform similar modularity methods in terms of speed and efficiency [20]. The graph was laid out using the Force Atlas layout algorithm. Common words used in user bios and tweet texts were also identified for each cluster (excluding commonly used words, eg, and, or, views).

To address objective 3, thematic analysis [21] was used to analyze the textual content of tweets featuring #datasaveslives qualitatively. Owing to the large size of the data set, it was not deemed practical or necessary to read and code all tweets. All original posts accompanying the hashtag were imported into NVivo 12 [22] for analysis. After reading a convenience sample of tweets (the first 200 tweets in date order), we defined an initial coding structure, covering the range of purposes tweets appeared to be used for. All original posts were sorted using the random number generator function in Microsoft Excel and then reviewed, coded, recoded, and collated into key themes in an iterative fashion by LH. Tweets were coded until saturation occurred, that is, until no substantially new themes were found. Approximately 1000 tweets were manually reviewed in total. The final set of themes was decided upon following a discussion between the authors.

Ethics and Governance

Data were collected and processed in line with Twitter’s terms and conditions. As this information was nonsensitive and already in the public domain, formal ethical approvals were not required to complete the project.

On advice from our university’s research ethics office and in line with wider social media research guidelines [23], we took the following measures to protect Twitter users’ privacy and confidentiality expectations: first, only tweets of users with accounts set to public were included in the analysis. Second, we gained permission to quote verbatim posts by individual users who were not clearly part of identifiable public groups or bodies or tweeting in an official capacity (eg, government organizations, university departments, heads of department). During the course of identifying popular tweets, we discovered that some posts or accounts had subsequently been deleted by users following the time of data collection; in such cases, tweets were not quoted although they were retained for the purposes of aggregated quantitative and qualitative analyses.

Results

How Often Was #datasaveslives Tweeted?

During the observation period, there were 13,895 tweets containing #datasaveslives (Figure 1). Overall, 30.05% (4175/13,895) were original posts and 69.95% (9720/13,895) were retweets. Among the original posts, 34.80% (1453/4175) were quote tweets. The mean number of total weekly tweets was 267.21 (SD 200.06), although this varied substantially (range 43-994). There was a strong positive correlation between weekly counts for posts and retweets ($r=0.927$, $df=50$; $P<.001$).
The highest number of tweets was observed during the week commencing July 6, 2017 (237 posts and 757 retweets), during which the UK government published a response [24] to a national review of security, consent processes, and opt-outs relevant to health data [25]. During the same week, there were also tweets about public engagement activities at high-profile cultural festivals in Cheshire (Bluedot Festival, England) and Edinburgh (Edinburgh Festival Fringe, Scotland). There were also high frequencies of tweets from official supporters during the week beginning April 20 (week 34), when there was a health informatics conference (Informatics for Health) hosted in Manchester in England.

Overall, 6 of the 10 most frequently shared tweets were from accounts associated with organizations, networks, or events (Table 1): only 1 originated from the account of an official supporter (@HerC_Farr). There was a modest, though significant, positive correlation between retweet count and follower count ($r=0.214$, $df=4173$; $P<.001$).
Table 1. The top 10 most frequently shared tweets.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Username and bio</th>
<th>Tweeta</th>
<th>Retweets, n</th>
<th>Groupb</th>
<th>Total potential follower reach, nc</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>@NHSDigital; Information and technology for better health and care</td>
<td>“Without data, this wouldn’t be possible. We welcome the Gov’t’s response to @NDGoffice review #DataSavesLives”</td>
<td>58</td>
<td>7</td>
<td>274,311</td>
</tr>
<tr>
<td>2</td>
<td>@wellcometrust; We’re a charitable foundation that exists to improve health for everyone. We support thousands of scientists &amp; researchers, spark debate &amp; take on big problems</td>
<td>“#DataSavesLives Our open letter from charities following the Government’s response to the Caldicott Review”</td>
<td>51</td>
<td>3</td>
<td>206,171</td>
</tr>
<tr>
<td>3</td>
<td>Bio not available</td>
<td>Not available. Tweet deleted by the user</td>
<td>50</td>
<td>N/Ad</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>@HeRC_Farr; An academic, NHS &amp; Industry Partnership: Harnessing health data for patient and public benefit. #datasaveslives</td>
<td>“Remembering Alan Turing today, on his anniversary. An incredible scientist and human being, and an original believer in #datasaveslives”</td>
<td>41</td>
<td>1</td>
<td>52,544</td>
</tr>
<tr>
<td>5</td>
<td>@NHSEngland; Health and high quality care for all, now and for future generations</td>
<td>“Better use of data means you don’t have to tell your story again and again to doctors and nurses #DataSavesLives”</td>
<td>40</td>
<td>10</td>
<td>212,478</td>
</tr>
<tr>
<td>6</td>
<td>@NMRPerrin; Leading new Understanding Patient Data initiative. Interested in all things data, with a bit of science policy on the side</td>
<td>“Using patient data is vital to improve health+care for us all #datasaveslives”</td>
<td>38</td>
<td>3</td>
<td>35,532</td>
</tr>
<tr>
<td>7</td>
<td>@NMRPerrin; as above</td>
<td>“Come + work with me! Understanding Patient Data team is recruiting a new policy/comms officer #datasaveslives”</td>
<td>37</td>
<td>3</td>
<td>138,791</td>
</tr>
<tr>
<td>8</td>
<td>@SMHRN1; Scottish MH Research Network-supporting excellence in mental health studies as part of NHS Research Scotland</td>
<td>“Register now for our Annual Scientific Meeting- Research in the Digital Age #DataSavesLives”</td>
<td>36</td>
<td>2</td>
<td>62,589</td>
</tr>
<tr>
<td>9</td>
<td>@INTEROpenAPI; Leading organizations supporting patients clinicians &amp; new care models. Accelerating the delivery of #Interoperability #OpenStandards in health &amp; social care</td>
<td>“New #INTEROpen board: an open collaboration of #interoperability networks to drive #OpenStandards in #health &amp; #socialcare #DataSavesLives”</td>
<td>33</td>
<td>4</td>
<td>37,204</td>
</tr>
<tr>
<td>10</td>
<td>Bio not available</td>
<td>Not available. Tweet deleted by the user</td>
<td>31</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aAs of August 31, 2017.
bGroup numbers cross-referenced with Table 3.
cCalculated as the sum of followers across all users who retweeted the original post. This method overestimates the total potential reach as it cannot account for the overlap of followers between users, and in any case, it is unlikely that all followers would view posts.
dN/A: not available.

Who Tweets #datasaveslives?

There were 3649 unique Twitter users who posted or shared content, including #datasaveslives (Table 2). Approximately 1 in 10 (1573/13895, 11.32%) of all #datasaveslives tweets, and 1 in 6 of posts that used original text (421/2722, 15.46%), were by official supporters. The tweet type was significantly associated with an official supporter status; official supporters used posts with original text relatively more often than others (26.76% vs 18.67%; χ²=57.5; P<.001).

Among the 3649 users who posted or shared #datasaveslives at any time during the time window observed, 64.87% (2367/3649) did so only once (range 1-455). Users who tweeted 10 times or more accounted for just 4.88% (178/3649) of users, yet produced 54.33% (7549/13,895) of tweets; 16 users tweeted 100 times or more. This included 5 of the 6 official supporters, plus the accounts of affiliated organizations and projects. A total of 13 of the 16 accounts were associated with groups. In addition to official supporter organizations, these included health charities, professional membership organizations, event organizers, and projects. Notably, one of these frequent tweeters was a patient advocate and campaigner (n=102 tweets).
Table 2. Tweet frequency by tweet type and user type.

<table>
<thead>
<tr>
<th>Tweet type</th>
<th>Tweet frequency by user type, n (%)</th>
<th>Total tweets (n=13,895), n (%)</th>
<th>Total unique users (n=3649), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Official supporter (n=1573)</td>
<td>Other (n=12,322)</td>
<td></td>
</tr>
<tr>
<td>Original posts</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original text</td>
<td>421 (26.76)</td>
<td>2301 (18.67)</td>
<td>2722 (19.60)</td>
</tr>
<tr>
<td>Quote</td>
<td>243 (15.44)</td>
<td>1210 (9.82)</td>
<td>1453 (10.46)</td>
</tr>
<tr>
<td>Shares</td>
<td>Retweet</td>
<td>909 (57.79)</td>
<td>8811 (71.51)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9720 (69.95)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3157 (86.52)</td>
</tr>
</tbody>
</table>

*a Owing to the overlap between users who use posts and shares, this column does not add up to 100%.

How Were Tweets Shared Between Users?

We visualized retweet relationships between Twitter users as an undirected network graph (Figure 2). Retweet connections were created when a user shared content by another user that included the hashtag. The analysis of retweets (n=9720) generated a network of 3392 users and 5749 unique connections between pairs of users (average degree=3.39; average path length=4.02; diameter=12).

Figure 2. Retweet network graph showing relationships between users who tweet and retweet #datasaveslives.

Cluster analysis using the Louvain method of community detection revealed 98 relatively well-connected groups (modularity=0.684). These were arranged in hub and spoke structures, with smaller numbers of relatively more tightly connected users at the center of each group. The 5 largest clusters or groups contained 60.70% (2059/3392) of users in...
We examined the size, users, and words used in user bios for the largest 10 groups yielded by the cluster analysis (Table 3).

Table 3. Users in the #datasaveslives retweet user network by group.

<table>
<thead>
<tr>
<th>Group</th>
<th>Users, n (%)</th>
<th>Most influential organizational user accounts (eigenvector centrality)a</th>
<th>Top 5 words used in user bios (n)</th>
<th>Top 5 words used in user tweets (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>533 (15.71)</td>
<td>@CHCNorth (0.99), @HeRC_Farr (0.82), and The_NHSA (0.35)</td>
<td>Health (154), Manchester (71), research (67), university (64), and science (43)</td>
<td>Data (198), health (189), great (80), #iforh2017 (70) and research (53)</td>
</tr>
<tr>
<td>2</td>
<td>405 (11.94)</td>
<td>@FarrInstitute (1.0), @FarrScotland (0.79), and @FarrCIPHER (0.37)</td>
<td>Health (163), research (154), data (59), university (40), and public (39)</td>
<td>Data (143), health (96), research (51), #iforh2017 (46), and case (37)</td>
</tr>
<tr>
<td>3</td>
<td>399 (11.76)</td>
<td>@Patient_Data (0.43), @AMRC (0.36), and @wellcometrust (0.20)</td>
<td>Research (112), health (98), views (82), policy (44), and care (38)</td>
<td>Data (145), health (122), patient (60), information (57), and using (50).</td>
</tr>
<tr>
<td>4</td>
<td>390 (11.50)</td>
<td>@InteropSummit (0.33), @INTEROPe-nAPI (0.33), and @oht_uk (0.14)</td>
<td>Health (100), views (77), care (72), healthcare (44), and NHSb (40)</td>
<td>#interopsummit (110), #interoperability (53), #interopwarrior (38), care (36), and data (35)</td>
</tr>
<tr>
<td>5</td>
<td>332 (9.79)</td>
<td>@cancerchallscot (0.37), @IHD_Pscot (0.30), and @ProductForge (0.29)</td>
<td>Health (60), Scotland (51), care (38), data (37), and cancer (36)</td>
<td>#cancerdata (74), cancer (61), data (58), great (29), and #hackathon (27)</td>
</tr>
<tr>
<td>6</td>
<td>181 (5.34)</td>
<td>@GreatNorthCare (0.50) and @AHSN_NENC (0.19)</td>
<td>NHS (34), health (33), clinical (22), care (21), and director (17)</td>
<td>NHS (34), health (33), views (32), clinical (22), and care (21)</td>
</tr>
<tr>
<td>7</td>
<td>151 (4.45)</td>
<td>@NHSDigital (0.31), @DeptHealthPress (0.16), and @Soc_Endo (0.13)</td>
<td>Health (26), digital (22), care (15), research (14), and NHS (13)</td>
<td>Views (36), health (26), digital (22), care (15), and research (14)</td>
</tr>
<tr>
<td>8</td>
<td>127 (3.74)</td>
<td>@useMYdata (0.32), @DNA Digest (0.10), and @abdiagnosis (0.09)</td>
<td>Cancer (54), breast (29), research (27), health (18), and advocate (13)</td>
<td>Cancer (54), breast (29), research (27), health (18), and views (17)</td>
</tr>
<tr>
<td>9</td>
<td>117 (3.45)</td>
<td>@UoLCardioEpi (0.18), @LabKey (0.04), and @HealthSciYork (0.02)</td>
<td>Research (24), care (4), health (14), cardiovascular (13), and university (10)</td>
<td>Research (24), care (14), health (14), cardiovascular (13), and views (13)</td>
</tr>
<tr>
<td>10</td>
<td>110 (3.24)</td>
<td>@NHSEngland (0.17), @MedineGov (0.10), and @CURE_ScHARR (0.04)</td>
<td>Health (23), care (16), views (13), NHS (12), research (9), and health-care (9)</td>
<td>Health (23), care (16), views (13), NHS (12), and research (9)</td>
</tr>
</tbody>
</table>

aMaximum of 3 users in the top 10 accounts.
bNHS: National Health Service.

Closer examination indicated some distinctions between groups 1 and 2. Group 1 users were more strongly affiliated with Northern England (particularly Manchester), whereas group 2 users frequently referenced places, organizations, and events located in Scotland. Group 1 was closely connected with group 5, which had a distinct topic focus on cancer data. Group 2 showed a stronger connection with group 6, which was associated with major medical records information technology (IT) projects based in the North East of England. Group 6 was, in turn, connected with group 4, populated by National Health Service (NHS) staff and delegates of a major health care IT conference (indicated by #interopsummit).

Group 3 indicated connections with both groups 1 and 2, and included users with connections to the NHS, health care policy, and major charities. Commonly used words in this group suggested a more applied focus among users (eg, policy and care). Group 3 was also loosely connected to group 8, distinctly notable for comprising users who self-identified as patients, carers, and advocates.

What Did People Use #datasaveslives to Tweet About?
The thematic analysis of tweet content yielded 4 key ways in which #datasaveslives was used: to share information and updates, for reporting and discussion at events, to show support for data sharing, and as a call to action. Although themes have been described separately for clarity, in practice there was substantial overlap, with the same tweets often being classified under multiple themes (Table 4).
Table 4. Examples of tweets with overlapping themes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Example tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>“Today is #WorldHealthDay - Find out how we work to improve health &amp; care for patients &amp; public here: [link to website] #datasaveslives” [@FarrInstitute]</td>
</tr>
<tr>
<td>B</td>
<td>“Interesting paper from @[usernames] calls for clarity on conflicting data sharing guidance [link to website] #datasaveslives” [@Patient_Data]</td>
</tr>
<tr>
<td>C</td>
<td>“We are using patient data to implement learning health systems across the #North. Find out more: [link to website] #datasaveslives” [@AMRC]</td>
</tr>
<tr>
<td>D</td>
<td>“The Farr Institute discusses importance of patient data at House of Commons event #APPGMedResearch #datasaveslives [link to website]” [@FarrInstitute]</td>
</tr>
<tr>
<td></td>
<td>N/A “Thank you to all of our speakers today, to find out more about their work follow @UoLCardioEpi #datasaveslives #LIDASeminar” [@LIDA_UK]</td>
</tr>
<tr>
<td></td>
<td>N/A “Everybody should be able to find out how patient data is used. Read our case studies on how #datasaveslives…” [link to website]” [@Patient_Data]</td>
</tr>
<tr>
<td></td>
<td>N/A “We believe #DataSavesLives! As do #interopsummit lecturers VIDEOS of Day 2 lectures on @YouTube [link to website] #interoperability” [@InteropSummit]</td>
</tr>
<tr>
<td></td>
<td>N/A “If you’re at #IforH2017 don’t forget to take a selfie with #datasaveslives at our stall (12) - just like [first name] from @[username] [photo]” [@FarrScotland]</td>
</tr>
<tr>
<td></td>
<td>N/A “Help contribute to the latest inquiry by @LordsSTCom into the #LifeSciences #IndustrialStrategy and highlight that #datasaveslives [link to website]” [@AMRC]</td>
</tr>
</tbody>
</table>

Qualitative theme descriptions: A, to index and share information; B, for reporting and discussion at events; C, to show support for data sharing; and D, as a call to action.

Data are applicable to themes.

Not applicable.

To Index and Share Information

The most common types of posts featuring #datasaveslives, particularly by official supporters and members of groups 1, 2, and 3 (Figure 2 and Table 3), were tweets sharing information about users’ own projects, research findings, and news. These included announcements about new projects or funding, updates on progress, and sharing results from research. Although some tweets directly referenced peer-reviewed scientific literature by linking to journal publications, more often they were linked to less formal sources, including project websites, case studies, blogs, and videos:

Thanks to data we know that the smoking ban in Scotland has been a success [link to case study on website] #datasaveslives [@FarrScotland, Group 2]

Highlights from Informatics for Health 2017 by @HeRC_Farr: Watch the video at [website link] #IforH2017 #datasaveslives [@FarrInstitute, Group 2]

Twitter users also used #datasaveslives to highlight the work of others and signpost wider news and policy developments in areas relevant to health data science. These included news stories published by universities, health service organizations, professional bodies, and reports in popular media, including the local and national press and television and radio programs:

BBC News - Artificial intelligence predicts when heart will fail [link to news report] #DataSavesLives [@EmpowerD4H, Group 13]

In the vast majority of cases, references for data sharing were positive or at least neutral; occasionally, however, there was evidence of more critical commentary about certain uses of health data: Check out how @ukhomeoffice using health information is denying patients healthcare [link to news story] #DataSavesLives until it doesn’t [@einsteinssattic, Group 2]

Among tweets in this category, hyperlinks to other websites were very common; indeed, a subgroup of tweets were identified that included a hyperlink and the hashtag, indicating the use of #datasaveslives as purely an index function. This was mainly used by official supporters.

For Reporting and Discussion at Events

Frequently, #datasaveslives was used to tag tweets related to events, including conferences, meetings, and public engagement activities. Tweets included the promotion of forthcoming events, discussion of past events, or even live reporting and commentary about events, talks, and discussions that were currently underway. In the case of larger events, such as conferences, #datasaveslives frequently appeared alongside other official event hashtags (eg, #iforh2017, #interopsummit). Images of slides, presenters, delegates, visitors, and stalls were commonly included alongside the text:

Looking forward to meetings workshops and exciting stuff at @ExpoNHS tmrw #datasaveslives#nhs [@ruthlady, Group 1]
To Show Support for Data Sharing

One further use of #datasaveslives was to demonstrate personal support for sharing health data in general or backing the #datasaveslives campaign itself. A total of 26 users included the text #datasaveslives within their Twitter bio. Many tweets of this type included images of individuals or groups at events pointedly posing with eye-catching placards, badges, or clothing featuring the hashtag:

Thanks for coming to chat wear your badge with pride! [@FarrInstitute, Group 1]

Some tweets included a positive statement about reasons for supporting data sharing, either within the tweet or written on placards pictured in the tweet. The reasons referenced included sharing health data for research, sharing data as part of routine health care, or sharing data as part of larger projects that combined elements of both. Some tweets within this category signposted wider evidence supporting data sharing, such as collections of case studies where health data had been used for patient benefit. These were especially common among groups 4 and 5. Some drew on first-hand experiences and opinions:

For more examples of how #datasaveslives in mental health read this @MQmentalhealth blog. See our case studies [link to website] (@Patient_Data, Group 3]

The type of treatment that I had depended so much on the data of patients who went before me - patient advocate - #datasaveslives [@useMYdata, Group 8]

As a Call to Action

We also identified a category of tweets that were used to make requests for others to act, participate, or respond in some manner. Commonly, these included advertisements to register for or submit papers to future events, participate in research studies, visit exhibition stands at conferences, or apply for jobs. There were also requests to provide feedback, opinions, or information:

We're inviting applications for a 2yr Clinical Research Fellow to study for an MD. Cardiology trainees please. #heartattack #datasaveslives [@UoLCardioEpi, Group 9]

Help guide our consent modelling framework: happy to share a copy of your care org's consent forms? TY/please DM #datasaveslives #ontology [@GreatNorthCare, Group 6]

Discussion

Principal Findings

This study investigated how a dedicated hashtag was used to promote the reuse of health data for research purposes and public benefit, how often, and by whom. Originally launched by the Farr Institute for Health Informatics Research, #datasaveslives came to be adopted by several distinct, diverse, yet interconnected groups in the United Kingdom with shared interests in health informatics, policy, and research. Our findings suggest that reasons for tweeting #datasaveslives evolved beyond the original objective of indexing information to a broader range of purposes, including event reporting, encouraging participation and action, and showing support for sharing health data.

Comparisons With Previous Work

Among the wider range of communities who shared content tagged with #datasaveslives, we detected 2 communities in particular who were research-focused, geographically distinct, and strongly interconnected. These were, in turn, connected with distinct professional communities with wider interests—some with access to sizable networks, funding, and influence—including government departments, the NHS, policy makers, patient advocates, and major charities. Our findings fit with the wider literature, which indicates that scientists can use Twitter not only to communicate with each other but also to engage broader audiences, including policy makers and the public [3,6].

One of the initial, more obvious uses of the hashtag was to index information about the use of health data as part of research and innovation, and make it more readily retrievable to a wider, not exclusively scientific, audience. Moreover, people also used the hashtag to publicly demonstrate support for data sharing and each other. This is compatible with the wider literature, which suggests that academics use hashtags to categorize information [26] and encourage interaction and community building [27-29].

These uses seem pertinent, given that our period of observation followed the high-profile failure of the care.data scheme, a major government initiative in England to share patient data [30]. Indeed, two of the most frequently shared tweets in our analysis concerned subsequent proposals to change government policy, addressing data security and consent [24,25].

Previous studies have shown how responses to care.data on Twitter attracted critical commentary [31], including from interest communities in politics, health care, and the media [32]. Before the observation period examined in this study, concerns had been raised about access to patient data by commercial companies, especially where these uses were perceived to be primarily motivated by profit rather than public benefit [30,33-35]. This study contrasts with these findings, showing how #datasaveslives was used in the wake of public backlash to care.data to spread mainly positive messages about data use and reuse, and to increase transparency, demonstrate solidarity, and provide supportive networks among health, data, and IT professionals.

In declaring an intent to promote the reuse of health data for research purposes, the #datasaveslives campaign could be regarded as a behavioral intervention of sorts, encouraging credible users to endorse and share supportive messages. As with other behavioral interventions conducted via social media, attention should be directed toward identifying the active ingredients of interventions [36]. Our thematic analyses of tweet content revealed 2 noteworthy and interrelated strategies used as components to achieve campaign aims. First, #datasaveslives was used at events frequented by influential communities, generating spikes in activity generated by commentary about the proceedings of meetings and events in real time. So-called live-tweeting has become more common at scientific conferences and has the advantage of increasing transparency and rapidly
disseminating information among a far larger audience over and above those who physically attend [37,38]. Using #datasaveslives, either alone or in addition to more specific conference hashtags, might have amplified the reach of information while avoiding the limited audience and shelf-life of more niche conference hashtags.

Second, offline activities at events were used to drive the generation of web-based multimedia content; events were used as photo opportunities for individuals willing to publicly endorse #datasaveslives, leveraged by attractive branded physical merchandise. Drawing on evidence from previous studies, which have identified health behavior change techniques particular to social media, reviewed by Simeon et al [36], these photo opportunities might be framed as virtual rewards, in turn encouraging further overt endorsements in the form of likes, retweets, and comments. Indeed, similar social media strategies have been used in both the health sciences and the corporate sectors, such as identifying target communities, gaining support from credible and/or influential users, developing engaging multimedia content, updating content regularly, improving the visual presentation of content, and encouraging participation via small concrete actions [16,39,40].

Strengths and Limitations
This study benefits from the analysis of a near-complete sample of #datasaveslives public tweets for an active year during the campaign. Nonetheless, we could not have captured all mentions and uses of #datasaveslives during this period. Private and previously deleted tweets were excluded. Owing to the limited use of other social media platforms by official supporters, our analysis only considered Twitter posts tagged with the keyword #datasaveslives. It is notable that other important public health outreach campaigns—including during outbreaks [41], as part of science communication [16] and to promote health behavior change [36]—have commonly used a wider range of social media platforms, particularly Facebook. The content, strategies, and communities observed in this study may be specific to Twitter and should not be generalized to other social media or content-sharing platforms. Furthermore, the network analysis was limited to retweets; we did not capture other types of engagement, such as follower networks, or use directed networks, as done by other studies [32]. Thus, certain nuances of information flow may have been lost, indicating influential relationships. Demographic data about users were not made available by Twitter for analysis, limiting our understanding of sample characteristics. Finally, we accept that we were unable to quantify, much less characterize, the much wider audience who saw, read, or otherwise engaged with tweets, in particular patients and members of the wider public not connected to organizations.

Future Research
The health data science community has stated a vision to be team-based, transparent, and inclusive, seeking involvement from a wide range of interdisciplinary stakeholders, including patients and the public [42]. Future research would benefit from examining how the use and users of #datasaveslives have changed over time and suitable ways of determining the overall impact of varying strategies to engage key communities, such as members of the public. Using such opportunities for social media to contribute toward building networks and engaging in dialog in open forums would seem eminently compatible with this vision.

Conclusions
The rise of social media has provided unprecedented opportunities for academic organizations and individual scientists to communicate with a much wider range of stakeholders than ever before, including the public. This study shows how a simple hashtag campaign on Twitter was used to disseminate credible scientific information and increase the visibility of research activities, with evidence to suggest this supported community building and bridging practices among interdisciplinary sectors allied to health data science. Our findings are of interest to a variety of stakeholders who share an interest in supporting the reuse of health data for public benefit. By revealing the different communities who share such interests, analyzing content thematically, and demonstrating how information flows between them, our findings can be used to better understand the mechanisms underpinning stakeholder engagement campaigns conducted on social media and how to optimize these further.
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Data Leakage in Health Outcomes Prediction With Machine Learning. Comment on “Prediction of Incident Hypertension Within the Next Year: Prospective Study Using Statewide Electronic Health Records and Machine Learning”

Applications of machine learning algorithms to predict the incidence of health outcomes have an enormous potential to improve clinical practice and lower health care costs [1]. Machine learning is a subset of artificial intelligence that uses data to improve decisions through experience, which is especially promising in a data-driven world. Dr Ye and colleagues’ article on hypertension incidence prediction in the Journal of Medical Internet Research adds to this literature [2], but its potential contribution and applicability are hindered by a major flaw.

The objective of the study was to “develop and validate prospectively a risk prediction model of incident essential hypertension within the following year.” The authors follow good prediction protocols by applying a high-performing machine learning algorithm (XGBoost) and by validating the results on unseen data from the following year. The algorithm attained a very high area under the curve (AUC) value of 0.870 for incidence prediction of hypertension in the following year.

The authors follow this impressive result by commenting on some of the most important predictive variables, such as demographic features, diagnosed chronic diseases, and mental illness. The ranking of the variables that were most important for the predictive performance of hypertension is included in a multimedia appendix; however, the above-mentioned variables are not listed near the top. Of the six most important variables, five were: lisinopril, hydrochlorothiazide, enalapril maleate, amiodipine besylate, and losartan potassium. All of these are popular antihypertensive drugs.

Data leakage occurs when one or more features used to train the algorithm has hidden within itself the result of the outcome, and is considered one of the most frequent mistakes in machine learning [3]. This is different from predictive importance, that is, the relative effect of each variable in increasing or decreasing the expected outcome, as it usually comes after the outcome. Therefore, it is a consequence of the outcome that is being predicted and not the other way around.

A classic example from machine learning textbooks is the inclusion of the ID number of the patient as a predictor. While this should not have predictive importance if randomly assigned, it is common that patients coming from the same hospital have similar ID numbers in multicenter data sets. In the case of cancer prediction, for example, machine learning algorithms will learn that similar ID numbers that come from oncology hospitals have a higher probability of cancer.
As an example, we used real data to test the effect of including mechanical ventilation to predict intensive care unit (ICU) admission among patients with COVID-19 [4]. This is another example of data leakage, as mechanical ventilation usually only occurs after ICU admission and should not be used to predict its risk. Figure 1 shows the decrease in the prediction metrics for ICU admission with the exclusion of mechanical ventilation as a predictor, with the area under the ROC (receiver operating characteristic) curve decreasing from 0.76 to 0.64, and precision from 0.49 to 0.17.

Figure 1. Performance metrics for the prediction of intensive care unit (ICU) admission with and without the use of mechanical ventilation as a predictor.

By including the use of antihypertensive drugs as predictors for hypertension incidence in the following year, Dr Ye and colleagues’ work opens the possibility that the machine learning algorithm will focus on predicting those already with hypertension but did not have this information on their medical record at baseline. While this would work for a prediction competition, where data science teams compete to produce the best predictive model such as in a Kaggle challenge [5], it is not of particular scientific or clinical interest. In the case of the latter, just one variable (the use of a hypertension drug) is sufficient for physicians to infer the presence of hypertension, while for the former, the knowledge of this being a highly predictable event (as measured by the AUC) is severely impaired.

In order to identify the presence of data leakage in prediction studies, it is important to have a conceptual pathway of how the predictors longitudinally affect the outcome variable, as there is no statistical method that is capable of pointing out the presence of data leakage. Improving the predictive performance of specific data sets for different diseases is an important new field in epidemiology and data science. The authors can still
contribute to this literature by providing the new AUC of the prediction after addressing the data leakage issue.
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We read with interest the recent paper entitled “Using Technology to Facilitate Fidelity Assessments: The Tele-STAR Caregiver Intervention” by Lindauer et al [1]. The authors concluded that Tele-STAR contributed to low caregiver burden and showed good fidelity as an intervention method.

Internet-based videoconferencing technology is an important source of support for caregivers of persons with dementia. Researchers have previously demonstrated the positive potential of computer-mediated interventions and technology-based cognitive behavioral therapy interventions for caregivers of people with dementia [2,3]. Others have raised the difficulties in measuring intervention fidelity in a consistent manner [4,5], which raises the importance of consistency when considering fidelity evaluations. Moreover, as the study reported results that may be attributed to both in-home and telehealth intervention experiences of participants, it may be useful to consider the interplay of these aspects.

Lindauer and colleagues [1] reported a slight reduction in caregiver burden, attributed to an improvement in caregivers’ responses to patients with dementia, facilitated by the Tele-STAR intervention. Caregiver burden is an important consideration in the field of dementia care. A recent study found an internet-based intervention to be effective in increasing the positive aspect of subjective appraisal for caregivers of persons with dementia [6]. In addition, we have studied the subjective appraisal of both negative and positive aspects in this population [7]. Assessments that take into account both sides of subjective appraisal are capable of providing a broad understanding of a caregiver’s context, and we would argue that an outcome that takes both into account would be more useful than current practices allow for.

The support that can be offered to caregivers using internet-driven technologies should continue to be explored, and the study conducted by Lindauer and colleagues [1] provides useful data in this regard. We agree that internet-based interventions will be beneficial to caregivers of persons with dementia in the future.
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After reading the viewpoint by Wu et al [1] on opportunities for the delivery of antenatal care online during the COVID-19 pandemic, we would like to draw attention to a potential further aspect of this analysis. The authors surveyed 983 Chinese pregnant women and concluded that online antenatal care is likely to be an effective alternative for pregnant women, enabling them to access basic care without attending the hospital[1]. This is optimal with regards to minimizing the infection risk during the pandemic. However, it is important to remember that for a proportion of women, these antenatal visits provide a critical opportunity for physicians to screen for domestic abuse.

A cross-sectional study, also assessing a population of Chinese pregnant women, found that 15.62% of their subjects were identified as victims of domestic abuse [2]. Data released by the World Health Organization suggest that the number of women affected by domestic violence during pregnancy may be between 1% and 28% [3]. This proportion is by no means negligible.

In many countries, antenatal screening for domestic abuse when consulting with the patient is sporadic. One study of Canadian doctors found that 33% of professionals surveyed “never or only rarely” asked women about domestic abuse during antenatal appointments [4]. Provision of antenatal care online could result in even fewer women being able to confide in their doctor and receive much-needed assistance with respect to abusive situations at home. This might be due to women feeling less able to seek help through an online service compared to face-to-face consultations.

The COVID-19 pandemic has complicated this situation further. The London metropolitan police reported that since lockdowns were introduced in the United Kingdom, 380 more calls per week related to domestic abuse have been recorded [5]. Unpacking this data further, it is noteworthy that the majority of these reports of abuse were from third-party callers, perhaps due to the increased presence of neighbors [5]. This suggests that while there may be a potential surge in domestic abuse due to lockdown restrictions, this may not be associated with an increased probability of victims reporting the crime.

We suggest that to best address this gap in their proposal, Wu et al [1] should factor in how their proposed online antenatal care delivery system could incorporate adaptations to provide help to victims without compromising their safety. One possible method of achieving this could be to add a layer to any application developed through which women could find support numbers for relevant domestic abuse charities or alert their doctor to their need for a face-to-face appointment to discuss their home situation. It is important for this feature to be sufficiently blended into the app such that it would not alert suspicion from the perpetrator and thus compromise the safety of any woman seeking help.
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We read with interest the recently published paper by Peine et al [1] on the views of health professionals on telemedicine. By surveying health professionals from across a variety of clinical settings and demographics, interesting results were obtained illustrating high levels of acceptance of telemedicine among health professionals in Germany. Acquiring an accurate view of telemedicine has never been more important than during the COVID-19 pandemic, where the usage of telemedicine to communicate safely with patients has increased dramatically.

The authors have made use of the word telemedicine throughout the paper, without specifically defining its meaning in this context. In fact, a 2007 study found up to 104 different peer-reviewed definitions of telemedicine [2] or “eHealth” across many different studies. Thus, we ask the authors of the study to clarify what they meant by telemedicine and if this term was defined for all study participants. We support a definition that encompasses the integration of technology mediums into the delivery of more accessible, improved, and cost-effective health care. The use of telemedicine extends beyond its role as a communication medium; it can be a resource for both health care professionals and patients, an instrument for diagnosis and screening, or a device to globalize medicine.

We note that a strength demonstrated in the survey was the large number of participants and the variety of different health professionals included, making it highly representative of the overall German health professional body. However, now that telemedicine has been incorporated into our day-to-day practice of medicine, it is extremely important to explore specific challenges of telemedicine to individual specialties. For example, recent research has shown that it may be difficult to form a trusting patient-doctor relationship using technology, which may be especially impactful in psychiatry and mental health care [3]. For this reason, the results of this study may reveal additional insight if responses were stratified by specialty. By identifying particular problems, solutions pertaining to each specialty may be discovered. For example, virtual reality (VR) technology that replicates a doctor’s office may help to create an environment where a lasting doctor-patient relationship can be established.

In addition, although a variety of health professionals were surveyed, we feel the views of medical students and clinical tutors are clearly missing from this study. As the first generation to fully experience the intersection of telemedicine and medical education, the opinions of this group could shape the future of medicine and better prepare upcoming doctors for practice in the post–COVID-19 era. By surveying medical students, a demographic that is mostly proficient in technology, we can find more innovative usages of telemedicine for maximal benefit to both doctors and patients.
From this, we conclude that despite the numerous benefits of telemedicine in clinical practice, there is a multitude of challenges to overcome. Major investment into technological infrastructure and training seems to be an unavoidable expense for the advancement of telemedicine. As telehealth becomes an integral part of the new global health care system, we must strive to research and actively work toward its incorporation in health services for efficient patient care at all levels.
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We read with great interest the recent article by Lin et al [1], which investigated the impact of mass and social media on psychobehavioral responses among medical students in China. We thank the authors for investigating this important issue in such a multifaceted manner. As medical students from four different medical schools in London, we questioned whether certain correlations discussed in the study could be examined further to elucidate the results and allow for some extrapolation. The results from this study are quite intriguing, and we believe this deeper analysis could spark other institutions around the world to examine the powerful effect of media on behaviors during a pandemic.

Since the study is based on Chinese media, we were unfamiliar with the quality of disseminated information related to COVID-19, particularly on social media. According to Ren et al [2], while Western media tends to center around controversy and individual experts, Chinese media sources focus on “mainstream positions” put forth by health agencies [3,4]. We suggest that an overview of how media sources are presented in China would be extremely useful in contextualizing the results of the study for non-Chinese audiences.

Furthermore, while the article’s findings suggest that exposure to mass media and social media could increase positive attitudes and reduce emotional response among university students, we believe that the credibility of the information on these platforms greatly contributes to the results. Misinformation and “fake news,” particularly on the internet, have become rampant [5]. The article presumes that the results are due to medical students being more discerning consumers of health information. While this may be possible, we suggest that analyzing the quality of the information consumed by the students, that is, whether the information was credible or not, would allow stronger correlations to be drawn as to why students had positive behavioral responses and lower trait anxiety.

This analysis on the quality of mass and social media could be done in a number of ways. For example, examining the quality of data could involve recruiting some participants from the current study to respond to health information of differing qualities. The information could be put into two categories: credible information and misinformation about COVID-19. Repeating the STAI-6 (Spielberger State-Trait Anxiety Inventory, 6 items) and the psychobehavioral response
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questionnaire on this controlled set of stimuli might yield more data on why mass and social media exposure reduced trait anxiety and changed behavior in the study population.

Lastly, we suggest that the data be further analyzed to examine whether the psychobehavioral and anxiety responses varied by age in the students. This suggestion stems from the observed trend that different age groups engage with different mass or social media platforms. Perhaps the quality and the type of mass or social media may have an effect on the observed results.

Implementing some of these suggestions could use the previously gathered data and provide a uniquely detailed viewpoint that could expand the results of the study. These additions and future steps could inspire cross-institutional collaboration, allowing us to better understand how media across the world can affect the behavior and anxiety levels of key populations during a pandemic.
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In “Estimated Sleep Duration Before and During the COVID-19 Pandemic in Major Metropolitan Areas on Different Continents: Observational Study of Smartphone App Data” (J Med Internet Res 2021;23(2):e20546) the authors noted one error.

In the originally published paper, the name of one author cited in Reference 25 (Czeisler MÉ) was incomplete. The list of authors cited in Reference 25 originally appeared as follows:


In the corrected version of the paper, the list of authors appears as follows:


The correction will appear in the online version of the paper on the JMIR Publications website on February 22, 2021, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “Adequacy of Web-Based Activities as a Substitute for In-Person Activities for Older Persons During the COVID-19 Pandemic: Survey Study” (J Med Internet Res 2021;23(1):e25848) the authors noted one error.

In the originally published article, the first sentence of the final paragraph of the section “Sustainability: Competing Activities and Willingness to Pay for Activities” read as follows:

Out of the 56 nonparticipants, 20 (36%) indicated willingness to pay for Zoom activities; however, 12 (26%) responded in the negative.

This was incorrect, and has been changed to:

Out of the 56 nonparticipants, 28 (50%) indicated willingness to pay for Zoom activities; however, 20 (36%) responded in the negative.

The correction will appear in the online version of the paper on the JMIR Publications website on February 16, 2021, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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Abstract

The telehealth revolution in response to COVID-19 has increased essential health care access during an unprecedented public health crisis. However, virtual patient care can also limit the patient-provider relationship, quality of examination, efficiency of health care delivery, and overall quality of care. As we witness the most rapidly adopted medical trend in modern history, clinicians are beginning to comprehend the many possibilities of telehealth, but its limitations also need to be understood. As outcomes are studied and federal regulations reconsidered, it is important to be precise in the virtual patient encounter approach. Herein, we offer some simple guidelines that could assist health care providers and clinic schedulers in determining the appropriateness of a telehealth visit by considering visit types, patient characteristics, and chief complaint or disease states.
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Introduction

The telehealth revolution has been heralded for its potential to increase health care access and improve the efficiency of health care delivery. Previously, telehealth had been strategically rolled out to settings wherein the need for a relationship is less pressing (eg, radiology), outcomes can be remotely assessed in principle (eg, dermatology), or access to care is severely limited (eg, rural areas) [1]. COVID-19 prompted a near-universal expansion of telehealth utilization. Many applaud this change [2]. However, virtual patient care can bring unintended consequences that eclipse its benefits, including potentially limiting the patient-provider relationship, quality of examination, the efficiency of health care delivery, and overall quality of care [3-6]. As safety protocols for in-person evaluation have been developed, critical examination raises serious dilemmas about the harms of telehealth that can inform a new agenda for how to best utilize telehealth in the COVID-19 era. As we witness the most rapidly adopted medical trend in modern history, clinicians are beginning to comprehend the possibilities of telehealth, but its limitations also need to be understood.

The Rise of Telehealth in Response to COVID-19

Around the globe, patients are wary of entering health care settings, and providers fear unnecessary exposure for both patients and themselves, thereby creating a familiar dilemma of an unprecedented variety: How to best care for patients while first doing no harm?

In response, health systems have rapidly transitioned patient care away from in-person encounters towards telehealth [7]. This transition was facilitated by legislative changes designed to enable the “good faith” provision of health care at a distance, thereby limiting COVID-19 transmission [8]. New reimbursement policies have expanded access to a range of telehealth services offered by medical providers, clinical psychologists, licensed clinical social workers, and other health care workers.

In a matter of weeks, the application of patient-facing technology spread across all outpatient settings, including primary and preventative, medical and surgical specialty, and...
mental health care. Equipped with remote monitoring, access to multi-provider video visits, and virtual translators, some specialty clinics adopted a 100% virtual approach. Telehealth found its way into emergency departments, hospital wards, intensive care units, and even interdisciplinary services such as occupational and physical therapy [9]. Telehealth was originally regarded as a form of health care delivery largely reserved for specific, resource-limited settings, but it is now embedded in the daily practice of providers across the spectrum of patient care.

**Unintended Consequences of Telehealth**

First, the most obvious potential harm of telehealth is an incomplete or inaccurate physical examination. Advances in patients' technological assessments have historically led to the abandonment of physical touch and examination in general—COVID-19 potentiated this issue [10]. Several reports have documented the steps to perform a virtual physical examination that can be applied to a wide range of patient encounters [11]. For example, Tanaka et al [12] describe creative ways of performing a virtual orthopedic examination. However, there are real limitations to a virtual examination, including the potential requirement of assistance from a caregiver, inadequate patient-home environment or space, poor lighting or discoloration with resultant poor visualization, increased time required to perform an assessment, and other technical issues [6,13,14]. In particular, the assessment of a patient’s movement and motor function is limited, in part due to the need for a patient-assisted examination that can be challenging to capture on video [6,15,16]. Other aspects of a physical examination simply cannot be done via telehealth, such as auscultation of heart or lung sounds [17]. Thus, the true effectiveness of a telehealth physical examination and its subsequent impact on diagnosis, clinical management, and medical outcomes is yet to be determined in all settings.

In some instances, health care providers have abandoned the physical aspect of the “history and physical.” The Centers for Medicare and Medicaid Services reimburse for telehealth annual well-visits—an encounter that historically offered providers an opportunity to perform a thorough examination for subtle abnormalities is now often performed purely on the telephone. In other settings, reliance on technology has replaced physical examination. Inpatient cardiology consults are now performed by providers using apps on their devices (eg, iPhones and iPads) that allow real-time electrocardiography with an acceptable neglect of a careful, in-person examination of neck veins and body tissue to assess fluid status.

Beyond the clinical value, many patients feel comforted and reassured after a physical examination. Others perceive a virtual examination as inadequate regardless of its true quality [18]. “We must not forget the importance of a doctor’s hands” [19]—a phrase that used to symbolize compassion is now, based on Google search results, associated with COVID-19 safety information and online advice to self-isolate.

Second, the roll-out of telehealth undermines the patient-provider relationship and the essential humanistic qualities of care providers. Although the world has become accustomed to online relationships, a trusting and personal connection between the patient and the health care provider, a vital aspect of health care, can be challenging to build with purely digital interaction. Multiple patient experience studies have consistently reported difficulties in communicating or connecting with providers during telehealth visits [3,6]. A desire for building an improved rapport with their providers is one of the most popular reasons why many patients prefer in-person visits [20]. In particular, the establishment of primary care or the initial consultation, similar to a first date, may not be welcomed by all and could negatively affect patient experience or the development of a sense of “my doctor.” A survey of primary care patients during the pandemic found that telehealth was considered the most appropriate in the presence of a pre-existing clinical relationship [21]. An analysis of 620 patient satisfaction survey outcomes from clinic encounters found that new visit type was associated with lower patient satisfaction (parameter estimate -0.75; 95% CI -1.00 to -0.49) [22].

Consider the impact on the patient-centered care model, in which empathy, two-way communication, and direct eye-to-eye contact are considered crucial elements to improving health literacy and engaging patients in their own disease management [23]. Depending on the situation, telehealth may add one more barrier to understanding complex medical disease and patient compliance.

Third, the expansion of virtual services to rates beyond what was previously expected has resulted in inefficiencies in health care delivery. A mass of health care organizations rapidly transitioned and onboarded providers to telehealth encounters in a matter of weeks during the early-stage of the COVID-19 pandemic [24]. Although telehealth can provide thorough, safe, and effective medical care remotely, there is a learning curve associated with its implementation, and its success requires logistics that are frequently overlooked. For instance, clinics have not been appropriately restructured to support telehealth visits, resulting in under-utilization of talent. For example, medical assistants now play a role similar to that of front-desk personnel, thereby considerably limiting their participation in patient care. As such, the existing infrastructure, education, and administrative support surrounding telehealth must be tailored and broadened.

**Safety of Health Care Facilities**

The rapid expansion of telehealth was intended to protect uninfected patients from the risks of COVID-19 during periods of uncertainty. Although disease transmission is known to occur in medical facilities, growing evidence suggests that health care workers are more likely to be exposed to the virus while performing extra-occupational activities [25,26]. More experience in handling COVID-19 cases, coupled with an increasing knowledge base of its characteristics and modes of transmission, has led to the establishment of evidence-based protocols proven to facilitate the safe delivery of traditional brick-and-mortar patient care [27,28]. Retrospective studies have shown that transmission of the virus among health care workers is considerably reduced when these protocols are followed [29]. Proper hand hygiene, facial coverings, use of appropriate personal protective equipment, and implementation...
of social distancing practices allow the safe return of routine in-person services [30]. Additionally, the redesign of clinic spaces and the use of electronic registration with automated messaging to avoid crowded waiting areas can further enhance the safety of in-person patient encounters. As such, providers now can be more precise in which patients are seen physically rather than virtually.

**Updating Telehealth for the COVID-19 Era**

For certain encounters, it makes intuitive sense to conduct telehealth visits remotely, and this may ultimately become the standard of care in the wake of the COVID-19 pandemic. For example, during a medication review for patients with chronic medical conditions, a physician can ask the patient to point the camera to the labels of the pills they are actually taking. On the other hand, some chief complaints require a physical encounter—a newly recognized palpable mass, for instance. The problem lies in the equivocal encounters: the patient who keeps physicians up at night, making them wonder if they should have recommended a trip to the dreaded emergency department, or the well-child, who is up to date on immunizations but has not had their weight or development assessed. As clinics reopen, finding the optimal balance of in-person and telehealth patient encounters is one of the most critical questions facing health care delivery. Appropriateness of telehealth visits likely varies according to the type of service being offered, medical specialty, health system, and geographic location.

We offer some simple guidelines to consider in determining the appropriateness of a telehealth visit (Table 1); these guidelines may be utilized by health care providers and, importantly, clinic schedulers. First, the visit type should be considered. New patient visits, even those that perhaps are safe to perform virtually, may benefit from face-to-face encounters to familiarize patients with their care and build a trusting relationship. Follow-up visits or new patients unlikely to need a physical examination may be appropriately managed via telehealth. Second, many patient characteristics are important to be considered, including health literacy, the structure of social support systems, hearing ability or visual acuity, and simple preference. A simple assessment of these 2 factors can likely be made by clinic schedulers with no further context of a patient’s medical history. Thus, appropriate delineation of telehealth utilization in the outpatient setting can be made primarily without the consultation of a provider. However, for borderline patients, a provider can consider the chief complaint and chronicity of disease state as key determinants of whether in-person care with a highly reliable physical examination is necessary. When a physical examination may change either the diagnosis or management strategy, the patient should be seen in-person. This distinction can often be determined based on the chief complaint [31]. Finally, the technological capabilities of the patient must not be overlooked or taken for granted.

In the future, precision in the approach and delivery of the telehealth patient encounter is essential. The telehealth revolution has been impressive and has made substantial contributions to the global management of this pandemic, but significant work remains to ensure the best health care delivery for our patients. We have an opportunity to simultaneously embrace the necessity and benefits of telehealth while supporting strategies that optimize patient outcomes and humanism in medicine. Universally, health care workers have labored under extraordinary circumstances with incredible and heart-warming fortitude. Front-line providers have reminded us of the virtue of health care. There is no certainty about what the postpandemic world will look like. However, there will always be patients in need, and it is our responsibility to ensure they receive the high-quality physical and personal care they deserve.
Table 1. Characteristics to consider for determining the appropriateness of telehealth.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Appropriate for telehealth</th>
<th>Potentially inappropriate for telehealth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visit type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New patient (establishment of primary care or new consultation)</td>
<td>Follow-up visit for known/diagnosed disease state or patient condition</td>
<td>Annual physical examination or well-child check</td>
</tr>
<tr>
<td>Annual physical examination or well-child check</td>
<td>Follow-up postprocedure visit with no patient complaints</td>
<td>Acute visit prompted by an acute change in patient condition</td>
</tr>
<tr>
<td>Initial or follow-up visit for mental health conditions</td>
<td>Recurring medication or chronic medical condition review</td>
<td>Initial psychiatry visits or annual follow-up for controlled substances</td>
</tr>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Existing, trusting, personal connection with the provider</td>
<td>High health literacy</td>
<td>Distrusting of health care professionals</td>
</tr>
<tr>
<td>Robust social support system</td>
<td>Low health literacy</td>
<td>Low social support system</td>
</tr>
<tr>
<td>Anxious in health care settings</td>
<td>Poor vision or hearing</td>
<td></td>
</tr>
<tr>
<td>Lives remotely or has inadequate transportation</td>
<td>Prefers in-person</td>
<td></td>
</tr>
<tr>
<td>Prefers telehealth</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Chief complaint or disease state characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical examination unlikely to be diagnostic</td>
<td>Physical examination may aid in diagnosis or prognosis</td>
<td></td>
</tr>
<tr>
<td>Examination findings may influence initial workup and/or management</td>
<td>N/A^a</td>
<td>Focused physical examination cannot be performed virtually (ie, visual examination)</td>
</tr>
<tr>
<td>Focused physical examination can be performed virtually (ie, visual examination)</td>
<td>Chief complaint with standardized initial workup and management</td>
<td>Chief complaints that often result in referral to acute care settings</td>
</tr>
<tr>
<td><strong>Other considerations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English as a second language (interpreter required)</td>
<td>Patient has a poor internet connection</td>
<td></td>
</tr>
<tr>
<td>Patient or close family member technologically savvy</td>
<td>Patient lacks technological capabilities to join video visit/telehealth encounter</td>
<td></td>
</tr>
<tr>
<td>Patient with multiple family members at home who can join telehealth visit</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

^aN/A: not applicable.
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Abstract

Background: Government responses to managing the COVID-19 pandemic may have impacted the way individuals were able to engage in physical activity. Digital platforms are a promising way to support physical activity levels and may have provided an alternative for people to maintain their activity while at home.

Objective: This study aimed to examine associations between the use of digital platforms and adherence to the physical activity guidelines among Australian adults and adolescents during the COVID-19 stay-at-home restrictions in April and May 2020.

Methods: A national online survey was distributed in May 2020. Participants included 1188 adults (mean age 37.4 years, SD 15.1; 980/1188, 82.5% female) and 963 adolescents (mean age 16.2 years, SD 1.2; 685/963, 71.1% female). Participants reported demographic characteristics, use of digital platforms for physical activity over the previous month, and adherence to moderate- to vigorous-intensity physical activity (MVPA) and muscle-strengthening exercise (MSE) guidelines. Multilevel logistic regression models examined differences in guideline adherence between those who used digital platforms (ie, users) to support their physical activity compared to those who did not (ie, nonusers).

Results: Digital platforms include streaming services for exercise (eg, YouTube, Instagram, and Facebook); subscriber fitness programs, via an app or online (eg, Centr and MyFitnessPal); facilitated online live or recorded classes, via platforms such as Zoom (eg, dance, sport training, and fitness class); sport- or activity-specific apps designed by sporting organizations for participants to keep up their skills (eg, TeamBuildr); active electronic games (eg, Xbox Kinect); and/or online or digital training or racing platforms (eg, Zwift, FullGaz, and Rouvy). Overall, 39.5% (469/1188) of adults and 26.5% (255/963) of adolescents reported using digital platforms for physical activity. Among adults, MVPA (odds ratio [OR] 2.0, 95% CI 1.5-2.7), MSE (OR 3.3, 95% CI 2.5-4.5), and combined (OR 2.7, 95% CI 2.0-3.8) guideline adherence were higher among digital platform users relative to nonusers. Adolescents’ MVPA (OR 2.4, 95% CI 1.3-4.3), MSE (OR 3.1, 95% CI 2.1-4.4), and combined (OR 4.3, 95% CI 2.1-9.0) guideline adherence were also higher among users of digital platforms relative to nonusers.

Conclusions: Digital platform users were more likely than nonusers to meet MVPA and MSE guidelines during the COVID-19 stay-at-home restrictions in April and May 2020. Digital platforms may play a critical role in helping to support physical activity engagement when access to facilities or opportunities for physical activity outside the home are restricted.

(J Med Internet Res 2021;23(2):e23389) doi:10.2196/23389
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Introduction

Physical activity plays an important role in the prevention and treatment of noncommunicable diseases, which account for 70% of deaths worldwide [1]. A recent study of 168 countries estimated that 3.9 million (15%) premature deaths could be averted annually if more people engaged in recommended levels of physical activity [2]. The World Health Organization recommends that, each week, adults should accumulate at least 150 minutes of moderate-intensity physical activity, 75 minutes of vigorous-intensity physical activity, or an equivalent combination of moderate-to-vigorous-intensity physical activity (MVPA); in addition, youth aged 5 to 17 years should accumulate at least 60 minutes of MVPA daily [3]. Adults are also advised to perform muscle-strengthening exercises (MSEs) at least twice per week, and adolescents are advised to perform them at least three times per week [3]. The guidelines are consistent with those in Australia [4,5]. Globally, 19% of adolescents [6] and 73% of adults achieve the MVPA guidelines according to the most recent estimates [7]. National survey data from 2017-2018 show that fewer Australians engaged in the recommended physical activity levels than the global average, with 55% of adults (18-64 years) and 10% of adolescents (15-17 years) achieving the recommended MVPA [8], and 1 in 6 adults (15%) and adolescents (16%) adhering to the MSE guidelines [8]. These prevalence data have been observed in the general population under free-living conditions. However, conditions have changed considerably as a result of government responses to COVID-19, which led to unprecedented and widespread social distancing measures to control its spread [9].

In Australia, for example, the federal government announced strict stay-at-home orders in late March 2020. Although the length of these restrictions varied by state and territory, opportunities to perform some physical activities outside the home, such as at gyms and sport clubs, were impacted nationwide [9,10]. Google Trends data showed that online queries of how to perform physical activity and exercise peaked in Australia during the first 2 weeks that the stay-at-home restrictions were imposed [11]. While this shows that people were investigating ways to keep active during this period, it does not provide information on the sort of support or the types of programs people may have used to be active during this time. Over the same period, there was an exponential increase in the use of the internet and associated digital platforms, such as websites and smartphone apps, as they became essential for education, work, and social interactions [12]. Digital platforms have previously shown promise for increasing physical activity among individuals of all ages in intervention studies [13-15]. However, use among Australians prior to the pandemic was low. Surveys of Australian adults (≥15 years of age) in 2018 showed that just 18.7% of adults used apps for tracking activity or training, and engagement with websites or online tools (7.1%) and online videos for sport (2.5%) was low [16].

Understanding the types of digital platforms used during the unprecedented pandemic situation could provide insight into their potential role for supporting individuals in meeting MVPA, MSE, and combined physical activity recommendations when individuals are unable to access traditional physical activity settings and facilities. This study aimed to explore the use of digital platforms for physical activity in Australia during April and May 2020 and to examine associations between the use of digital platforms and adherence to physical activity guidelines among adults and adolescents.

Methods

Overview

Data were drawn from the baseline sample of the Our Life at Home study (OL@H), collected May 4-31, 2020. OL@H is a longitudinal study designed to investigate the impact of the Australian Governments’ response to managing the COVID-19 pandemic on movement behaviors and on the health and well-being of Australians aged 13 to 75 years over a 2-year period. OL@H received ethical approval from the Deakin University Human Ethics Advisory Group-Health (HEAG-H 59_2020).

Context

From March 29, 2020, strict stay-at-home orders were imposed by the Australian Government. As a result, all organized and social sports were suspended, and gyms and recreation facilities temporarily closed. People were allowed to leave their home to exercise as long as they maintained a 1.5-meter distance from those not living in their household. Each state and territory had the power to decide on and enforce their own restrictions, with several states easing restrictions on organized sport and recreation facilities in early May due to no or low recorded cases of COVID-19 (see Figure 1).
Sample

Individuals living in Australia were recruited via social media advertising (eg, Facebook and Instagram), researcher and stakeholder organization networks, and snowballing techniques, wherein participants were asked to share the study information with others they knew (eg, word of mouth). Of 14,764 individuals who clicked on the link to the survey, 6474 provided informed consent (43.8% response rate), of which 4079 (63.0%) were adolescents (13-17 years) and 2395 (37.0%) were adults (18-75 years).

Measures

Demographic Characteristics

Participants reported their age (years), sex (male, female, other, or prefer not to say), usual daily responsibilities (paid employment status, home duties or carer responsibilities, and student status; yes or no), number of people living in the household, whether the English language was spoken at home (yes or no), and state or territory of residence.

Adherence to the Physical Activity Guidelines

Adherence to physical activity guidelines was assessed using valid and reliable survey items [17-19]. Participants were asked to indicate how many days per week (none, 1 day/week, 2 days/week, 3 days/week, 4 days/week, 5 days/week, 6 days/week, or 7 days/week) they performed MVPA during a usual week over the past month (ie, April or May 2020) and in February 2020 (ie, pre-COVID-19 restrictions) for 30 minutes (adults aged ≥18 years) or 60 minutes (adolescents aged 13-17 years). Adult responses were dichotomized at 5 or more days per week (ie, ≥150 minutes/week), and adolescent responses were dichotomized at 7 days per week (ie, ≥60 minutes/day). Participants were also asked whether they performed (yes or no) MSE during a usual week (at home over the past month [April or May] or at home or at a gym during February); those who said yes were then asked to report the number of times per week (ie, frequency) that they performed MSE during a usual week. This was used to determine adherence to the MSE guidelines (adolescents: ≥3 times/week; adults: ≥2 times/week). Adherence to the combined guidelines was also calculated for the past month (April or May) and February.

Digital Platforms for Physical Activity

Participants were asked to respond to the question “Are you currently doing any form of sports or physical activities using online or digital platforms to assist or guide your activity?” (yes or no). A comprehensive list of digital platforms was identified in collaboration with key stakeholders. Participants who responded yes were asked to report the frequency (number of times per week) and duration (total minutes per week) spent using each of six types of online or digital platforms: streaming services for exercise (eg, YouTube, Instagram, and Facebook); subscriber fitness programs, via an app or online (eg, Centr and MyFitnessPal); facilitated online live or recorded classes, via platforms such as Zoom (eg, dance, sport training, and fitness class); sport- or activity-specific apps designed by sporting organizations for participants to keep up their skills (eg, TeamBuildr); active electronic games (eg, Xbox Kinect); and/or online or digital training or racing platforms (eg, Zwift, FullGaz, and Rouvy).

Statistical Analysis

Demographic characteristics, physical activity, and digital platform use were presented descriptively. Demographic differences between those who used digital platforms (ie, users)
compared to those who did not (ie, nonusers) were calculated using chi-square tests and t tests. Unadjusted logistic regression models were used to identify associations between sample characteristics (ie, age, sex, English-speaking household, number of people in household, employment status, home duties or carer responsibilities, and student status) and MVPA, MSE, and combined physical activity guideline adherence. Adjusted multilevel logistic regression models were then run to examine associations between the use of digital platforms and adherence with MVPA, MSE, and both MVPA and MSE guidelines. All multilevel models accounted for clustering by state or territory of residence and were adjusted for sample characteristics found to be significant in univariate models (see Multimedia Appendix 1) and guideline adherence during February 2020. Analyses were stratified by age group (ie, adults and adolescents). All analyses were performed using Stata v16 (StataCorp LLC).

Results

Table 1 presents the sample characteristics for adult and adolescent participants. In total, 1188 adults and 963 adolescents provided complete physical activity guideline adherence and digital platform data and were included in analyses. Among adults, the mean age was 37.4 (SD 15.1) years, the majority were female, and two-thirds had a tertiary degree. In the past month, 33.0% (392/1188), 37.3% (443/1188), and 17.7% (210/1188) of adults met the MVPA, MSE, and both guidelines, respectively, and 39.5% (469/1188) used online or digital platforms to assist or guide their physical activity. Among those who used digital platforms for physical activity, the median frequency was 4 (IQR 2-6) times per week and the median duration was 105 (IQR 60-180) minutes per week. Among adolescents, the mean age was 16.2 (SD 1.2) years, and more than two-thirds were female. In the past month, 7.2% (69/963), 28.1% (271/963), and 3.6% (35/963) of adolescents met the MVPA, MSE, and both guidelines, respectively, and 26.5% (255/963) used online or digital platforms to guide or assist their physical activity. Among those who used digital platforms for physical activity, the median frequency was 4 (IQR 3-7) times per week and the median duration was 120 (IQR 60-260) minutes per week.

Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adults (n=1188)</th>
<th>Adolescents (n=963)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>37.4 (15.1)</td>
<td>16.2 (1.2)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>980 (82.5)</td>
<td>685 (71.1)</td>
</tr>
<tr>
<td>Employment status (working), n (%)</td>
<td>625 (52.6)</td>
<td>248 (25.8)</td>
</tr>
<tr>
<td>Home duties or carer responsibilities (yes), n (%)</td>
<td>180 (15.2)</td>
<td>127 (13.2)</td>
</tr>
<tr>
<td>Student status (yes), n (%)</td>
<td>258 (21.7)</td>
<td>622 (64.6)</td>
</tr>
<tr>
<td>Number of people in household, mean (SD)</td>
<td>3.2 (1.4)</td>
<td>4.3 (1.3)</td>
</tr>
<tr>
<td>English-speaking household (yes), n (%)</td>
<td>1155 (97.2)</td>
<td>931 (96.7)</td>
</tr>
</tbody>
</table>

State or territory of residence, n (%)

<table>
<thead>
<tr>
<th>State or territory of residence</th>
<th>Adults (n=1188)</th>
<th>Adolescents (n=963)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian Capital Territory</td>
<td>47 (4.0)</td>
<td>23 (2.4)</td>
</tr>
<tr>
<td>New South Wales</td>
<td>217 (18.3)</td>
<td>234 (24.3)</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>9 (0.8)</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>Queensland</td>
<td>124 (10.4)</td>
<td>197 (20.5)</td>
</tr>
<tr>
<td>South Australia</td>
<td>79 (6.6)</td>
<td>71 (7.4)</td>
</tr>
<tr>
<td>Tasmania</td>
<td>50 (4.2)</td>
<td>47 (4.9)</td>
</tr>
<tr>
<td>Victoria</td>
<td>590 (49.7)</td>
<td>305 (31.7)</td>
</tr>
<tr>
<td>Western Australia</td>
<td>72 (6.1)</td>
<td>82 (8.5)</td>
</tr>
</tbody>
</table>

Table 2 presents the demographic characteristics of digital platform users and nonusers. Among adults, a higher percentage of users were female and working in paid employment, and a higher percentage of nonusers had home duties or carer responsibilities. Among adolescents, a higher percentage of users were female.
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Table 2. Demographic characteristics of users and nonusers of digital platforms for physical activity.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adults (n=1188)</th>
<th>Users</th>
<th>Nonusers</th>
<th>P value</th>
<th>Adolescents (n=963)</th>
<th>Users</th>
<th>Nonusers</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants out of total, n (%)</td>
<td></td>
<td>469 (39.5)</td>
<td>719 (60.5)</td>
<td>N/A</td>
<td>255 (26.5)</td>
<td>708 (73.5)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td></td>
<td>36.3 (13.2)</td>
<td>38.0 (16.2)</td>
<td>.06</td>
<td>16.2 (1.3)</td>
<td>16.3 (1.2)</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td></td>
<td>428 (91.3)</td>
<td>552 (76.8)</td>
<td>&lt;.001</td>
<td>213 (83.5)</td>
<td>472 (66.7)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Employment status (working), n (%)</td>
<td></td>
<td>281 (59.9)</td>
<td>344 (47.8)</td>
<td>&lt;.001</td>
<td>63 (24.7)</td>
<td>185 (26.1)</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>Home duties or carer responsibilities (yes), n (%)</td>
<td></td>
<td>56 (11.9)</td>
<td>124 (17.3)</td>
<td>.01</td>
<td>40 (15.7)</td>
<td>87 (12.3)</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>Student status (yes), n (%)</td>
<td></td>
<td>89 (19.0)</td>
<td>169 (23.5)</td>
<td>.06</td>
<td>166 (65.1)</td>
<td>456 (64.4)</td>
<td>.84</td>
<td></td>
</tr>
<tr>
<td>English-speaking household (yes), n (%)</td>
<td></td>
<td>453 (96.6)</td>
<td>702 (97.6)</td>
<td>.28</td>
<td>245 (96.1)</td>
<td>686 (96.9)</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>Number of people in household, mean (SD)</td>
<td></td>
<td>3.1 (1.3)</td>
<td>3.2 (1.5)</td>
<td>.56</td>
<td>4.4 (1.3)</td>
<td>4.3 (1.3)</td>
<td>.13</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable; <i>P</i> values were not calculated for this item.

Among those who had used digital platforms to guide or assist their physical activity, the most common were streaming services (adults: 197/469, 42.0%; adolescents: 102/255, 40.0%), facilitated online classes (adults: 144/469, 30.7%; adolescents: 77/255, 30.2%), and subscriber fitness programs (adults: 139/469, 29.6%; adolescents: 35/255, 13.7%) (see Figure 2). The types of digital platforms used were generally similar for adults and adolescents; however, proportionally fewer adolescents used subscriber fitness programs.

**Figure 2.** Use of each type of digital platform for physical activity among users.

Table 3 presents the unadjusted and adjusted odds ratios for physical activity guideline adherence, accounting for state or territory of residence and adjusting for significant confounders (see Table S1 in Multimedia Appendix 1) and guideline adherence during February. In the adjusted models, adults who used digital platforms had 2 times the odds of meeting MVPA guidelines, over 3 times the odds of meeting MSE guidelines, and almost 3 times the odds of meeting the combined guidelines compared to nonusers. Adolescents who used digital platforms had more than 2 times the odds of meeting MVPA guidelines, over 3 times the odds of meeting MSE guidelines, and more than 4 times the odds of meeting the combined guidelines compared to nonusers.
activity uptake by women [27,28]; this may have also informed after dark and fear of judgement are known barriers to physical platforms. Safety concerns when exercising alone outdoors or tend to engage in more organized sport and weight training [8], activities (eg, yoga, Pilates, and dance) [26], whereas males It may be that females participate more in instructor-led increasing physical activity motivation among females [24,25].

Table 3. Adjusted odds ratios (ORs) for the associations of physical activity guideline adherence and use of digital platforms.

<table>
<thead>
<tr>
<th>Model</th>
<th>Digital platform use for adults, OR (95% CI)</th>
<th>Digital platform use for adolescents, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unadjusted model (reference: nonusers)</td>
<td>MVPA b 1.97 (1.54-2.52)</td>
<td>MSE c 3.79 (2.96-4.87)</td>
</tr>
<tr>
<td></td>
<td>Combined 3.22 (2.36-4.39)</td>
<td>MVPA d 2.43 (1.47-3.99)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE e 3.09 (2.27-4.20)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Combined f 5.05 (2.50-10.18)</td>
</tr>
<tr>
<td>Adjusted model (reference: nonusers)</td>
<td>MVPA g 1.99 (1.49-2.66)</td>
<td>MSE h 3.34 (2.49-4.47)</td>
</tr>
<tr>
<td></td>
<td>Combined i 2.73 (1.95-3.81)</td>
<td>MVPA j 2.40 (1.32-4.35)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSE k 3.07 (2.12-4.44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Combined l 4.32 (2.09-8.95)</td>
</tr>
</tbody>
</table>

All accounted for clustering by state or territory and were adjusted for February guideline adherence.

MVA: moderate- to vigorous-intensity physical activity.

MSE: muscle-strengthening exercise.

Additionally adjusted for age, number of people living in household, home duties or carer responsibilities, and student status.

Additionally adjusted for employment and home duties or carer responsibilities.

Additionally adjusted for home duties or carer responsibilities.

Additionally adjusted for student status.

Additionally adjusted for sex and home duties or carer responsibilities.

Additionally adjusted for home duties or carer responsibilities.

Discussion

Principal Findings

Findings from this study showed that digital platforms may play a critical role in supporting physical activity engagement during times when people have limited access to traditional settings or opportunities for physical activity outside the home. Individuals who used a digital platform were more likely to report achieving recommended levels of MVPA and MSE during April and May when strict stay-at-home orders were imposed for most of the nation.

Data sourced from the Global Digital Overview in January 2020 highlighted the ubiquitous use of digital platforms in Australia; 88% of the adult population had access to the internet, 71% used social media (eg, Facebook and Instagram), and 26% of internet users reported using health and fitness apps [20]. While there are no directly comparable data, data from our study suggest that a higher proportion of Australians used digital platforms for physical activity during April and May 2020 compared to 2018 [16], with a higher rate of use observed among adults compared with adolescents. In addition to the established use of mobile fitness programs [21], our findings suggest that people also used digital platforms for facilitated online live or recorded activity classes and for streaming services.

More females than males used digital platforms to guide or assist their physical activity, which is similar to previous research [22,23]. This may reflect the ability of digital platforms to support information sharing, self-monitoring, and internal accountability, which are often considered important for increasing physical activity motivation among females [24,25].

It may be that females participate more in instructor-led activities (eg, yoga, Pilates, and dance) [26], whereas males tend to engage in more organized sport and weight training [8], both of which are less adaptable to online delivery via digital platforms. Safety concerns when exercising alone outdoors or after dark and fear of judgement are known barriers to physical activity uptake by women [27,28]; this may have also informed women’s decisions to use digital platforms to undertake physical activity in the home. Alternatives such as digital platforms may play an important role in ensuring that women achieve sufficient physical activity levels. Digital platforms can be used at any time of the day and offer convenience of use in the home, which may explain the larger proportion of adults working in paid employment using digital platforms for physical activity compared to those not working.

In this sample, 33% of adults reported meeting MVPA guidelines during the April and May stay-at-home period, which is considerably lower than the Australian average of 55% of 18- to 64-year-olds in 2017-2018 [8]. It should be noted that the MVPA measure in this study required adults to engage in 30 minutes per day of MVPA on at least 5 days per week, whereas the Australian Bureau of Statistics physical activity measure was based on a minimum total of 150 minutes of moderate-intensity physical activity, 75 minutes of vigorous-intensity physical activity, or an equivalent combination per week [8]. Among adolescents, just 7% met guidelines for MVPA, which was slightly lower than the Australian average of 10% of 15- to 17-year-olds [8]. These differences may have been due to the reduced ability to access traditional settings for physical activity, such as schools [29], work [30], and fitness and recreation facilities [31], or to participate in sport or active travel [32]. In contrast, the proportion of adults and adolescents in this sample who met the MSE guidelines during the April and May stay-at-home period was considerably higher than the Australian average [8]. MSE includes bodyweight activities that may not require specialized equipment or facilities; can be performed in a confined space, such as at home; and may have been promoted via digital platforms (eg, livestreams on YouTube) during the stay-at-home restriction phase.

Our results showed support for the use of digital platforms to engage in physical activity and MSE when access to traditional settings and facilities for physical activity was restricted. Adults and adolescents who used digital platforms to guide or assist physical activity were more likely to meet the MVPA, MSE, and combined physical activity guidelines compared to those
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who did not use digital platforms. This is consistent with evidence from Germany [33] and the United States [22] that showed that adults who used physical activity and health apps engaged in more physical activity compared to those who did not. This study builds on the evidence that digital technologies can promote and support physical activity among adults and adolescents [13,34-39]. Streaming services were the most frequently used digital platform to guide or assist physical activity, so future studies should further explore how they can best support physical activity engagement for all demographic groups and how they can be used as a physical activity promotion tool. Streaming services are mostly free to use and, thus, present an opportunity for relevant government or nongovernment organizations to make use of this platform for education, instruction, and promotion of physical activity to the general public.

Overall, the findings highlight a willingness to engage with technology for MVPA and MSE when access to traditional settings or opportunities for physical activity outside the home are limited, particularly among females and working adults. Further research is needed to explore what motivated or discouraged people from using digital platforms during this period of reduced options for activity outside the home environment. Future work could also explore whether the use of digital platforms for physical activity replaced usual physical activity behaviors from before the restrictions or complemented other physical activities (eg, attending a fitness class in person) and how digital platforms can best support continued engagement in physical activity once restrictions are reduced.

Limitations
The large sample size and measures of MVPA, MSE, and combined guideline adherence are strengths of this study. However, the majority of participants were female and English speaking; in addition, 50% of adults and 32% of adolescents were from one state—Victoria—and, thus, are not representative of the wider Australian population. As the survey was completed online, English-language proficiency was required, which may have also reduced the generalizability of the findings to culturally and linguistically diverse populations. The measure used to capture MVPA guideline adherence in this study was valid and reliable [17-19]; however, it may not accurately capture individuals who engaged in shorter durations of vigorous-intensity physical activity yet still met the guidelines (eg, 30 minutes/day and 3 days/week). Participants were asked to report on MSE specifically in the home during April and May and at home or a gym in February; as such, this may not have captured all MSE performed (eg, in other locations). In addition, this study relied on self-report of physical activity and, as such, potential for recall bias must be acknowledged.

Conclusions
In this study, fewer than half of the adults and one-third of adolescents reported using digital platforms to assist or guide their physical activity during the COVID-19 stay-at-home period in April and May 2020. Both adults and adolescents who used digital platforms for physical activity were more likely to meet the MVPA, MSE, and combined physical activity guidelines compared to those who did not use digital platforms. This suggests that digital platforms can play a critical role in supporting physical activity engagement. There is a need for future research to understand sustained use, gender preferences, and motivations for the use of digital platforms to guide or assist physical activity, in particular via streaming services, given their popularity during COVID-19.

Acknowledgments
The authors thank all of the participants in OL@H. OL@H was supported by Deakin University Social and Early Emotional Development funding. JV and NR are each supported by an Australian National Heart Foundation Future Leader Fellowship (JV: ID 101928; NR: ID 101895). JS is supported by a National Health and Medical Research Council Investigator Grant (APP 1176885). RU is supported by an Alfred Deakin Postdoctoral Research Fellowship. SC is supported by an Australian Government Research Training Program Scholarship.

Authors’ Contributions
KP, LA, RU, NDR, HB, JS, AT, SS, and JV were involved in the original design and conceptualization of the study. KP, LA, and SC were involved in the data collection. KP conducted the statistical analysis and interpretation of the statistics and was primarily responsible for drafting the manuscript. All authors reviewed the manuscript critically, contributed to the intellectual content, and approved the final version.

Conflicts of Interest
NDR and JS declare involvement in a start-up technological company. Other authors have no conflicts to declare.

Multimedia Appendix 1
Unadjusted odds ratios (95% CI) for the associations of sample characteristics and physical activity guideline adherence in April and May 2020.

[DOCX File, 22 KB - jmir_v23i2e23389_app1.docx ]

References


Abbreviations

MSE: muscle-strengthening exercise
MVPAs: moderate- to vigorous-intensity physical activity
OL@H: Our Life at Home study

https://www.jmir.org/2021/2/e23389 J Med Internet Res 2021 | vol. 23 | iss. 2 | e23389 | p.1063 (page number not for citation purposes)
Physical Activity Behavior Before, During, and After COVID-19 Restrictions: Longitudinal Smartphone-Tracking Study of Adults in the United Kingdom

Hannah McCarthy¹, MA; Henry W W Potts², BA, MSc, PhD; Abigail Fisher³, BSc, PhD

¹University College London, London, United Kingdom
²Institute of Health Informatics, University College London, London, United Kingdom
³Department of Behavioural Science and Health, University College London, London, United Kingdom

Corresponding Author:
Henry W W Potts, BA, MSc, PhD
Institute of Health Informatics
University College London
222 Euston Road
London, NW1 2DA
United Kingdom
Phone: 44 020 3549 5969
Email: h.potts@ucl.ac.uk

Abstract

Background: The COVID-19 pandemic led to the implementation of worldwide restrictive measures to reduce social contact and viral spread. These measures have been reported to have a negative effect on physical activity (PA). Studies of PA during the pandemic have primarily used self-reported data. The single academic study that used tracked data did not report on demographics.

Objective: This study aimed to explore patterns of smartphone-tracked activity before, during, and immediately after lockdown in the United Kingdom, and examine differences by sociodemographic characteristics and prior levels of PA.

Methods: Tracked longitudinal weekly minutes of PA were captured using the BetterPoints smartphone app between January and June 2020. Data were plotted by week, demographics, and activity levels at baseline. Nonparametric tests of difference were used to assess mean and median weekly minutes of activity at significant points before and during the lockdown, and as the lockdown was eased. Changes over time by demographics (age, gender, Index of Multiple Deprivation, baseline activity levels) were examined using generalized estimating equations (GEEs).

Results: There were 5395 users with a mean age of 41 years (SD 12) and 61% (n=3274) were female. At baseline, 26% (n=1422) of users were inactive, 23% (n=1240) were fairly active, and 51% (n=2733) were active. There was a relatively even spread across deprivation deciles (31% [n=1693] in the least deprived deciles and 23% in the most [n=1261]). We found significant changes in PA from the week before the first case of COVID-19 was announced (baseline) to the week that social distancing restrictions were relaxed (Friedman test: χ²2=2331, P<.001). By the first full week of lockdown, the median change in PA was 57 minutes less than baseline. This represents a 37% reduction in weekly minutes of PA. Overall, 63% of people decreased their level of activity between baseline and the first week of COVID-19 restrictions. Younger people showed more PA before lockdown but the least PA after lockdown. In contrast, those aged >65 years appeared to remain more active throughout and increased their activity levels as soon as lockdown was eased. Levels of PA among those classed as active at baseline showed a larger drop compared with those considered to be fairly active or inactive. Socioeconomic group and gender did not appear to be associated with changes in PA.

Conclusions: Our tracked PA data suggests a significant drop in PA during the United Kingdom’s COVID-19 lockdown. Significant differences by age group and prior PA levels suggests that the government’s response to COVID-19 needs to be sensitive to these individual differences and the government should react accordingly. Specifically, it should consider the impact on younger age groups, encourage everyone to increase their PA, and not assume that people will recover prior levels of PA on their own.

(J Med Internet Res 2021;23(2):e23701) doi:10.2196/23701
Introduction

It is well established that sufficient physical activity (PA) is important for good health [1,2]. PA substantially reduces risks of common noncommunicable diseases including cardiovascular disease, diabetes, some cancers, and depression [1]. However, the COVID-19 pandemic resulted in worldwide implementations of restrictive measures to reduce social contact and viral spread. These varied by country, but have generally involved restrictions on nonessential movement and are likely to have had an impact on PA levels. Several papers have expressed concern about the negative consequences of reduced PA during these restrictions and the value of maintaining PA [3-6].

In the United Kingdom, throughout the COVID-19 lockdown, people were allowed to spend time outside for PA, with the exception of those who were “shielding” or those self-isolating due to COVID-19 exposure or symptoms. From March 23, 2020, to May 8 (Wales), May 11 (Scotland), or May 13 (England), individuals were allowed out for exercise once per day, respectively; subsequently, this changed to as often as was desired. This contrasted with more restrictive lockdowns seen in other countries, like Spain or France, where leaving home for exercise was not permitted. The inclusion of daily exercise in the United Kingdom lockdown guidance could account for the Sport England findings that 62% of 2000 people surveyed said they felt exercise was more important than before COVID-19 [7].

Evidence on the impact of pandemic restrictions on PA behavior varies and there are multiple methodological approaches available, each with strengths and limitations. Google Trends data showed that interest in exercise in April 2020 was higher than at any other time since records began. However, these data cannot tell us whether this increased interest was among those already habitually active or whether it translated into behavior change [8].

Cross-sectional surveys have been most commonly employed and have generally shown substantial declines in PA. The ECLB-COVID-19 international survey gathered data from 1047 respondents from Africa (40%), Asia (36%), Europe (21%), and elsewhere (3%) April 6-11, 2020. They found substantial drops in PA in response to COVID-19 restrictions (eg, a 24% drop in the number of days/week of moderate-intensity PA and a 34% drop in the number of minutes of walking per day) [9]. Rogers and colleagues [10] conducted an online survey April 6-22, 2020, that found 25% of respondents reported doing less PA, while 12% reported doing more. Predictors of doing less PA were being female, not having access to a garden, having various pre-existing conditions, and expressing sentiments about personal or household risks. Older people (aged >70 years) were more likely to be doing the same intensity level of PA. People aged 20-34 were significantly more likely to have changed their PA levels to be either more or less intense than prior to the lockdown. More positive results were reported in a survey starting March 17, 2020, with 75% of respondents meeting PA guidelines. Meeting guidelines was associated with being female, being aged ≥65 years, having higher household income, and having had higher prior levels of PA, but negatively associated with prior physical symptoms [11].

All these surveys, which only captured the very early phases of the pandemic, used convenience sampling, using social media and snowballing approaches for recruitment. These approaches, while fast and low cost, can lead to sampling biases. In addition, it is very hard for individuals to accurately recall weekly minutes of PA even within recent timeframes (such as the last 7 days), let alone recalling PA prior to COVID-19 restrictions. Thus, these surveys are missing a reliable baseline measure. However, in recent years, many people have started routinely tracking their PA through the use of apps and wearables. This gives us a source of data that is longitudinal, predating the pandemic, and not reliant on self-report/recall.

One of the most widely used such technologies is the Fitbit; a blog by Fitbit described declines in PA in the week ending March 22, 2020 [12], including a 9% decline in step activity in the United Kingdom. All 20 countries studied showed declines, with the largest being a 38% decline in Spain, which had a more restrictive lockdown. By June 2020, Fitbit reported step count levels increasing but not yet back to the same level as last year, except among older women (aged 50-64 years), who surpassed the previous year’s levels. Younger Fitbit users seemed to be making the smallest step count gains. Fitbit differentiates between steps and active minutes, which are defined as more “vigorous and intentional” activity that is important for heart health. Vigorous activity had increased during the lockdown, but appeared to be returning to the same levels as last year across all age groups [13]. Similar trends were seen among users of Garmin fitness trackers, showing a reduction in steps and an increase in more vigorous PA [14]. Neither data set has been described in academic reports.

The largest tracking study to date had walking data from 455,404 users of a smartphone app in 187 countries and found a 27% decrease in steps between baseline and a month after the announcement of COVID-19 as a pandemic [15]. No demographic data were available, meaning it was not possible to characterize users or explore sociodemographic patterns.

Therefore, the aims of this study were to explore patterns of tracked activity (ie, walking, running, and cycling) in the United Kingdom before, during, and immediately after the COVID-19 restrictions were in place and to explore variations by demographic characteristics.

Methods

Overview

Participants were individuals in the United Kingdom registered with BetterPoints. BetterPoints is a free, publicly available, smartphone-based program that offers rewards (points, lottery style tickets, and virtual rewards such as medals) for the amount of PA tracked per week. Points can ultimately be converted to ECLB-COVID19 international survey gathered data from 1047 respondents from Africa (40%), Asia (36%), Europe (21%), and elsewhere (3%) April 6-11, 2020. They found substantial drops in PA in response to COVID-19 restrictions (eg, a 24% drop in the number of days/week of moderate-intensity PA and a 34% drop in the number of minutes of walking per day) [9]. Rogers and colleagues [10] conducted an online survey April 6-22, 2020, that found 25% of respondents reported doing less PA, while 12% reported doing more. Predictors of doing less PA were being female, not having access to a garden, having various pre-existing conditions, and expressing sentiments about personal or household risks. Older people (aged >70 years) were more likely to be doing the same intensity level of PA. People aged 20-34 were significantly more likely to have changed their PA levels to be either more or less intense than prior to the lockdown. More positive results were reported in a survey starting March 17, 2020, with 75% of respondents meeting PA guidelines. Meeting guidelines was associated with being female, being aged ≥65 years, having higher household income, and having had higher prior levels of PA, but negatively associated with prior physical symptoms [11].

All these surveys, which only captured the very early phases of the pandemic, used convenience sampling, using social media and snowballing approaches for recruitment. These approaches, while fast and low cost, can lead to sampling biases. In addition, it is very hard for individuals to accurately recall weekly minutes of PA even within recent timeframes (such as the last 7 days), let alone recalling PA prior to COVID-19 restrictions. Thus, these surveys are missing a reliable baseline measure. However, in recent years, many people have started routinely tracking their PA through the use of apps and wearables. This gives us a source of data that is longitudinal, predating the pandemic, and not reliant on self-report/recall.

One of the most widely used such technologies is the Fitbit; a blog by Fitbit described declines in PA in the week ending March 22, 2020 [12], including a 9% decline in step activity in the United Kingdom. All 20 countries studied showed declines, with the largest being a 38% decline in Spain, which had a more restrictive lockdown. By June 2020, Fitbit reported step count levels increasing but not yet back to the same level as last year, except among older women (aged 50-64 years), who surpassed the previous year’s levels. Younger Fitbit users seemed to be making the smallest step count gains. Fitbit differentiates between steps and active minutes, which are defined as more “vigorous and intentional” activity that is important for heart health. Vigorous activity had increased during the lockdown, but appeared to be returning to the same levels as last year across all age groups [13]. Similar trends were seen among users of Garmin fitness trackers, showing a reduction in steps and an increase in more vigorous PA [14]. Neither data set has been described in academic reports.

The largest tracking study to date had walking data from 455,404 users of a smartphone app in 187 countries and found a 27% decrease in steps between baseline and a month after the announcement of COVID-19 as a pandemic [15]. No demographic data were available, meaning it was not possible to characterize users or explore sociodemographic patterns.

Therefore, the aims of this study were to explore patterns of tracked activity (ie, walking, running, and cycling) in the United Kingdom before, during, and immediately after the COVID-19 restrictions were in place and to explore variations by demographic characteristics.

Methods

Overview

Participants were individuals in the United Kingdom registered with BetterPoints. BetterPoints is a free, publicly available, smartphone-based program that offers rewards (points, lottery style tickets, and virtual rewards such as medals) for the amount of PA tracked per week. Points can ultimately be converted to
financial rewards (exact amounts and types are dependent on the program sponsor). Program sponsors include local government/councils, National Health Service trusts, Clinical Commissioning Groups, Development Corporations and, increasingly, large corporate entities. Further information about BetterPoints can be found on their website [16].

Individuals must be aged 14 years to register with the program. Registered users who had tracked any PA at all between January 22 and June 17, 2020, were included in the study. On registration with the app, users are asked to provide year of birth (used to derive approximate age), gender (male/female/other), and home postcode (used to derive the Index of Multiple Deprivation [IMD] decile via the UK Government website [17]).

This study was approved by the UCL ethics committee (ID 401.001). When registering with the BetterPoints program, individuals agree and consent to the Terms and Conditions and Privacy Statement, including that their tracked data will be used to monitor patterns and that their “anonymized data may be shared with trusted non-BetterPoints entities to do research.”

PA was tracked by the BetterPoints smartphone app. Users could track their activities via a menu where they select activity types such as walking, running, or cycling, or they could turn on automatic tracking. From March 2020, automatic tracking became the default. BetterPoints uses proprietary algorithms to combine data from the chipsets in the phone (motion sensors, accelerometers, built-in classifiers) with additional data pertaining to speed, global positioning system data, and various map data sources to classify activity types automatically. The BetterPoints system records 0 if no valid activity is tracked.

Demographics were summarized using descriptive statistics. Participants were grouped into Sport England Active Lives’ categories of active (≥150 minutes of PA per week), fairly active (30-149 minutes), and inactive (0-29 minutes), according to the minutes of activity participants engaged in during the baseline week (commencing January 22, 2020) [20].

PA data were highly skewed, with many zero values (39% of all data values), so data were analyzed in three ways. First, parametric tests were performed; specifically, generalized estimating equations (GEEs), a further generalization of the generalized linear model (GLM), were used to take into account the variance structure of the outcome data being from the same individuals over multiple weeks. We wanted to use a negative binomial regression, appropriate for the highly skewed data [21], but the GEE models failed to converge, presumably the result of a large number of zero values.

<table>
<thead>
<tr>
<th>Date (week commencing)</th>
<th>Significant events</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 22</td>
<td>Study baseline (the week before the first COVID-19 case in the United Kingdom was announced)</td>
</tr>
<tr>
<td>March 11</td>
<td>Nonessential travel banned and social distancing introduced</td>
</tr>
<tr>
<td>March 18</td>
<td>The lockdown began on March 23</td>
</tr>
<tr>
<td>March 25</td>
<td>First full week of the lockdown</td>
</tr>
<tr>
<td>May 13</td>
<td>The lockdown was relaxed (multiple excursions for exercise allowed)</td>
</tr>
<tr>
<td>June 17</td>
<td>First full week with nonessential shops reopened (reopened on June 15)</td>
</tr>
</tbody>
</table>

This is designed to avoid categorizing small amounts of movement (eg, walking around the house). The person must move over a distance, at a certain speed and acceleration, for the movement to qualify as walking, running, or cycling. To run automatic tracking, the smartphone must have a motion co-processor or accelerometer that monitors movement. Most current smartphones support this automatic tracking, including the Apple iPhone 5S (iOS) or above and nearly all Android-based phones. Smartphone sensors in iOS and Android phones have been shown to provide valid estimates of PA in naturalistic settings compared to ActiGraph [18] and pedometers [19].

The BetterPoints app displays data in a dashboard view of total weekly minutes of PA, which incorporates time spent walking, running, and cycling.

**Analysis**

This was a retrospective study design using existing data in the context of a constantly evolving pandemic response, so pragmatic decisions had to be made, including about how to define a baseline period and which follow-up measurement periods should be included in some analyses. Key dates in the United Kingdom’s COVID-19 pandemic response were chosen, within the context of the data having a resolution of one week and attempting to reduce the number of unnecessary post hoc statistical tests. A summary of our measurement dates is provided in Table 1. Our weeks run from Wednesday to Tuesday because our data set began January 1, 2020, which was a Wednesday. The week commencing January 22, 2020, was selected as the baseline. This was the week before the first case of COVID-19 was reported in the United Kingdom.

Table 1. Baseline and follow-up measurement dates for analysis.
and high correlations between each week and the next. Instead, additional change scores were created. We calculated 20 sets of values using the amount of PA in each week minus the previous week for that individual. This change score is more amenable to analysis, producing a symmetric distribution (skew=–0.1). However, it is very leptokurtic (kurtosis=17.9). We carried out a modified square root transformation as shown in equation 1:

\[
\text{transformed value} = \text{sign}(x) \times \sqrt{|x|}
\]

This reduces the length of the data distribution’s tails and the kurtosis (now 3.3). We were then able to fit a linear regression GEE to the data. We used Huber-White sandwich robust variance estimators. These analyses were conducted in Stata (Version 11, StataCorp).

### Results

#### Demographics

In total, 5395 users registered at least some activity each week from the week commencing January 22 to June 17, 2020, and were included in the current analysis. Participant characteristics are provided in Table 2. There were 130 missing values for gender data. In addition, 15 cases of approximate age >100 years were recoded as missing. Since there was no missing data for the primary outcome (PA) and <4% missing data for age or IMD, the decision was made not to impute these values. Users were on average 41 years old (SD 12; range 14-93 years). In addition, 61% of users identified as female, 37% as male, and 0.4% as other. There was a relatively even spread across deprivation deciles, with 31% falling in the least deprived deciles, and 23% in the most. At baseline, 26% of users were inactive, 23% were fairly active, and 51% were active.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)(^{a})</td>
<td>41.02 (12.2)</td>
</tr>
<tr>
<td>Age categories (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>14-24</td>
<td>463 (8.6)</td>
</tr>
<tr>
<td>25-34</td>
<td>1210 (22.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>1554 (28.8)</td>
</tr>
<tr>
<td>45-54</td>
<td>1246 (23.1)</td>
</tr>
<tr>
<td>55-64</td>
<td>567 (10.5)</td>
</tr>
<tr>
<td>≥65</td>
<td>168 (3.1)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1971 (36.5)</td>
</tr>
<tr>
<td>Female</td>
<td>3274 (60.7)</td>
</tr>
<tr>
<td>Other</td>
<td>20 (0.4)</td>
</tr>
<tr>
<td>Index of Multiple Deprivation, n (%)</td>
<td></td>
</tr>
<tr>
<td>1-3 (most deprived)</td>
<td>1261 (23.4)</td>
</tr>
<tr>
<td>4-7</td>
<td>2240 (41.5)</td>
</tr>
<tr>
<td>8-10 (least deprived)</td>
<td>1693 (31.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>201 (3.7)</td>
</tr>
<tr>
<td>Baseline physical activity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Inactive</td>
<td>1422 (26.4)</td>
</tr>
<tr>
<td>Fairly active</td>
<td>1240 (23.0)</td>
</tr>
<tr>
<td>Active</td>
<td>2733 (50.7)</td>
</tr>
</tbody>
</table>

\(^{a}\)There were 187 missing values.

#### Plots and Nonparametric Tests

Plots of PA over the study period are shown in Figures 1-5. PA started to decline the week commencing March 11, 2020, when nonessential travel and social distancing measures were introduced. This decline continued until the first week of full lockdown, after which it appeared to remain fairly static throughout most of the lockdown, apart from a blip for the week commencing June 3, which had inclement weather.
Figure 1. Weekly minutes of physical activity (mean and median). Important dates are marked on the x-axis as follows. (A) January 22: Baseline, week before first COVID-19 case announced in the United Kingdom. (B) March 11: Social distancing measures introduced. (C) March 18: Lockdown begins. (D) March 25: First full week of lockdown. (E) May 13: Lockdown measures relaxed. (F) June 17: Shops reopen.
Figure 2. Weekly minutes (median) of activity in males and females (the "other" group was too small). Important dates are marked on the x-axis as follows. (A) January 22: Baseline, week before first COVID-19 case announced in the United Kingdom. (B) March 11: Social distancing measures introduced. (C) March 18: Lockdown begins. (D) March 25: First full week of lockdown. (E) May 13: Lockdown measures relaxed. (F) June 17: Shops reopen.
Figure 3. Weekly minutes (median) of activity by age. Important dates are marked on the x-axis as follows. (A) January 22: Baseline, week before first COVID-19 case announced in the United Kingdom. (B) March 11: Social distancing measures introduced. (C) March 18: Lockdown begins. (D) March 25: First full week of lockdown. (E) May 13: Lockdown measures relaxed. (F) June 17: Shops reopen.
Figure 4. Weekly minutes (median) of activity by physical activity level at baseline. Important dates are marked on the x-axis as follows. (A) January 22: Baseline, week before first COVID-19 case announced in the United Kingdom. (B) March 11: Social distancing measures introduced. (C) March 18: Lockdown begins. (D) March 25: First full week of lockdown. (E) May 13: Lockdown measures relaxed. (F) June 17: Shops reopen.
Median weekly minutes of PA and the results of statistical tests of difference are presented in Table 3. There were significant differences in PA between the week before the first case of COVID-19 was announced (baseline) and the week that social distancing restrictions were relaxed (Friedman test: $\chi^2=2331$, $P<.001$).

<table>
<thead>
<tr>
<th>Time points</th>
<th>Physical activity (minutes), median (IQR)</th>
<th>Friedman test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>152 (20-306)</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Social distancing introduced (March 11)</td>
<td>104 (0-273)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lockdown begins (March 18)</td>
<td>57 (0-209)</td>
<td>N/A</td>
</tr>
<tr>
<td>First full week of Lockdown (March 25)</td>
<td>28 (0-158)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lockdown relaxed (May 13)</td>
<td>21 (0-199)</td>
<td>N/A</td>
</tr>
<tr>
<td>Shops reopen (June 17)</td>
<td>17 (0-197)</td>
<td>$\chi^2=2331$, $P&lt;.001$</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

There were statistically significant changes in weekly minutes of tracked PA at all time points leading up to lockdown and in the weeks following the easing of lockdown measures (Table 4). There was a 2-minute reduction in activity between the baseline week (January 22, 2020) and the week nonessential travel and social distance restrictions were introduced. The week that the lockdown was announced, PA dropped by more than 30 minutes. By the following week (the first full week of lockdown restrictions), PA was down by 57 minutes compared with baseline. The drop in PA from baseline to the lockdown represents a 37% reduction in PA.
Table 4. Wilcoxon tests of change in physical activity from baseline to key weeks during the COVID-19 restrictions (January 22–June 17, 2020).

<table>
<thead>
<tr>
<th>Key events (week commencing)</th>
<th>Mean change (minutes)</th>
<th>Percentage decrease from baseline</th>
<th>Median change (minutes)</th>
<th>Percentage decrease from baseline</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social distancing introduced (March 11)</td>
<td>30</td>
<td>15</td>
<td>2</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>The lockdown begins (March 18)</td>
<td>67</td>
<td>33</td>
<td>32</td>
<td>21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First full week of the lockdown (March 25)</td>
<td>95</td>
<td>47</td>
<td>57</td>
<td>37</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>The lockdown is relaxed (May 13)</td>
<td>69</td>
<td>34</td>
<td>42</td>
<td>28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General shops reopen (June 17)</td>
<td>71</td>
<td>35</td>
<td>41</td>
<td>27</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Overall, 63% of people decreased their level of activity between baseline and the first week of COVID-19 restrictions, 16% of people did not change their PA, and 21% increased their PA. The median change in PA was very similar for males and females (Figure 2). There appeared to be an effect of age, whereby younger people engaged in more PA before lockdown and the least amount of PA after lockdown (Figure 3). In contrast, those aged ≥65 years appeared to remain more active throughout and increased their activity levels as soon as the lockdown was eased.

Levels of PA among those classed as active at baseline showed a dramatic drop (Figure 4). Median levels of PA among those classed as fairly active at baseline also dropped but less dramatically. People who were inactive at baseline remained inactive throughout. Socioeconomic group did not appear to be associated with changes in PA (Figure 5).

GEE Models
A linear GEE was fitted to the data, with transformed week-on-week change in PA as the dependent variable. We explored the independent variables of gender, approximate age (as a continuous variable), deprivation decile, baseline activity level (inactive, fairly active, or active), and week (as a categorical variable). Examination of the data suggested an autoregressive correlation structure was appropriate. We fitted an AR(1) structure [22]. The resulting coefficients do not have a simple interpretation given the use of transformed data, but positive values indicate week-on-week increases in PA, while negative values indicate week-on-week decreases. Larger coefficients indicate larger changes. Sensitivity analyses were carried out using different assumptions for the correlation structure and with alternative modelling approaches. Similar results were found.

A basic model was fitted with just week as an independent variable, included as a categorical variable. This was statistically significant ($\chi^2_{20}=1759, P<.001$). We then tested a model with the additional independent variables of age, gender, baseline activity, and deprivation index. This was statistically significant ($\chi^2_{23}=2562, P<.001$). A likelihood ratio test showed improved fit from the additional variables ($\chi^2_{8}=895, P<.001$). This indicated that older individuals showed more week-on-week increases in PA; that those who were most active showed more week-on-week decreases; and a pattern of increases and decreases over time matching Figure 1. All of these effects are independent of each other. There was no statistically significant relationship between week-on-week change and either gender or deprivation index, as shown in Table 5.
We additionally wanted to investigate whether the relationship with age varied over time. We simplified the time variable, dividing the weeks into three phases: weeks 1-7 (prelockdown), weeks 8-9 (the lockdown started), weeks 10-21 (the lockdown continued). A model using these phases as independent variables rather than individual weeks does not fit as well, but it fits well enough to allow the investigation of interaction effects. We tested the addition of two interaction terms for age in the “lockdown started” phase and the “lockdown continued” phase: these were statistically significant (likelihood ratio test, $\chi^2 = 49, P < .001$). This confirmed that older participants showed less decrease in PA when the lockdown began, and a greater increase in PA as the lockdown continued, confirming the interpretation of Figure 3.

Discussion

This longitudinal study of tracked PA, before, during, and after COVID-19 restrictions, showed large decreases in PA. Significant decreases in PA were observed at all time points from the week that social distancing measures were introduced, throughout the lockdown and the week measures were relaxed. PA was still significantly lower by the week commencing June 17, when nonessential shops reopened. The week that the lockdown was announced, median PA was down by 30 minutes and by the first full week of the lockdown, it had reduced by nearly an hour a week (57 minutes). This drop in PA represents a 37% reduction in individuals’ weekly minutes of PA. Older people were significantly more likely to maintain and then increase their PA levels during the lockdown. Those who were most active to begin with showed the biggest falls in PA, but they had the furthest to fall. Although men showed more PA on average throughout, in our GEE model there was no effect of gender on the decline of PA. The deprivation index did not show any relationship with PA, although IMD is only an approximate measure of an individual’s socioeconomic status, and the lack of evidence here may not translate into a lack of important socioeconomic effects.

Decreases in our study were substantially larger than the 9% drop observed from UK Fitbit step data [12]. Fitbit data ended...
the week of March 22, which was just before the full lockdown restrictions were in place, and our data showed a 21% decrease in PA in the same week (week commencing March 18; our weeks ran Wednesday-Tuesday). Our smartphone-based measure may have overestimated the decline, since activity like incidental steps accumulated in the home or workplace would not have been captured. However, our study also showed greater decreases in PA than found in the large international tracking study by Tison and colleagues [15], who also using smartphone tracking. UK data from that study showed approximately a 10% decrease in mean steps from their prepandemic baseline level (mean daily steps from January 19 to March 11, 2020) to March 25, compared with a 37% decrease in tracked minutes in this study. It is not until the first week of April that percentage decreases in UK step counts converged with our findings, at around a 33% decrease from baseline, although our data included an estimate of time spent cycling as well as walking/running. The percentage drop in weekly PA in our findings is also in line with the international ECLB-COVID19 study, which found a reported 34% drop in the number of minutes of walking per day [9].

Overall, our findings are less optimistic than some studies of PA response to the pandemic that relied on data captured at the start of social restrictions. Increased interest in and intention to exercise have been reported elsewhere [8,20]. If such intentions existed in our sample, it appears they were only translated into action among older age groups. Those who were more active at baseline had the largest drops in PA and inactive people remained so throughout, contrary to findings that suggest a surge in PA during lockdown [10,11,23]. Perhaps of most concern are the fairly active group, who were close to doing recommended levels of PA for a number of weeks prior to lockdown and then dropped to doing no PA, with no sign of change as the lockdown was eased. We should not presume that these people will just automatically return to their prelockdown levels of exercise as restrictions are lifted. Measures to encourage this group back to prior levels of PA and continue to build on those efforts seem worthwhile.

In our study, older people showed less of a decrease in PA when the lockdown was introduced and recovered their PA levels during the lockdown faster than their younger counterparts. Concordant results were found by Fitbit [13] and by Smith and colleagues [11,24]. Our findings build on these prior results in suggesting that differences in maintained and increased PA in older age groups continued throughout the lockdown (and beyond). It is particularly interesting to note that approximately half of our sample of older adults were aged >70 years; that group had been urged by the UK Government not to go outside for even one daily bout of exercise. Although this is reassuring news about PA behavior in those aged >65 years, the large reduction in PA levels and failure to show any recovery for those below middle age is concerning. This picture suggests that policy interventions may be better focused on the long-term impact of restrictions on younger groups, which supports conclusions from recent research [11].

It was not possible to establish why we observed this pattern with age in our data. However, there is evidence that younger people are more worried about COVID-19, which may be a factor [25]. It is also feasible that factors like working/schooling from home had a stronger influence in younger age groups, but this is an area for future study.

Our study only tracked PA accumulated outdoors; some people may have substituted outdoor PA with indoor PA. BetterPoints users were given the opportunity to record activities such as “Be active at home” and “Try something new” during the lockdown, but analysis of this data was beyond the scope of the present analysis and may be included in future studies. The inclusion of live-streamed and prerecorded exercise classes in the app is currently being explored, while ways to routinely capture this type of activity and further surveying of users to understand whether they shifted to indoor exercise is underway. Wearables data suggest that while step counts may have reduced during the pandemic, vigorous activity may have increased, although these gains have not necessarily been maintained as we emerged from the lockdown [13]. This kind of activity may have continued among the previously active group but cannot be known from the current data.

While the approach of using app data gives us a good baseline and more valid measures of PA, we do have a sample bias as the results depend upon who uses BetterPoints. It may be that older adults who are using the BetterPoints app are a particular group who are more interested in exercise in the first place. Other limitations inherent in using data collected from smartphones include variability in how people carry and interact with their phones and variability in how many people track data on any given day. Although data on age, gender, and IMD were collected, information on other important demographics (like ethnicity) were not. In addition, although the app is free to use, smartphone ownership may be less common in some groups (e.g., those with very low income). Only 79% of the UK population has a smartphone (2019 data), which means we cannot be sure how representative our data are of the UK population [26].

We have shown that tracked PA data suggests larger drops in PA during the United Kingdom’s COVID-19 lockdown than indicated previously. Significant differences by age group and prior PA levels suggests that blanket conclusions cannot be drawn about the impact of social distancing measures on population PA. The importance of better understanding in how to engage with and support different groups in tailored ways cannot be underestimated. Government response to COVID-19, particularly during the current situation where renewed outbreaks lead to local restrictions being imposed, needs to be sensitive to these individual differences and the government must react accordingly.
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Abstract

Background: The COVID-19 pandemic has had a profound global impact on governments, health care systems, economies, and populations around the world. Within the East Asia and Pacific region, some countries have mitigated the spread of the novel coronavirus effectively and largely avoided severe negative consequences, while others still struggle with containment. As the second wave reaches East Asia and the Pacific, it becomes more evident that additional SARS-CoV-2 surveillance is needed to track recent shifts, rates of increase, and persistence associated with the pandemic.

Objective: The goal of this study is to provide advanced surveillance metrics for COVID-19 transmission that account for speed, acceleration, jerk, persistence, and weekly shifts, to better understand country risk for explosive growth and those countries who are managing the pandemic successfully. Existing surveillance coupled with our dynamic metrics of transmission will inform health policy to control the COVID-19 pandemic until an effective vaccine is developed. We provide novel indicators to measure disease transmission.

Methods: Using a longitudinal trend analysis study design, we extracted 330 days of COVID-19 data from public health registries. We used an empirical difference equation to measure the daily number of cases in East Asia and the Pacific as a function of the prior number of cases, the level of testing, and weekly shift variables based on a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R.

Results: The standard surveillance metrics for Indonesia, the Philippines, and Myanmar were concerning as they had the largest new caseloads at 4301, 2588, and 1387, respectively. When looking at the acceleration of new COVID-19 infections, we found that French Polynesia, Malaysia, and the Philippines had rates at 3.17, 0.22, and 0.06 per 100,000. These three countries also ranked highest in terms of jerk at 15.45, 0.10, and 0.04, respectively.

Conclusions: Two of the most populous countries in East Asia and the Pacific, Indonesia and the Philippines, have alarming surveillance metrics. These two countries rank highest in new infections in the region. The highest rates of speed, acceleration, and positive upwards jerk belong to French Polynesia, Malaysia, and the Philippines, and may result in explosive growth. While all countries in East Asia and the Pacific need to be cautious about reopening their countries since outbreaks are likely to occur in the second wave of COVID-19, the country of greatest concern is the Philippines. Based on standard and enhanced surveillance, the Philippines has not gained control of the COVID-19 epidemic, which is particularly troubling because the country ranks 4th in...
in population in the region. Without extreme and rigid social distancing, quarantines, hygiene, and masking to reverse trends, the Philippines will remain on the global top 5 list of worst COVID-19 outbreaks resulting in high morbidity and mortality. The second wave will only exacerbate existing conditions and increase COVID-19 transmissions.
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COVID-19; SARS-CoV-2; SARS-CoV-2 surveillance; second wave; wave two; wave 2; global COVID-19 surveillance; Asia Pacific public health surveillance; Asia Pacific COVID-19; Asian Pacific SARS-CoV-2; Asia Pacific surveillance metrics; dynamic panel data; generalized method of the moments; Asian Pacific econometrics; East Asian Pacific COVID-19 surveillance system; Pacific Asian COVID-19 transmission speed; Asian Pacific COVID-19 transmission acceleration; COVID-19 transmission deceleration; COVID-19 transmission jerk; COVID-19 7-day lag; Arellano-Bond estimator; generalized method of moments; GMM; Australia; Brunei; Cambodia; China; Fiji; French Polynesia; Guam; Indonesia; Japan; Kiribati; Laos; Malaysia; Mongolia; Myanmar; New Caledonia; Philippines

Introduction

Background

COVID-19, caused by SARS-CoV-2, was first identified in Wuhan, Hubei Province, China, in December 2019 [1]. Since then, it has spread around the globe including to every country in the East Asia and Pacific region, severely straining governments, health care systems, economies, and quality of life globally (Figure 1). East Asia and the Pacific, as defined by the World Bank, consists of American Samoa, Australia, Brunei Darussalam, Cambodia, China, Fiji, French Polynesia, Guam, Hong Kong, Indonesia, Japan, Kiribati, People’s Democratic Republic of Korea, Republic of Korea, Lao People’s Democratic Republic, Macao, Malaysia, Marshall Islands, Federated States of Micronesia, Mongolia, Myanmar, Nauru, New Caledonia, New Zealand, Northern Mariana Islands, Palau, Papua New Guinea, the Philippines, Samoa, Singapore, Solomon Islands, Thailand, Timor-Leste, Tonga, Tuvalu, Vanuatu, and Vietnam [2]. Not all of these countries collect or report COVID-19 caseloads and deaths, such as North Korea. As of October 28, 2020, the World Health Organization (WHO) reports a total of 43,540,739 cases and 1,160,650 deaths in these countries [3]. This global region encompasses countries of diverse income levels, political systems, cultures, populations, geography, climate, and health care systems, factors which have profoundly influenced not only the effects of the virus but also the response of each member country.

Figure 1. COVID-19 timeline in East Asia and the Pacific. WHO: World Health Organization. PDR: People’s Democratic Republic.

Government Response and Public Health Policy

The extreme quarantine implemented in Wuhan and the entire Hubei region of China mandated all residents to shelter in place without exception [4]. Wuhan imposed travel restrictions in and out of the city in addition to canceling gatherings, closing public places, and shutting down schools and universities [5]. China allocated significant resources for public health service and epidemic prevention and control [6].

The prompt response by East Asian countries was informed by the 2003 severe acute respiratory syndrome (SARS) and 2015 Middle East respiratory syndrome (MERS) outbreaks [7,8]. Singapore and Vietnam’s strategy of comprehensive surveillance
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to detect and contain as many cases as possible has been highly successful in controlling or eliminating SARS-CoV-2 [9,10]. Taiwan’s response to the 2003 SARS epidemic also informed COVID-19 response [11,12]. The Taiwan Centers for Disease Control aggressively traced confirmed cases while the government distributed masks and personal protection equipment [13,14]. Taiwan’s interconnected public health, medical, and insurance infrastructure reduces barriers to doctor appointments and follow-up visits, allowing their health care system to capture more cases. Furthermore, their single-payer model allows for centralized health records of population-level longitudinal data, a valuable tool for analyzing the spread of the pandemic [11].

South Korea was the hardest hit country outside of the Middle East during the MERS outbreak in 2015, prompting the Korea Centers for Disease Control (KCDC) to prepare for the next infectious disease outbreak [15]. When COVID-19 breached Korea’s borders, the KCDC actively performed contact tracing, quarantined exposed individuals, and diagnosed and isolated new cases with rapid and extensive testing [16-19].

New Zealand eradicated COVID-19 by introducing some of the strictest lockdown measures early on, allowing the government to pursue an elimination approach rather than the typical, mitigation-based model of pandemic planning. Schools and nonessential workplaces were closed, social gatherings banned, and severe travel restrictions applied [20-22]. Australia implemented similar though somewhat less stringent lockdown measures and border closures, resulting in substantially lower crude case fatality and hospitalization rates than many other high-income countries [23,24].

Some low- to middle-income countries such as Vietnam and Mongolia have also been able to implement successful responses to the pandemic despite limited resources or shared borders with China. As a result of Mongolia’s travel restrictions, lockdown measures, and surveillance of active infections, they reported no confirmed cases until March 10, 2020, and no intensive care admissions or deaths until July 6, 2020 [25]. Vietnam responded immediately to its first cases by activating an emergency prevention system involving intense surveillance, quarantine, and contact tracing. Those who broke social distancing measures were severely punished. As of July 8, 2020, the nation had the highest test per confirmed case ratio in the world [26-31]. This approach differs vastly from the widespread testing strategy employed by South Korea, which, although seen by many as a best practice in fighting the pandemic, is more resource intensive [32].

In contrast, the Philippines has become Southeast Asia’s coronavirus hotspot, overtaking Indonesia with a caseload exceeding 360,000 people with nearly 7000 deaths and no coherent strategy for defeating the virus [33]. Although their first case was reported in January 2020, a national lockdown was not enacted until March, and when citizens took to the streets to protest a lack of food and supplies 2 weeks later, President Rodrigo Duterte threatened that the police and military would shoot those who did not comply with stay-at-home orders [34-36]. Once the lockdown was lifted in June, cases quickly began to climb again. In addition, the Philippines was late to initiate COVID-19 measures including testing, isolation, and contact tracing [33]. Their result paralleled the United States with a similar outcome. The first wave is still raging through the islands while the second wave commences around the globe [37].

The Pacific Islands have been some of the least affected nations in the world due to their unique ability to shut down border traffic [38]. As of August 2, 2020, only 6 countries of the Pacific Islands (Papua New Guinea, Fiji, French Polynesia, Guam, New Caledonia, and Northern Mariana Islands) have recorded positive COVID-19 cases. Among the 12 countries without any confirmed cases, 10 are in this region (Kiribati, Marshall Islands, Micronesia, Nauru, Palau, Samoa, Solomon Islands, Tonga, Tuvalu, and Vanuatu). Furthermore, many nations recently strengthened their infectious disease prevention, surveillance, and response systems due to the re-emergence of measles in the area in 2019 [38-40].

Health Systems, Vulnerable Populations, and Health Disparities

The East Asia and Pacific region encompass a wide range of health care systems with varying capacities for pandemic preparedness. In New Zealand, approximately one-fifth of the government’s spending goes to the health sector, and health services are either free or heavily subsidized [41]. In contrast, some of the world’s smallest, least developed, and most isolated nations in need of health system strengthening are in the Pacific Islands region [42].

In the Philippines, 43% of the urban population lives in slums, and people living in densely populated urban slums are unlikely to have the space or economic means to practice social distancing [43,44]. The majority of Filipinos pay out of pocket for health care, a prohibitive cost that disproportionately affects the country’s 7.5 million senior citizens, many of whom live in rural areas [45]. These barriers to access are exacerbated by the fact that hospitals in the Philippines are currently overwhelmed and reaching maximum capacity [45].

In Cambodia, more than 3 million people lack access to safe water, and 6 million lack access to improved sanitation. This disproportionately affects rural communities, where approximately 77% of Cambodians live, placing them at greater risk from the pandemic [46,47].

Meanwhile, the pandemic has added an additional layer of complexity to Indonesia’s longstanding problem of food insecurity and reliance on food imports. In 2018, 55% of the Indonesian population experienced moderate or severe food insecurity. Unemployment and other loss of income associated with the pandemic have likely exacerbated this problem, with 70% of low-income households reporting a loss of income and about the same proportion reporting shortages of some foods or not eating as much as they should, placing 24 million children at risk of food insecurity [48].

Myanmar has attempted to combat the aggravating effects of food insecurity on its already underfunded health sector by providing emergency rations through strategies such as community-based food banks [49,50], although 10%-15% of...
the population report consuming reduced quantities of nutritious foods [51].

Individuals with underlying medical conditions are also known to be at greater risk of COVID-19. In Australia, Indigenous Australians constitute a uniquely vulnerable population due to the increased prevalence of diabetes and respiratory and cardiovascular conditions, as well as high reported smoking rates [52,53]. China is notorious for having the worst air pollution problem in the world, which may correlate with susceptibility to respiratory infections [54-56].

Despite early exposure, a high population density, an aging population, and little social distancing measures, Japan reports low rates of infection and death from COVID-19 [57,58]. This has led to some hypotheses that the Bacille Calmette-Guérin (BCG) vaccine against tuberculosis may protect against the virus, as countries that mandate the BCG vaccine have relatively low per capita death rates from COVID-19 [57,59].

**Economy**

Tourism is an important source of revenue for many economies in developing Asia and the Pacific [50,60,61]. For countries like Palau, where international tourism receipts are close to 50% of the GDP (gross domestic product) and over a third of international tourists are from China, the decline in tourism due to COVID-19 has been devastating [60].

China is a major trade destination for many developing Asian economies such as Mongolia, the Philippines, Singapore, Taipei, and Vietnam [60]. Long quarantine-like conditions have the potential to deeply harm export-based economies such as Mongolia, where coal exports were reduced due to border restrictions [25].

**Culture**

While Western cultures endorse individualism and a more independent self-concept, Eastern cultures emphasize collectivism and a concept of the self as interdependent with others, which may motivate individuals to remain committed to COVID-19 precautions even at the expense of personal freedoms [62]. Some of the actions that have enabled Asian countries to contain the spread of the virus have been challenging to Western notions of privacy and individual freedom; such measures have been almost universally accepted in Asian countries [26,32]. Therefore, interpersonal transmission of the virus may be less likely in East Asian countries [63].

Public health departments, as well as universities and media outlets, are tracking the novel coronavirus using raw data, including the number of new infections, testing, positivity, $R_0$ (reproduction number), deaths, local hospital capacity, etc [39,64-93]. Public health surveillance informs policy on “flattening the curve” of COVID-19 [94-97]. Epidemiologists have utilized various modeling techniques to forecast the numbers of cases and deaths attributed to the virus [98-102]. Both the WHO and the Center for Systems Science and Engineering at Johns Hopkins University have developed tracking tools [98]. While helpful, these static metrics suffer from incomplete case ascertainment and data contamination [94,96]. Existing surveillance is a proxy for the true coronavirus caseload because public health surveillance systems tend to pick up the most severe cases [103,104], which is especially problematic when tracking SARS-CoV-2 because most carriers are asymptomatic, presymptomatic, or only have mild symptoms [105-108]. Public health surveillance that can control for these limitations are needed. Moreover, metrics that detect how transmission speed of the novel coronavirus, shifts in the pandemic, acceleration in speed, and persistence of COVID-19 based on prior infections are needed to supplement existing measures [83].

**Objective**

The objective of our research is to use a longitudinal trend analysis study design in concert with dynamic panel modeling and method of moments to correct for existing surveillance data limitations [94,96]. Specifically, we will measure significant weekly shifts in the increase, decrease, or plateaued transmission of SARS-CoV-2. Our study will measure the underlying causal effect from last week that persists through this week, with a 7-day persistence rate to explain a clustering/declustering effect.

The 7-day persistence rate represents an underlying disease transmission wave, where a large number of transmissions that resulted in a large number of infections today then “echoes” forward into a large number of new transmissions and hence a large number of new cases 7 days later. If positive, it is consistent with, for example, a mega-event (eg, the large religious gathering at Daegu’s Shincheonji Church of Jesus in South Korea) that causes an increase in the number of cases in adjoining days, among other explanations [16]. If zero or nonsignificant, it is indicative of a constant rate of new infections and/or a constant size of the infectious population. In summary, we will measure negative and positive shifts in the transmission of SARS-CoV-2 or acceleration/deceleration rates that are not limited by sampling bias.

**Methods**

We conducted a longitudinal trend analysis for our study design using data extracted from the internet. The COVID Tracking Project [109], Our World in Data [110], and The Foundation for Innovative New Diagnostics [111] compiles data from multiple sources on the web [112]; data for the most recent 4 weeks were accessed from the GitHub repository [113-115]. This resulted in a panel of 26 countries in East Asia and the Pacific with 30 days in each panel (n=780). An empirical difference equation was specified in which the number of positive cases in each country for each day is a function of the prior number of cases, the level of testing, and weekly shift variables that measure whether the contagion was growing faster, at the same rate, or slower than the previous weeks. This resulted in a dynamic panel model that was estimated using the generalized method of moments (GMM) approach by implementing the Arellano-Bond estimator in R (The R Foundation) [94,96,116]. Additionally, we report on the novel dynamic surveillance metrics of speed, acceleration, and jerk [94,96].
Results

Country Regression Results

Regression results are presented for 26 East Asian and Pacific countries in Table 1. Weekly surveillance data in Tables 2-6 and Figure 2 [117] are based on these regressions.

The Wald statistic for the regression was significant ($\chi^2 = 49,836,424; \ P < .001$). The Sargan test was not significant, failing to reject the validity of overidentifying restrictions ($\chi^2_{294} = 18; \ P = .99$).

Table 1. Arellano-Bond dynamic panel data modeling of the number of daily infections reported by country in East Asia and the Pacific, October 5-18, 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1Pos$^a$</td>
<td>$r = -0.007$</td>
<td>.89</td>
</tr>
<tr>
<td>L7Pos$^b$</td>
<td>$r = 0.887$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cumulative tests</td>
<td>$r = 0.000$</td>
<td>.15</td>
</tr>
<tr>
<td>Weekend</td>
<td>$r = -0.603$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wald statistic for regression</td>
<td>$\chi^2_{5} = 49836424$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sargan statistic for validity</td>
<td>$\chi^2_{294} = 18$</td>
<td>.99</td>
</tr>
</tbody>
</table>

$^a$L1Pos: the statistical impact of a 1-day lag of speed on today’s value of speed.

$^b$L7Pos: the statistical impact of the 7-day lag of speed on today’s value of speed. New cases per day tend to have an echo effect 7 days later. Reported as the weekly average number of new cases per day that are attributable to the weekly average of the 7-day lag of the number of new cases per day.

Figure 2. COVID-19 weekly trends in East Asia and the Pacific [117].

Table 2, for the week of October 5-11, and Table 3, for the week of October 12-18, present traditional surveillance metrics including new COVID-19 cases, cumulative COVID-19 cases, 7-day moving average of COVID-19 infections, infections per 100,000 population, deaths, cumulative deaths, and 7-day moving average of deaths rates per 100,000 population. Overall, in East Asia and the Pacific, by the second week, there were 9951 new daily cases of COVID-19, 1,076,042 cumulative cases of COVID-19, a 7-day moving average of 8005, an infection rate per 100,000 population of 0.4344, 216 daily deaths, and 28,053 cumulative deaths.

For the week of October 5-11, Indonesia led the East Asian and Pacific region with the highest number of new cases at 4294, followed by the Philippines at 2156 and Myanmar at 2158. The number of deaths follow the same pattern for Indonesia, the Philippines, and Myanmar at 88, 86, and 32 deaths, respectively.

For the week of October 12-18 (Table 3), Indonesia, the Philippines, and Myanmar continued to lead the region with 4301, 2588, and 1287 new COVID-19 infections and 84, 72, and 39 deaths, respectively. The cumulative number of deaths for the region reached 28,053 by the second week in October.
<table>
<thead>
<tr>
<th>Country</th>
<th>New COVID-19 cases, n</th>
<th>Cumulative COVID-19 cases, n</th>
<th>7-day moving average of new cases</th>
<th>Rate of infection</th>
<th>New deaths, n</th>
<th>Cumulative deaths, n</th>
<th>Death rate per 100k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>15</td>
<td>27,244</td>
<td>17.57</td>
<td>0.06</td>
<td>0</td>
<td>897</td>
<td>0</td>
</tr>
<tr>
<td>Brunei</td>
<td>0</td>
<td>146</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>China</td>
<td>21</td>
<td>90,778</td>
<td>24.86</td>
<td>0</td>
<td>0</td>
<td>4739</td>
<td>0</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>0</td>
<td>2692</td>
<td>104</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Guam</td>
<td>89</td>
<td>3078</td>
<td>54.14</td>
<td>53.20</td>
<td>2</td>
<td>60</td>
<td>1.20</td>
</tr>
<tr>
<td>Indonesia</td>
<td>4294</td>
<td>328,952</td>
<td>4207</td>
<td>1.59</td>
<td>88</td>
<td>11,765</td>
<td>0.03</td>
</tr>
<tr>
<td>Japan</td>
<td>679</td>
<td>88,912</td>
<td>510.43</td>
<td>0.54</td>
<td>3</td>
<td>1627</td>
<td>0</td>
</tr>
<tr>
<td>Malaysia</td>
<td>374</td>
<td>15,096</td>
<td>429.71</td>
<td>1.17</td>
<td>3</td>
<td>155</td>
<td>0.01</td>
</tr>
<tr>
<td>Mongolia</td>
<td>0</td>
<td>318</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0.09</td>
</tr>
<tr>
<td>Myanmar</td>
<td>2158</td>
<td>26,064</td>
<td>1365.86</td>
<td>3.99</td>
<td>32</td>
<td>598</td>
<td>0.06</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1</td>
<td>1515</td>
<td>2.43</td>
<td>0.02</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>0</td>
<td>549</td>
<td>1.29</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Philippines</td>
<td>2156</td>
<td>336,926</td>
<td>2514</td>
<td>1.99</td>
<td>86</td>
<td>6238</td>
<td>0.08</td>
</tr>
<tr>
<td>Singapore</td>
<td>7</td>
<td>1,010,010</td>
<td>9.43</td>
<td>0.12</td>
<td>0</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>South Korea</td>
<td>58</td>
<td>57,866</td>
<td>73.57</td>
<td>0.11</td>
<td>2</td>
<td>432</td>
<td>0</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0</td>
<td>24,606</td>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Thailand</td>
<td>0</td>
<td>527</td>
<td>7.29</td>
<td>0</td>
<td>0</td>
<td>59</td>
<td>0</td>
</tr>
<tr>
<td>Vietnam</td>
<td>2</td>
<td>3634</td>
<td>1.57</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Region</td>
<td>9854</td>
<td>1107</td>
<td>7999</td>
<td>0.43</td>
<td>219</td>
<td>26,684</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>New COVID-19 cases, n</th>
<th>Cumulative COVID-19 cases, n</th>
<th>7-day moving average of new cases</th>
<th>Rate of infection</th>
<th>New deaths, n</th>
<th>Cumulative deaths, n</th>
<th>Death rate per 100k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>12</td>
<td>27,383</td>
<td>19.86</td>
<td>0.05</td>
<td>0</td>
<td>904</td>
<td>0</td>
</tr>
<tr>
<td>Brunei</td>
<td>0</td>
<td>147</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>China</td>
<td>30</td>
<td>90,955</td>
<td>25.29</td>
<td>0</td>
<td>0</td>
<td>4739</td>
<td>0</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>62</td>
<td>3797</td>
<td>157.9</td>
<td>22.20</td>
<td>0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Guam</td>
<td>0</td>
<td>3617</td>
<td>77.00</td>
<td>0</td>
<td>3</td>
<td>66</td>
<td>1.79</td>
</tr>
<tr>
<td>Indonesia</td>
<td>4301</td>
<td>357,762</td>
<td>4115.71</td>
<td>1.59</td>
<td>84</td>
<td>12,431</td>
<td>0.03</td>
</tr>
<tr>
<td>Japan</td>
<td>593</td>
<td>92,656</td>
<td>534.9</td>
<td>0.47</td>
<td>9</td>
<td>1670</td>
<td>0.01</td>
</tr>
<tr>
<td>Malaysia</td>
<td>869</td>
<td>19,627</td>
<td>647.3</td>
<td>2.72</td>
<td>4</td>
<td>180</td>
<td>0.01</td>
</tr>
<tr>
<td>Mongolia</td>
<td>0</td>
<td>324</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>Myanmar</td>
<td>1387</td>
<td>34,875</td>
<td>1258.71</td>
<td>2.57</td>
<td>39</td>
<td>838</td>
<td>0.07</td>
</tr>
<tr>
<td>New Zealand</td>
<td>3</td>
<td>1530</td>
<td>2.14</td>
<td>0.06</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>3</td>
<td>581</td>
<td>4.57</td>
<td>0.03</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Philippines</td>
<td>2588</td>
<td>354,338</td>
<td>2487.4</td>
<td>2.39</td>
<td>72</td>
<td>6603</td>
<td>0.07</td>
</tr>
<tr>
<td>Singapore</td>
<td>3</td>
<td>57,904</td>
<td>5.43</td>
<td>0.05</td>
<td>0</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>South Korea</td>
<td>91</td>
<td>25,199</td>
<td>84.71</td>
<td>0.18</td>
<td>1</td>
<td>444</td>
<td>0</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0</td>
<td>535</td>
<td>1.14</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Thailand</td>
<td>7</td>
<td>3686</td>
<td>7.43</td>
<td>0.01</td>
<td>0</td>
<td>59</td>
<td>0</td>
</tr>
<tr>
<td>Vietnam</td>
<td>2</td>
<td>1126</td>
<td>2.71</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Region</td>
<td>9951</td>
<td>1,076,042</td>
<td>8005</td>
<td>0.44</td>
<td>216</td>
<td>28,053</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Tables 4 and 5 provide the novel surveillance metrics for the weeks of October 5-11 and October 12-18, respectively. During the week of October 5-11 (Table 4), French Polynesia had the highest speed or velocity of new cases at 37 per 100,000 population, followed by Guam at 32.6 cases per 100,000 population. The highest rates of acceleration per 100,000 population was 0.312 for Myanmar, 0.025 for Malaysia, and 0.015 for Indonesia. The highest jerk rates were 0.228, 0.027, and 0.008 for Myanmar, Indonesia, and Japan, respectively. French Polynesia and Guam ranked 1 and 2 for 7-day persistence at 28.68 and 25.14, respectively, meaning these cases were statically attributed to those persons infected 7 days earlier.

Table 4. Novel surveillance metrics for the week of October 5-11, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Acceleration&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Jerk&lt;sup&gt;c&lt;/sup&gt;</th>
<th>7-day persistence effect on speed&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Brunei</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>China</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>37.24</td>
<td>0</td>
<td>−11.66</td>
<td>28.69</td>
</tr>
<tr>
<td>Guam</td>
<td>32.36</td>
<td>−5.12</td>
<td>−9.82</td>
<td>26.14</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.55</td>
<td>0.02</td>
<td>0.03</td>
<td>1.32</td>
</tr>
<tr>
<td>Japan</td>
<td>0.40</td>
<td>0.01</td>
<td>0.01</td>
<td>0.37</td>
</tr>
<tr>
<td>Malaysia</td>
<td>1.34</td>
<td>0.03</td>
<td>0</td>
<td>0.52</td>
</tr>
<tr>
<td>Mongolia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Myanmar</td>
<td>2.53</td>
<td>0.31</td>
<td>0.23</td>
<td>1.53</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.05</td>
<td>−0.01</td>
<td>−0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Philippines</td>
<td>2.33</td>
<td>−0.07</td>
<td>−0.11</td>
<td>2.12</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0.26</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Region</td>
<td>0.41</td>
<td>0.01</td>
<td>0</td>
<td>0.33</td>
</tr>
</tbody>
</table>

<sup>a</sup>Daily positives per 100k (weekly average of new daily cases per 100k).

<sup>b</sup>Day-to-day change in the number of positives per day, weekly average, per 100k.

<sup>c</sup>Week-over-week change in acceleration, per 100k.

<sup>d</sup>New cases per day per 100k attributed to new cases 7 days ago.

Table 5 presents the novel surveillance metrics for the second week of our study period. Between October 12 and 18, French Polynesia ranked first in speed of new infections at 56.5 per 100,000, followed by Guam at 46 per 100,000. French Polynesia and Guam are several standard deviations higher than the rest of the East Asian and Pacific region. French Polynesia had the highest acceleration rate at 3.17 per 100,000 population, and Polynesia had the highest positive jerk at 15.4 per 100,000 population. French Polynesia and Guam had the largest 7-day persistence during the October 12-18 period (Table 6). In summary, French Polynesia, Malaysia, the Philippines, South Korea, and New Zealand have positive speeds, acceleration, jerks, and 7-day persistence, indicating an upwards shift in the pandemic.


<table>
<thead>
<tr>
<th>Country</th>
<th>Speed&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Acceleration&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Jerk&lt;sup&gt;c&lt;/sup&gt;</th>
<th>7-day persistence effect on speed&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Brunei</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>China</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>56.51</td>
<td>0</td>
<td>−11.66</td>
<td>28.68</td>
</tr>
<tr>
<td>Guam</td>
<td>46.09</td>
<td>−5.12</td>
<td>−9.82</td>
<td>26.14</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.55</td>
<td>0.02</td>
<td>0.03</td>
<td>1.32</td>
</tr>
<tr>
<td>Japan</td>
<td>0.40</td>
<td>0.01</td>
<td>0.01</td>
<td>0.37</td>
</tr>
<tr>
<td>Malaysia</td>
<td>1.34</td>
<td>0.03</td>
<td>0</td>
<td>0.52</td>
</tr>
<tr>
<td>Mongolia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Myanmar</td>
<td>2.53</td>
<td>0.31</td>
<td>0.23</td>
<td>1.53</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.05</td>
<td>−0.01</td>
<td>−0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Philippines</td>
<td>2.33</td>
<td>−0.07</td>
<td>−0.11</td>
<td>2.12</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0.26</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Region</td>
<td>0.41</td>
<td>0.01</td>
<td>0</td>
<td>0.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed(^a)</th>
<th>Acceleration(^b)</th>
<th>Jerk(^c)</th>
<th>7-day persistence effect on speed(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.08</td>
<td>0</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>Brunei</td>
<td>0.03</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>China</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>56.52</td>
<td>3.17</td>
<td>15.45</td>
<td>33.04</td>
</tr>
<tr>
<td>Guam</td>
<td>46.03</td>
<td>–7.60</td>
<td>–19.13</td>
<td>28.72</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.52</td>
<td>0</td>
<td>–0.01</td>
<td>1.38</td>
</tr>
<tr>
<td>Japan</td>
<td>0.42</td>
<td>–0.01</td>
<td>–0.01</td>
<td>0.36</td>
</tr>
<tr>
<td>Malaysia</td>
<td>2.03</td>
<td>0.22</td>
<td>0.10</td>
<td>1.19</td>
</tr>
<tr>
<td>Mongolia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Myanmar</td>
<td>2.33</td>
<td>–0.20</td>
<td>–0.12</td>
<td>2.24</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Philippines</td>
<td>2.30</td>
<td>0.06</td>
<td>0.04</td>
<td>2.06</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.10</td>
<td>–0.01</td>
<td>–0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.16</td>
<td>0.01</td>
<td>0.01</td>
<td>0.13</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Region</td>
<td>0.41</td>
<td>0</td>
<td>0</td>
<td>0.36</td>
</tr>
</tbody>
</table>

\(^a\)Daily positives per 100k (weekly average of new daily cases per 100k).
\(^b\)Day-to-day change in the number of positives per day, weekly average, per 100k.
\(^c\)Week-over-week change in acceleration, per 100k.
\(^d\)New cases per day per 100k attributed to new cases 7 days ago.

Table 6. Seven-day persistence difference.

<table>
<thead>
<tr>
<th>Country</th>
<th>7-day persistence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>October 11, 2020</td>
</tr>
<tr>
<td>French Polynesia</td>
<td>28.69</td>
</tr>
<tr>
<td>Guam</td>
<td>26.14</td>
</tr>
<tr>
<td>Philippines</td>
<td>2.12</td>
</tr>
<tr>
<td>Myanmar</td>
<td>1.53</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.32</td>
</tr>
</tbody>
</table>

The most populous countries in East Asia and Pacific include China, Indonesia, Japan, Philippines, and Vietnam (Table 7). Countries with larger populations are at risk for having more COVID-19 infections by virtue of size, but this was not necessarily the case when comparing population size to the speed, acceleration, jerks, and 7-day persistence in Tables 4 and 5.

For comprehensive surveillance of static or traditional surveillance metrics with novel surveillance metrics for East Asia and Pacific, see Multimedia Appendices 1-3.
Table 7. Most populous East Asian countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Population as of 2020, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>1,439,323,776</td>
</tr>
<tr>
<td>Indonesia</td>
<td>273,523,615</td>
</tr>
<tr>
<td>Japan</td>
<td>126,476,461</td>
</tr>
<tr>
<td>Philippines</td>
<td>109,581,078</td>
</tr>
<tr>
<td>Vietnam</td>
<td>97,338,579</td>
</tr>
</tbody>
</table>

*aDoes not include countries that do not track or report COVID-19 cases (eg, North Korea).

Discussion

Countries in the East Asia and Pacific region have had differential success in combating the COVID-19 pandemic, with some countries among the most successful in the world at containing the pandemic and others in serious jeopardy. China, Taiwan, South Korea, and Japan had early outbreaks that were successfully contained through stringent protective measures. Some of the smaller islands in the Pacific encountered the disease much later than other countries, but after initial exposure, French Polynesia and Malaysia had outbreaks that swiftly affected their nations.

While South Korea, New Zealand, and Australia are demonstrating some increases in speed, acceleration, jerk, and 7-day persistence, these nations had successfully implemented COVID-19 control policies that literally eliminated COVID-19. However, as wave two of the COVID-19 pandemic has recently began the cycle of transmissions, these countries had either low caseloads or zero caseloads; hence, any new cases are going to result in increased rates of transmission. The new cases in countries that previously eradicated COVID-19 indicate a need to reinstate public health guidelines to keep the second wave of COVID-19 transmission from gaining a larger foothold. Moreover, other countries in East Asia and the Pacific who are presently dealing with the first wave will have novel infections from wave two as well, such as Indonesia and the Philippines who have the highest cumulative infections and cumulative deaths from COVID-19. While the Philippines was decelerating during the week of October 5-11, it reversed course and now has a positive acceleration.

The region’s biggest successes are Singapore, New Zealand, Vietnam, South Korea, and China. In theory, it is likely easier to control for outbreaks in island nations such as Singapore and New Zealand; however, not all islands experienced their level of prevention and mitigation. Moreover, relative to population size (Table 7), South Korea, Vietnam, and China experienced an initial COVID-19 outbreak and took preventative measures to control further spread successfully.
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Background: Amid the COVID-19 pandemic, public health policies to curb the spread of SARS-CoV-2 and its associated disease, COVID-19, have resulted in significant alterations to daily routines (eg, work-from-home policies) that may have enabled longer sleep duration among the general population.

Objective: We aimed to examine changes in estimated sleep duration in 5 major metropolitan areas before and after the start of the COVID-19 pandemic.

Methods: We conducted a prospective observational study using estimated sleep duration data obtained from a smartphone app. The data were obtained from regular users of the smartphone app before and after the World Health Organization declared COVID-19 a pandemic in March 2020. We compared within-subject estimated sleep duration before and during the COVID-19 pandemic using generalized linear mixed models.

Results: Among the 2,871,037 observations, 957,022 (33.3%) were from users in London; 549,151 (19.1%) were from users in Los Angeles; 846,527 (29.5%) were from users in New York City; 251,113 (8.7%) were from users in Seoul; and 267,224 (9.3%) were from users in Stockholm. The average age of the users in the sample was 35 years (SE 11 years). Prior to the COVID-19 pandemic, people residing in Seoul had the shortest estimated sleep duration (mean 6 hours 28 minutes, SE 11.6 minutes) and those residing in Stockholm had the longest estimated sleep duration (mean 7 hours 34 minutes, SE 9.9 minutes). The onset of the COVID-19 pandemic was associated with a 13.7 minute increase in estimated sleep duration when comparing March 2019 and March 2020 (95% CI 13.1-14.3, \(P<.001\)) and an increase of 22.3 minutes when comparing April 2019 and April 2020 (95% CI 21.5-23.1, \(P<.001\)).

Conclusions: The average estimated sleep duration increased sharply in the months after the onset of the COVID-19 pandemic. This finding suggests that the implementation of COVID-19 mitigation strategies has provided people worldwide with increased opportunities to sleep, which may enhance the response of the immune system to viral pathogens.
Introduction

Public health officials worldwide have implemented stringent measures to curb the spread of SARS-CoV-2 and its associated disease, COVID-19. In some regions, actions to mitigate COVID-19 have been drastic, such as mandatory shelter-in-place regulations, while regulations in other regions have been more lenient [1]. In either case, life has changed markedly for much of the global population.

Research conducted amid crises of similar magnitude to the COVID-19 pandemic has shown that sleep is disrupted during and after such events [2-5]. For instance, research conducted after the 2003 severe acute respiratory syndrome (SARS) outbreak in China demonstrated an increase in insomnia symptoms associated with the onset of the outbreak [4]. In the context of a natural disaster, researchers found that 40% of people who survived an earthquake in Japan reported sleep difficulties in the years following the disaster, and 8% reported short sleep duration [6]. Although previous literature would suggest that sleep duration is likely to decline, sleep duration may increase worldwide during the COVID-19 pandemic for several reasons. First, due to the highly contagious nature of SARS-CoV-2 and the lack of a vaccine, social distancing and work-from-home recommendations and policies have been widely implemented to curb the spread of the virus [7]. As much of the global population is spending less time commuting, more time at home, and less time socializing, it is possible that their sleep duration will increase, contrary to what has been observed during previous crises.

Sleep is a critical element of immune system function [8,9]. Experimental studies have shown that inadequate sleep results in increased susceptibility to viral infection [10,11]. Research has also shown a heightened ability to mount an immune response among those who obtain a healthy, sufficient duration of sleep (ie, 7-9 hours) [12-14]. As the COVID-19 pandemic unfolds, surveillance of sleep duration may be important to identify poor sleep practices and to develop evidence-based interventions and campaigns to enhance sleep in response to this crisis as necessary. To further our understanding of sleep during the COVID-19 pandemic, we analyzed smartphone app-estimated sleep durations of individuals residing in London, England; Los Angeles, California, United States; New York City, New York, United States; Seoul, South Korea; and Stockholm, Sweden, before the onset of the COVID-19 pandemic (January 2019 through April 2019) and after the onset of the pandemic (January 2020 to April 2020).

Methods

Participants

We conducted a prospective observational study using data obtained from the smartphone-based sleep tracking software app Sleep Cycle. We obtained data from regular users of the app who tracked sleep on 80% or more of the days between January 1, 2019 and April 12, 2020 (at least 374/468 days). To understand geographic variations in sleep during the COVID-19 pandemic, we obtained data from individuals living in 5 major metropolitan areas (London, Los Angeles, New York City, Seoul, and Stockholm).

The selection of geographical regions was guided by several factors. First, urban regions were included in this study because there is a lower density of users in rural regions, which could have hindered comparison between rural and urban regions. Second, there were interesting differences in COVID-19 prevalence, preparedness, and mitigation strategies by geographic region. For instance, Sweden did not limit social mobility among its residents as strictly as other regions, such as the United States. Additionally, South Korea had experience combating a pandemic from the 2003 SARS outbreak. Therefore, we requested data from large urban centers on 3 different continents with the aim of exploring different patterns in estimated sleep duration from country to country that may be reflective in part of different prevalence, preparedness, or mitigation strategies implemented in these various countries.

The Sleep Cycle app logs a participant’s place of residence by the coordinates identified by their smartphone GPS, which participants agree to provide when using the app. Only users who agreed to Sleep Cycle’s privacy policy, which dictates that data may be used for research purposes, were included in the data set.

Estimated Sleep Duration

Users open the app when they go to bed and first attempt to sleep; they place their smartphone either next to their bed or on their mattress, and they close the app either after the built-in alarm clock wakes them or when they wake naturally from sleep. Sleep is calculated by the app as the time interval between these two digital sleep diary events (first attempt to sleep and waking) [15], in accordance with the 2016 Consumer Technology Association standards for wearable sleep monitors [16], herein termed “estimated sleep duration.” We obtained an anonymized data set that included dated estimated sleep durations for each user between January 1, 2019 and April 12, 2020. The data set comprised 2,974,922 observations. We removed observations with a duration shorter than 1 hour from the data set to mitigate the impact of napping on the estimated sleep duration. These shorter observations represented 3.5% of the sample (103,885/2,974,922 observations). Removal of these shorter observations resulted in a final data set with 2,871,037 observations for analysis.

Statistical Analyses

Descriptive statistics were used to characterize the demographic characteristics of the sample. To evaluate population-level changes in estimated sleep duration during the COVID-19 pandemic while accounting for established seasonal variation,
we compared the estimated sleep duration by geographic location in the same calendar month between years using generalized linear mixed models. This method included hierarchical random effects for the city and study participants, which accounted for the dependence between repeated measures and the clustering of respondents in each location. This design enabled us to compare estimated sleep duration over time before and after the COVID-19 pandemic (eg, March 2019 vs March 2020) in each geographic location. All analyses were performed in Stata Statistical Software for Mac Version 16 (StataCorp LLC).

Results

In total, 2,871,037 nights from 8218 unique users between January 1, 2019 and April 12, 2020 were available for analysis. Of the 2,871,037 estimated sleep durations analyzed, 957,022 (33.3%) were from London; 549,151 (19.1%) were from Los Angeles; 846,527 (29.5%) were from New York City; 251,113 (8.7%) were from Seoul; and 267,224 (9.3%) were from Stockholm. The average age of users in the sample was 35 years (SE 11 years). Prior to the COVID-19 pandemic, those residing in Seoul had the shortest average estimated sleep duration (mean 6 hours 28 minutes, SE 11.6 minutes) and those residing in Stockholm had the longest average estimated sleep duration (mean 7 hours 34 minutes, SE 9.9 minutes); the average estimated sleep durations were 7 hours 32 minutes (SE 5.5 minutes) in London, 7 hours 21 minutes (SE 8.4 minutes) in Los Angeles and 7 hours 22 minutes (SE 6.3 minutes) in New York City. Table 1 displays descriptive demographic and estimated sleep duration characteristics by city prior to the COVID-19 pandemic.
Table 1. Descriptive statistics summarizing the participants’ demographic characteristics and sleep data by city prior to the COVID-19 pandemic (N=2,871,037 nights; N=8,218 users).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th>95% CI</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>London (n=957,022 nights)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean</td>
<td>34.4</td>
<td>34.3-34.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Gender (n=2687 users), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1423 (53.5)</td>
<td>51.8-55.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Female</td>
<td>1236 (46.5)</td>
<td>44.4-48.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Estimated sleep duration</td>
<td>7 hours 32 minutes</td>
<td>7 hours 32 minutes–7 hours 33 minutes</td>
<td>5.5 minutes</td>
</tr>
<tr>
<td>Los Angeles (n=549,151 nights)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean</td>
<td>36.0</td>
<td>36.1-36.1</td>
<td>0.02</td>
</tr>
<tr>
<td>Gender (n=1452 users), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>787 (54.2)</td>
<td>51.6-56.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Female</td>
<td>665 (45.8)</td>
<td>43.2-48.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Estimated sleep duration</td>
<td>7 hours 21 minutes</td>
<td>7 hours 21 minutes–7 hours 22 minutes</td>
<td>8.4 minutes</td>
</tr>
<tr>
<td>New York City (n=846,527 nights)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean</td>
<td>35.0</td>
<td>34.9-35.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Gender (n=2398 users), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1209 (50.6)</td>
<td>48.6-52.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Female</td>
<td>1182 (49.4)</td>
<td>47.4-51.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Estimated sleep duration</td>
<td>7 hours 22 minutes</td>
<td>7 hours 22 minutes–7 hours 22 minutes</td>
<td>6.3 minutes</td>
</tr>
<tr>
<td>Seoul (n=251,113 nights)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean</td>
<td>33.8</td>
<td>33.8-33.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Gender (n=809 users), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>488 (60.3)</td>
<td>56.9-63.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Female</td>
<td>321 (39.7)</td>
<td>36.4-43.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Estimated sleep duration</td>
<td>6 hours 28 minutes</td>
<td>6 hours 28 minutes–6 hours 28 minutes</td>
<td>11.6 minutes</td>
</tr>
<tr>
<td>Stockholm (n=267,224 nights; n=868 users)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>40.7</td>
<td>40.7-40.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>450 (51.8)</td>
<td>48.5-55.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Female</td>
<td>418 (48.2)</td>
<td>44.8-51.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Estimated sleep duration</td>
<td>7 hours 34 minutes</td>
<td>7 hours 33 minutes–7 hours 34 minutes</td>
<td>9.9 minutes</td>
</tr>
</tbody>
</table>

As shown in Figures 1 and 2, there was an increase in estimated sleep duration starting in February 2020 compared to February 2019, which coincided with the onset of the COVID-19 pandemic in the 5 cities across 3 continents.
Figure 1. Estimated sleep duration by month (January to April) in 2019 and in 2020 for the total sample. The I-bars represent the 95% CIs.

Figure 2. Estimated sleep duration by months (January to April) in 2019 and in 2020 for the total sample by city.

Results from the generalized linear mixed models are displayed in Figures 3-8. As shown in Figure 3, estimated sleep duration increased after the onset of COVID-19 in the total sample. In the total sample, comparing January 2019 to January 2020, we
observed increases of 4.9 minutes of estimated sleep duration (95% CI 4.3-5.5 minutes; \( P < .001 \)); comparing February 2019 to February 2020, we observed increases of 5.2 minutes of estimated sleep duration (95% CI 4.81-5.91 minutes; \( P < .001 \)); comparing March 2019 to March 2020, we observed increases of 13.7 minutes of estimated sleep duration (95% CI 13.1-14.3 minutes; \( P < .001 \)); and when comparing April 2019 to April 2020, we observed increases of 22.3 minutes of estimated sleep duration (95% CI 21.5-23.2 minutes; \( P < .001 \)) (Figure 3).

Figure 3. Difference in estimated sleep duration during the COVID-19 pandemic compared to the same month in the previous year in the total sample.

Models examining estimated sleep duration after the COVID-19 outbreak by city are displayed in Figures 4-8. Seoul had the smallest increase when comparing April 2019 and April 2020 (12.2 minutes, 95% CI 9.5-14.4 minutes; \( P < .001 \)), while New York had the largest (24.5 minutes, 95% CI 23.1-25.9 minutes, \( P < .001 \)), followed by London (20.8 minutes, 95% CI 19.5-22.1 minutes; \( P < .001 \)).
Figure 4. Difference in estimated sleep duration during the COVID-19 pandemic compared to the same month in the previous year in London.

Figure 5. Difference in estimated sleep duration during the COVID-19 pandemic compared to the same month in the previous year in Los Angeles.
Figure 6. Difference in estimated sleep duration during the COVID-19 pandemic compared to the same month in the previous year in New York.

Figure 7. Difference in estimated sleep duration during the COVID-19 pandemic compared to the same month in the previous year in Seoul.
Discussion

Principal Findings

The results of this study, based on 2.9 million nightly recordings of smartphone-estimated sleep duration, demonstrate an abrupt, significant increase in estimated sleep duration in the months after COVID-19 was declared a pandemic and international health crisis by the World Health Organization [17] compared with the same months from the same individuals in the prior year. Further, the average estimated sleep duration in several regions was at or below the lower range of the recommendation for healthy sleep before the pandemic (ie, 7 hours or less), even among those concerned about sleep enough to track it; however, this duration increased to be within the range of healthy, sufficient sleep amid the onset of the COVID-19 pandemic. Our data, gathered from a daily sleep tracker smartphone app, reveal that on average there were significant increases in estimated sleep duration in London, Los Angeles, New York City, Seoul, and Stockholm concomitant with the onset of the COVID-19 pandemic, consistent with data from subjective, retrospective self-reports among 425 adults in 3 European countries [18]. We hypothesize that these increases in smartphone app–estimated sleep duration, together with the recently reported increases in sleep and wake time regularity following the onset of the COVID-19 pandemic [19], have occurred as a consequence of stay-at-home orders, nonessential business closures, and work-from-home policies implemented to slow community spread of the infection. Sufficient sleep duration is a critical element of immune system functioning, with inadequate sleep resulting in increased susceptibility to viral infection and reduced antibody production after vaccination [8,9]. We cannot exclude the possibility that individuals in this study were experiencing longer times in bed as opposed to longer estimated sleep duration. Nevertheless, if the observed increase in estimated sleep duration, as detected by the app, in fact represents an increase in actual sleep amid the COVID-19 pandemic, this may have been an important factor in reducing the risk of progression to COVID-19 following exposure to SARS-CoV-2 [10,11] and in enhancing the ability of people with COVID-19 to mount an effective immune response [12,13]. Additionally, we detected notable differences in sleep by geographic region. The average estimated sleep duration prior to the COVID-19 pandemic of app users in Seoul was >1 hour shorter than those in London and Stockholm, which is consistent with prior research, and >40 minutes shorter than those in New York City and Los Angeles. This is consistent with prior research, which documented that sleep deprivation is common in South Korea [20,21]. Moreover, app users in Seoul also demonstrated the smallest increase in estimated sleep duration during the COVID-19 pandemic, at 11 minutes per night compared to the increases of 20 minutes in other cities. The smaller increase in Seoul compared to other cities could be related to the outbreak of SARS in South Korea in 2003, which may have afforded an opportunity for the country to prepare and contain the spread of the virus without the more drastic mitigation measures, such as extended stay-at-home regulations, that were levied in other countries. Further, as the increase was very small, it also may be due to a natural month-to-month variation as opposed to trending in the direction of increased sleep duration as observed in the other cities. The smaller increase in Seoul compared to other cities could be related to the outbreak of SARS in South Korea in 2003, which may have afforded an opportunity for the country to prepare and contain the spread of the virus without the more drastic mitigation measures, such as extended stay-at-home regulations, that were levied in other countries. Further, as the increase was very small, it also may be due to a natural month-to-month variation as opposed to trending in the direction of increased sleep duration as observed in the other cities. Although Sweden did not initially institute the stringent COVID-19 containment measures other countries chose to enact (eg, shelter-in-place policies), the estimated sleep duration increased in Stockholm at a rate similar to that in other regions that did institute stringent containment policies at the time. This may reflect that people residing in Stockholm are following precautions to another
people worldwide, despite not being restricted to their homes. Finally, the observed increase in estimated sleep duration in New York City of >20 minutes could be explained in part by the high number of cases of COVID-19 in New York City and the associated strict stay-at-home policies.

The increase in the estimated sleep duration observed in this study in response to the COVID-19 pandemic of between 12 and 24 minutes is of similar magnitude to the approximately 25-minute increase in total sleep time induced by controlled-release zolpidem [22]. Thus, the COVID-19 mitigation policies are associated with an increase in estimated sleep duration comparable to the impact of a hypnotic medication. This may be clinically important, as sleep deficiency—which is highly prevalent in developed countries—increases susceptibility to viral infection and diminishes the immune response to vaccination [10,11].

Although we detected an increase in estimated sleep duration after the onset of COVID-19 in several different metropolitan areas, the amount of sleep disturbance may have changed after the onset of the pandemic. Previous research has shown that sleep quality suffers in the face of major crises [2]. Specifically, research has documented a significant increase in sleep difficulty and arousal from sleep amid the 2003 SARS outbreak [4], during the bombings in Israel during the Persian Gulf War [3], and in the aftermath of natural disasters [5,6], consistent with the reported increase in self-reported insomnia symptoms in Wuhan, China, at the start of the COVID-19 pandemic [23]. Our data indicating an increase in the estimated sleep duration do not preclude the possibility that more people were suffering from disturbed sleep. Additional studies administering validated questionnaires assessing insomnia symptoms as well as self-reported sleep quality would be required to address this question.

Limitations and Future Research

This study is subject to a number of limitations. (1) Although the strength of our study is the large number of respondents offering user-generated sleep data over time and across several geographic regions, a limitation is that we did not obtain data pertaining to sleep latency, awakenings from sleep, or time in bed after waking. (2) Although users do not commonly use the app for napping, we removed observations that were shorter than 60 minutes. Future research may examine naps and how napping behaviors changed due to the COVID-19 pandemic and its mitigation strategies. Further, we did not have access to sleep timing data, which would have been useful in understanding whether users were going to sleep earlier or sleeping later as a result of the COVID-19 pandemic. (3) Employment or income demographics, which are not collected by Sleep Cycle, may represent unmeasured, confounding variables in our study. For instance, individuals from higher socioeconomic groups were more likely to remain employed and to work from home during the COVID-19 pandemic [24]. Those who were furloughed or remained employed and were allowed to work from home may have had more flexible work hours and spent significantly less time commuting, allowing them to spend more time in bed [25]. Moreover, with the proliferation of low-cost delivery services (eg, food and other goods) in major urban centers, users who were able to work from home may have had increased available time for sleep [26]. These results may therefore not be generalizable to those working essential jobs, whose work hours and commuting time may have increased during the COVID-19 pandemic and who may be underrepresented in this sample. (4) The sleep tracker smartphone app is not validated, and because it does not account for waking after sleep onset, it is possible that the tracker overestimates sleep duration. (5) Those who download and use the sleep tracker smartphone app consistently may be more interested in sleep and health in general, which may represent selection bias, survivorship bias, and less generalizability to the general public.

Our study identifies several avenues for future research; some reflect the limitations of the app. First, it is important to explore whether the findings we observed are transient or will persist for an extended period and whether other aspects of sleep changed during the COVID-19 pandemic. Second, data from the Sleep Cycle app require validation using objective measures, such as polysomnography or actigraphy. Third, it would be informative to determine the prevalence of sleep disturbance or insomnia symptoms, such as difficulty falling asleep or difficulty maintaining sleep, among users of this app. Finally, an exploratory qualitative investigation with users of Sleep Cycle may help to determine if actual sleep duration in fact increased during the COVID-19 pandemic or if users experienced more sleep difficulties despite having increased time in bed.

Conclusion

Public health officials' policies to mitigate the COVID-19 pandemic have required profound changes in peoples' daily routines worldwide. Using approximately 2.9 million nights of objectively recorded sleep on 3 continents via a sleep tracking smartphone app, we observed an abrupt, significant increase in average estimated sleep duration among 8218 unique users in 5 cities in the months after the onset of the COVID-19 pandemic. Thus, not only have COVID-19 mitigation strategies reduced the potential of infection with SARS-CoV-2, but the resulting increase in sleep episode duration may also have improved the ability of the immune system to resist infection. Future research should explore whether this observation is transient or persists over the long term and whether other aspects of sleep have changed amid the COVID-19 pandemic.
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Abstract

Background: During the COVID-19 pandemic, new digital solutions have been developed for infection control. In particular, contact tracing mobile apps provide a means for governments to manage both health and economic concerns. However, public reception of these apps is paramount to their success, and global uptake rates have been low.

Objective: In this study, we sought to identify the characteristics of individuals or factors potentially associated with voluntary downloads of a contact tracing mobile app in Singapore.

Methods: A cohort of 505 adults from the general community completed an online survey. As the primary outcome measure, participants were asked to indicate whether they had downloaded the contact tracing app TraceTogether introduced at the national level. The following were assessed as predictor variables: (1) participant demographics, (2) behavioral modifications on account of the pandemic, and (3) pandemic severity (the number of cases and lockdown status).

Results: Within our data set, the strongest predictor of the uptake of TraceTogether was the extent to which individuals had already adjusted their lifestyles because of the pandemic (z=13.56; P<.001). Network analyses revealed that uptake was most related to the following: using hand sanitizers, avoiding public transport, and preferring outdoor over indoor venues during the pandemic. However, demographic and situational characteristics were not significantly associated with app downloads.

Conclusions: Efforts to introduce contact tracing apps could capitalize on pandemic-related behavioral adjustments among individuals. Given that a large number of individuals is required to download contact tracing apps for contact tracing to be effective, further studies are required to understand how citizens respond to contact tracing apps.

Trial Registration: ClinicalTrials.gov NCT04468581, https://clinicaltrials.gov/ct2/show/NCT04468581
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Introduction

Background

In May 2020, Google and Apple released the Exposure Notification System, which is an application programming interface that logs the following: who a phone user has been in contact with, for how long, and at what distance [1]. This release came 2 months after COVID-19 was declared a pandemic [2], allowing governments to identify and isolate contacts of confirmed cases through a process known as “contact tracing” [3,4].

Less than a year after the first reported cases, over 33 million individuals have tested positive for COVID-19 worldwide and more than 1 million have died [5]. To limit disease spread, over
half of the global population has been subjected to lockdowns involving school closures, workplace shutdowns, and movement restrictions [6]. Although these lockdowns are effective in tapering the epidemic curve [7], they are costly to the global economy and are unsustainable [8]. However, allowing the virus to spread unhindered could overwhelm the health care system and result in large-scale mortality [9,10].

To address both infection control and economic concerns, several countries have turned to contact tracing to keep the economy running [11,12]. Epidemiological modeling suggests that if (1) cases are effectively identified (through rigorous testing protocols), (2) contact tracing is comprehensive (identifying all possible exposure), and (3) contacts are quarantined in a timely manner, this strategy can curb the spread of the virus [4,11]. In an optimal scenario, 80% of contacts should be traced on the same day an individual tests positive [3,11].

Conventional Versus Digital Contact Tracing

Early during the pandemic (and in previous infectious disease outbreaks), contact tracing was manually performed [13]. Using a range of interview and surveillance techniques, a human contact tracer would typically identify an average of 36 contacts for each positive case [14]. Although this strategy allows for high levels of case detection when there are few cases [15], its labor-intensive format—requiring ~12 h of tracing for each positive case [16]—is difficult to scale up. Additionally, individuals who test positive may forget whom they have been in contact with, thus undermining the effectiveness of the process [11].

Considering these limitations of manual contact tracing, several mobile apps have been developed to facilitate automated contact tracing [17], for example, COVID Watch in the United States [18], COVIDSafe in Australia [19], and Corona-Warn-App in Germany [20]. These apps primarily track Bluetooth signals from phones in the vicinity [3], capturing contacts without the restraints of staffing or recall biases [4,11]. Further, phone apps can notify individuals swiftly after a contact tests positive, allowing them to be quickly isolated [3].

Understanding the Predictors of Uptake

Despite the potential of digital contact tracing, a recent meta-analysis concluded that owing to implementation barriers, manual contact tracing should remain the order of the day [12]. One major barrier pertains to the uptake of mobile apps. Several modelling studies have assessed parameters needed for the COVID-19 reproduction number ($R_0$) to fall below 1 [3,11,21]. $R_0$ refers to the number of infections spread from 1 positive case, and a value less than 1 indicates that the virus has been contained. For this to be achieved, contact tracing apps need to be downloaded by at least 56% of the population [21], which is much higher than the average rate of downloads globally (9%) [22].

To increase uptake, Qatar made it mandatory for residents to use the official contact tracing app [23]. Although this legislation led to high download rates (>90% [24]), the potential backlash from the public (eg, because of privacy concerns [25,26]) implies that few countries are likely to follow suit. Correspondingly, public health agencies would benefit from an understanding of the predictors of voluntary downloads [27], providing an empirical basis to nudge citizens and residents to voluntarily download contact tracing apps [28].

The Current Study

Given the urgent need to boost contact tracing apps, this study is the first to identify sociodemographic factors predicting voluntary uptake. Our study was conducted in Singapore, where the world’s first nationwide contact tracing app TraceTogether was launched in March 2020 [29]. TraceTogether uses a centralized approach adopted by several governments [19]; namely, randomly generated user IDs are generated and shared via Bluetooth with phones in close proximity [30]. When individuals test positive for COVID-19, they consent to add both their own user IDs and those of their contacts to a centralized database. This is used to identify matches, and exposure notifications are then sent from the server to close contacts [31,32]. (As an alternative model, a decentralized approach could be used where both matches and notifications are made through the user’s phone [33].)

As Singapore was the forerunner of this technology, the app has accrued 2.3 million users within 6 months, including approximately 40% of Singapore’s resident population or 50% of all smartphone users (considering a smartphone penetration rate of 82%) [34,35]. Correspondingly, our study represents a “best case scenario” for app uptake after several months have elapsed. In terms of the epidemic curve, our study was conducted between April and July 2020, as the country was in a lockdown (April to May 2020). This period witnessed a peak in daily COVID-19 cases (April: >1000/day or 175 per million population), which gradually tapered over time (July: >100/day or 17.5 per million population).

Methods

Study Design and Population

Between April 3 and July 17, 2020, we recruited 505 adults who met the following eligibility criteria: (1) at least 21 years of age and (2) had lived in Singapore for a minimum of 2 years. All participants responded to online advertisements. Within the constraints of online sampling owing to the pandemic, we strove to obtain a representative sample by placing advertisements in a wide range of online community groups (eg, Facebook or WhatsApp groups among individuals in residential estates, universities, and workplaces) and by using paid online advertisements targeting the broad spectrum of Singapore residents.

Prior to study enrolment, participants provided informed consent in accordance with a protocol approved by the Yale-NUS College Ethics Review Committee (#2020-CERC-001; ClinicalTrials.gov ID NCT04468581). They then completed a 10-min online survey hosted on the platform Qualtrics [36]. Data were collected in accordance with the second phase of a larger study tracking COVID-19 responses, and findings from the first phase have been described previously [37,38].
Outcome Variable: Use of TraceTogether
As the primary outcome variable, participants were asked to indicate whether they had downloaded the government’s contact tracing app TraceTogether (binary variables: 1=they had, 0=they had not).

Predictors

Demographics and Situational Variables
As predictors of TraceTogether usage, participants then reported the following demographic data: age, gender, citizenship, ethnicity, marital status, education level, house type (a proxy of socioeconomic status in Singapore), and household size. Based on the survey timestamp, we also included the following as predictors: (1) the total number of cases in Singapore to date, (2) whether the nation was in a lockdown at the time of participation (0=no, 1=yes), and (3) a self-reported measure of confidence the government could control COVID-19 spread (4-point scale: 1=“not confident at all,” 4=“very confident”).

Other Behavioral Modifications
As a basis of comparison, participants were also asked to identify which of 18 other behavioral modifications they had made as a result of the pandemic (apart from downloading TraceTogether). Specifically, participants were asked whether they had (1) washed their hands more frequently, (2) used hand sanitizers, (3) worn a mask in public voluntarily (before a law was passed), (4) avoided taking public transport, (5) stayed home more than usual, (6) avoided crowded places, (7) chosen outdoor over indoor venues, (8) missed or postponed social events, (9) changed their travel plans voluntarily, (10) reduced physical contact with others (eg, by not shaking hands), (11) avoided visiting hospitals or other health care settings, (12) avoided visiting places where COVID-19 cases had been reported, (13) maintained distance from people suspected of recent contact with a COVID-19–positive individual, (14) maintained distance from people who might have recently traveled to countries with an outbreak, (15) maintained distance from people with flu-like symptoms, (16) relied more on online shopping (eg, for groceries), (17) stocked up on more household supplies and groceries than usual, or (18) taken their children out of school (for each item, 0=the measure was not taken, 1=the measure was taken). These values were then summed to compute an aggregated measure of behavioral change (out of 18), and were included as a predictor to assess whether contact tracing usage was associated with conventional behavioral modifications one undertakes during an epidemic [39,40].

As part of the survey, participants were also asked to specify any other behavioral modifications (n=9, 1.8%) or no other behavioral modification (n=2, 0.4%). However, these data were excluded from the statistical analyses owing to the low base rate of affirmative responses.

Data Analysis Plan
For primary analysis, binary logistic regression was used to identify predictors TraceTogether uptake. In the first model (model 1), participants’ demographics were included as predictors (age, citizenship, gender, marital status, education level, ethnicity, household type, and household size). Citizenship (base=others), gender (base=female), marital status (base=single), and ethnicity (base=Chinese) were coded as dummy variables. In the second model (model 2), we repeated the first model with the inclusion of situational variables (log-transformed total number of COVID-19 cases to date and lockdown status). Finally, in the third model (model 3), we repeated the second model with the inclusion of the total number of behavioral modifications as a predictor. All data were analyzed using SPSS (version 23, IBM Corp) and R (version 3.6.0, The R Foundation), with the type 1 familywise error rate controlled at \( \alpha = .05 \) via Bonferroni correction (Bonferroni-adjusted \( \alpha = .003 \ [ .05/17 \text{ predictors}] \)).

Results

Demographics of the Sample
Table 1 shows the wide range of demographic characteristics of our study cohort (N=505). Compared to the resident population, the sample was matched in the following characteristics: ethnic composition, household size, and housing type (a proxy of socioeconomic status in Singapore) (≤10% difference). However, compared to the resident population, the present participants were more likely to be female (n=313, 62.0% vs 51.1%), single or dating (n=234, 46.4% vs 31.6%), to have a higher level of education or no tertiary education (n=65, 12.9% vs 51.7%), and to be citizens of Singapore or of other countries (n=456, 90.3% vs 61.4%).
Table 1. Baseline characteristics of survey respondents (N=505).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.82 (11.31)</td>
</tr>
<tr>
<td>Number of behavioral modifications, mean (SD)</td>
<td>9.81 (3.82)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>313 (62.0)</td>
</tr>
<tr>
<td>Male</td>
<td>192 (38.0)</td>
</tr>
<tr>
<td>Citizenship, n (%)</td>
<td></td>
</tr>
<tr>
<td>Singaporean</td>
<td>456 (90.3)</td>
</tr>
<tr>
<td>Others</td>
<td>49 (9.7)</td>
</tr>
<tr>
<td>Highest education, n (%)</td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Primary school</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>23 (4.6)</td>
</tr>
<tr>
<td>Junior college</td>
<td>26 (5.1)</td>
</tr>
<tr>
<td>Institution of Technical Education</td>
<td>12 (2.4)</td>
</tr>
<tr>
<td>Polytechnic (diploma)</td>
<td>88 (17.4)</td>
</tr>
<tr>
<td>University (degree)</td>
<td>265 (52.5)</td>
</tr>
<tr>
<td>Postgraduate (masters/PhD)</td>
<td>87 (17.2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>412 (81.6)</td>
</tr>
<tr>
<td>Malay</td>
<td>38 (7.5)</td>
</tr>
<tr>
<td>Indian</td>
<td>32 (6.3)</td>
</tr>
<tr>
<td>Eurasian</td>
<td>15 (3.0)</td>
</tr>
<tr>
<td>Others</td>
<td>8 (1.6)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>170 (33.7)</td>
</tr>
<tr>
<td>Dating</td>
<td>64 (12.7)</td>
</tr>
<tr>
<td>Married</td>
<td>241 (47.7)</td>
</tr>
<tr>
<td>Widowed/separated/divorced</td>
<td>30 (5.9)</td>
</tr>
<tr>
<td>Household type, n (%)</td>
<td></td>
</tr>
<tr>
<td>HDB flat: 1-2 rooms</td>
<td>14 (2.8)</td>
</tr>
<tr>
<td>HDB flat: 3 rooms</td>
<td>50 (9.9)</td>
</tr>
<tr>
<td>HDB flat: 4 rooms</td>
<td>132 (26.1)</td>
</tr>
<tr>
<td>HDB flat: 5 rooms or executive flats</td>
<td>149 (29.5)</td>
</tr>
<tr>
<td>Condominium or private apartments</td>
<td>122 (24.2)</td>
</tr>
<tr>
<td>Landed property</td>
<td>38 (7.5)</td>
</tr>
<tr>
<td>Household size, n (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>26 (5.1)</td>
</tr>
<tr>
<td>2</td>
<td>88 (17.4)</td>
</tr>
<tr>
<td>3</td>
<td>119 (23.6)</td>
</tr>
<tr>
<td>4</td>
<td>133 (26.3)</td>
</tr>
<tr>
<td>5+</td>
<td>139 (27.5)</td>
</tr>
</tbody>
</table>
Binary Logistic Regression

Of the 505 participants, 274 (54.3%; 95% CI 49.8%-58.7%) reported having downloaded TraceTogether. The download rate in this sample matches that of smartphone users in the resident population [34], and Table 2 describes the characteristics of users and nonusers.

Table 3 shows parameter estimates from logistic regression analyses of the predictors of TraceTogether uptake. No demographic or situational variable significantly predicted downloads (models 1 and 2). After controlling for these variables, the number of behavioral modifications emerged as a significant predictor (model 3); that is, with each unit increase in the number of behavioral modifications adopted, participants were 1.10 times more likely to download TraceTogether ($z=13.56; P<.001$).

Table 2. Characteristics of the users of TraceTogether (N=505).

<table>
<thead>
<tr>
<th>Variable</th>
<th>TraceTogether usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Users (n=274)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.57 (11.57)</td>
</tr>
<tr>
<td>Household type, mean (SD)</td>
<td>3.92 (1.18)</td>
</tr>
<tr>
<td>Household size, mean (SD)</td>
<td>3.54 (1.26)</td>
</tr>
<tr>
<td>Number of behavioral modifications, mean (SD)</td>
<td>10.33 (3.83)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>177 (64.6)</td>
</tr>
<tr>
<td>Male</td>
<td>97 (35.4)</td>
</tr>
<tr>
<td>Citizenship, n (%)</td>
<td></td>
</tr>
<tr>
<td>Singaporean</td>
<td>240 (87.6)</td>
</tr>
<tr>
<td>Others</td>
<td>34 (12.4)</td>
</tr>
<tr>
<td>Highest education, n (%)</td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Primary school</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>15 (5.5)</td>
</tr>
<tr>
<td>Junior college</td>
<td>14 (5.1)</td>
</tr>
<tr>
<td>Institution of Technical Education</td>
<td>8 (2.9)</td>
</tr>
<tr>
<td>Polytechnic (diploma)</td>
<td>41 (15.0)</td>
</tr>
<tr>
<td>University (degree)</td>
<td>136 (49.6)</td>
</tr>
<tr>
<td>Postgraduate (masters/PhD)</td>
<td>58 (21.2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>218 (79.6)</td>
</tr>
<tr>
<td>Malay</td>
<td>20 (7.3)</td>
</tr>
<tr>
<td>Indian</td>
<td>19 (6.9)</td>
</tr>
<tr>
<td>Eurasian</td>
<td>13 (4.7)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>85 (31.0)</td>
</tr>
<tr>
<td>Dating</td>
<td>38 (13.9)</td>
</tr>
<tr>
<td>Married</td>
<td>133 (48.5)</td>
</tr>
<tr>
<td>Widowed/separated/divorced</td>
<td>18 (6.6)</td>
</tr>
</tbody>
</table>
Table 3. Logistic regression models of predictors of the uptake of TraceTogether (dependent variable=downloaded TraceTogether).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1: demographics&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2: demographics and situational variables</th>
<th>Model 3: demographics, situational variables, and behavioral modifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>Odds ratio (95% CI)</td>
<td>Odds ratio (95% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>1.018 (1.00-1.04)</td>
<td>1.020 (1.00-1.04)</td>
<td>1.021 (1.00-1.04)</td>
</tr>
<tr>
<td>Gender (base=female)</td>
<td>0.771 (0.53-1.12)</td>
<td>0.799 (0.55-1.17)</td>
<td>0.904 (0.61-1.34)</td>
</tr>
<tr>
<td>Citizenship (base=others)</td>
<td>0.546 (0.26-1.14)</td>
<td>0.597 (0.28-1.13)</td>
<td>0.651 (0.30-1.39)</td>
</tr>
<tr>
<td>Household type</td>
<td>1.082 (0.92-1.27)</td>
<td>1.056 (0.90-1.25)</td>
<td>1.011 (0.85-1.20)</td>
</tr>
<tr>
<td>Household size</td>
<td>1.042 (0.89-1.23)</td>
<td>1.028 (0.87-1.21)</td>
<td>1.036 (0.88-1.22)</td>
</tr>
<tr>
<td>Highest education</td>
<td>1.032 (0.89-1.19)</td>
<td>1.029 (0.89-1.25)</td>
<td>0.993 (0.85-1.16)</td>
</tr>
<tr>
<td>Ethnicity (base=Chinese)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>1.057 (0.53-2.11)</td>
<td>1.050 (0.52-2.14)</td>
<td>0.980 (0.48-2.02)</td>
</tr>
<tr>
<td>Indian</td>
<td>1.112 (0.52-2.37)</td>
<td>0.984 (0.45-2.13)</td>
<td>0.928 (0.43-2.03)</td>
</tr>
<tr>
<td>Eurasian</td>
<td>3.454 (0.70-17.02)</td>
<td>3.475 (0.70-17.37)</td>
<td>3.402 (0.66-17.42)</td>
</tr>
<tr>
<td>Others</td>
<td>0.720 (0.16-3.17)</td>
<td>0.724 (0.16-3.29)</td>
<td>0.851 (0.18-4.037)</td>
</tr>
<tr>
<td>Marital status (base=single)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dating</td>
<td>1.505 (0.82-2.76)</td>
<td>1.555 (0.84-2.90)</td>
<td>1.392 (0.74-2.63)</td>
</tr>
<tr>
<td>Married</td>
<td>0.968 (0.62-1.52)</td>
<td>0.974 (0.61-1.55)</td>
<td>0.900 (0.56-1.44)</td>
</tr>
<tr>
<td>Widowed/separated/divorced</td>
<td>1.146 (0.47-2.79)</td>
<td>1.155 (0.47-2.84)</td>
<td>1.034 (0.41-2.59)</td>
</tr>
<tr>
<td>Local COVID-19 cases to date (log)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.774 (0.50-1.21)</td>
<td>0.752 (0.48-1.18)</td>
</tr>
<tr>
<td>Lockdown (base=no lockdown)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.561 (0.30-1.04)</td>
<td>0.599 (0.32-1.12)</td>
</tr>
<tr>
<td>Confidence in the government</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.372 (1.05-1.79)</td>
<td>1.363 (1.04-1.79)</td>
</tr>
<tr>
<td>Number of behavioral modifications</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.102 (1.05-1.16)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model 1: Overall percentage of users correctly classified-56.6%, Nagelkerke R2-0.048; Model 2: Overall percentage of users correctly classified-58.2%, Nagelkerke R2-0.068; Model 3: Overall percentage of users correctly classified-60.2%, Nagelkerke R2-0.103.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>P<.003 (following Bonferroni corrections).

Post Hoc Network Analysis

In the logistic regression analyses, TraceTogether downloads were predicted from the number of behavioral modifications because of the pandemic. To understand this association better, we conducted further exploratory analyses.

As shown in Figure 1, the majority of participants had modified their behaviors to curb the spread of COVID-19. The use of TraceTogether ranked 10th in the frequency of adoption (274/505, 54.3%), similar to the frequency of voluntary mask wearing (n=276, 54.7%).
Figure 1. Self-reported behavioral modifications, other than downloading TraceTogether, among the study participants undertaken in response to the COVID-19 outbreak in Singapore. Error bars=95% CI. Numbers in brackets represent the total number of respondents who reported the behavioral change.

A corollary question is how TraceTogether usage is associated with other health protective behaviors; that is, how likely were people to download TraceTogether if they had modified their behavior in other ways? To address this question, we conducted network analyses by estimating a mixed graphical model (MGM) with the R package \textit{mgm} [41]. MGM constructs weighted and undirected networks where the pathways among behaviors represent conditionally dependent associations, having controlled for the other associations in the network. Similar to partial correlations, each association (or “edge”) is the average regression coefficient of two nodes. To avoid false-positive findings, we set small associations to 0 for the main models.

As shown in Figure 2, TraceTogether usage was associated with hand sanitizer use, avoidance of public transport, and a preference for outdoor vs indoor venues. The adjacency matrix (ie, numerical values for the average regression coefficient between two nodes) for Figure 2 is presented in Multimedia Appendix 1.

For sensitivity analysis, we performed logistic regression analysis using TraceTogether downloads as the dependent variable, and 18 other behavioral modifications (see Methods) as the predictors. Our conclusions did not change, as indicated in Multimedia Appendix 2.
Discussion

As lockdowns owing to COVID-19 ease globally, digital contact tracing will play an increasingly critical role in managing the epidemic curve. However, this requires the public to actively download a contact tracing app—a step that has proven elusive among public health agencies worldwide [12]. This study is the first to examine the demographic, behavioral, and situational factors potentially predicting the voluntary use of TraceTogether.

Behavioral Modifications

As our primary outcome, we observed that the number of behavioral modifications significantly predicted the use of TraceTogether. In other words, a person who had already changed his/her lifestyle on account of the pandemic was also
likely to download a contact tracing app. Network analyses revealed that downloads clustered with (1) using hand sanitizers, (2) avoiding public transport, and (3) preferring outdoor to indoor venues. This finding may suggest that public health campaigns could capitalize on other behavioral modifications when seeking to promote app downloads, for example, by printing information regarding a contact tracing app on the packaging of hand sanitizers or by framing the use of digital contact tracing as a preventive behavior. Policy makers might also expect app download rates to track behavioral modifications, anticipating, for example, higher download rates when the public fears an increase in COVID-19 cases (leading to more behavioral modifications) [42].

Theoretically, our findings further corroborate those of previous studies on how individuals change their behaviors during a pandemic. Based on prior outbreaks, a taxonomy of modifications had been identified whereby (1) “avoidant behaviors” are measures taken to avoid contact with potential carriers (eg, avoiding crowded places), while (2) “prevention behaviors” are those associated with maintaining hygiene (eg, regular hand washing) [42]. Extrapolating to the technological realm, our findings suggest that the use of a contact tracing app cuts across this taxonomy, since downloads were associated with both avoidant (avoiding public transport and preferring outdoor venues) and prevention behaviors (using hand sanitizers). Moving forward, we urge further studies to revise these classification systems in light of new technological developments.

Demographic and Situational Factors

Apart from behavioral modifications, it is notable that no demographic (eg, age, gender, etc) or situational variable (eg, number of COVID-19 cases and lockdown status) significantly predicted TraceTogether uptake. Prior to our study, it would have been conceivable that only a subset of the population would download a contact tracing app (eg, demographic groups based on gender, educational level, or age) [27,38,43]. By contrast, our findings highlight how uptake of digital contact tracing apps cuts across demographic groups.

While the lack of significant associations may be counterintuitive, a recent study reported similar results when predicting COVID-19–related behavioral modifications [42]. In a multinational survey, Harper et al [42] similarly observed that demographic and situational variables were unrelated to behavioral modifications owing to the pandemic. Since behavioral modifications predicted the use of a digital contact tracing app in our study, it seems reasonable to observe an analogous pattern here; that is, our results are unlikely to be based on false-negative outcomes.

As public health agencies develop strategies to promote downloads for contact tracing apps, the pattern of our findings may in turn suggest that demographic-specific messages are not needed. This is encouraging because the behavioral sciences offer widespread measures to “nudge” the general population [44]. In this case, the general public simply needs a one-off nudge to download the contact tracing app, after which the app functions independently in the background. Thus, if governments can nudge users in this first step (eg, by introducing incentives to download or by introducing contact tracing as an opt-out feature of existing government apps), it may be possible to attain the download rates necessary for contact tracing to be effective. Simultaneously, we urge further studies on the acceptance of such strategies; considering public concerns regarding privacy [25,26], any widespread intervention would need to be introduced cautiously.

Limitations

Our study has several limitations of note. As the first study of its kind, we made several choices at the exclusion of others. First, we opted for a cross-sectional design that precludes strong conclusions regarding causality. Second, we included an online sample to minimize person-to-person contact during the pandemic. Although we sampled individuals from a wide array of demographic groups, respondents were not representative of the general nationwide population; this may have deterred the establishment of potential associations among variables (eg, by including a high proportion of educated participants). Third, our survey relied on participants’ self-reported use of a contact tracing app. Although our download rate is similar to that of the general population, further studies may seek to verify actual usage (eg, by incorporating survey questions in a contact tracing app). Fourth, our survey was not intended to measure every aspect of TraceTogether usage, and there were several notable omissions (eg, reasons why individuals chose to use or not use the app, phone ownership, and usage-related questions). Indeed, our model metrics (eg, small Nagelkerke R²) indicate small effect sizes, highlighting the need for further studies to include a more comprehensive set of variables that may account for app downloads. Finally, we examined TraceTogether—an app with a centralized contact tracing protocol. Future studies are required to assess whether our findings extend to apps with decentralized protocols or to other forms of digital contact tracing that do not rely on mobile apps (eg, public acceptance of cloud-based contact in South Korea).

Conclusion

In conclusion, the potential contribution of digital technology to pandemic management is receiving increasing attention. What remains unclear, however, is how this technology is received and how best to promote its uptake. Focusing on contact tracing, this study shows that downloads of a mobile app was best predicted from the adoption of other infection control measures such as increased hand hygiene. In other words, the introduction of digital contact tracing is not merely a call to “trace together” but rather to “modify together,” to use contact tracing apps as part of the broader spectrum of behavioral modifications during a pandemic.
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Abstract

Background: SARS-CoV-2, the virus that caused the global COVID-19 pandemic, has severely impacted Central Asia; in spring 2020, high numbers of cases and deaths were reported in this region. The second wave of the COVID-19 pandemic is currently breaching the borders of Central Asia. Public health surveillance is necessary to inform policy and guide leaders; however, existing surveillance explains past transmissions while obscuring shifts in the pandemic, increases in infection rates, and the persistence of the transmission of COVID-19.

Objective: The goal of this study is to provide enhanced surveillance metrics for SARS-CoV-2 transmission that account for weekly shifts in the pandemic, including speed, acceleration, jerk, and persistence, to better understand the risk of explosive growth in each country and which countries are managing the pandemic successfully.

Methods: Using a longitudinal trend analysis study design, we extracted 60 days of COVID-19–related data from public health registries. We used an empirical difference equation to measure the daily number of cases in the Central Asia region as a function of the prior number of cases, level of testing, and weekly shift variables based on a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R.

Results: COVID-19 transmission rates were tracked for the weeks of September 30 to October 6 and October 7-13, 2020, in Central Asia. The region averaged 11,730 new cases per day for the first week and 14,514 for the second week. Infection rates increased across the region from 4.74 per 100,000 persons to 5.66. Russia and Turkey had the highest 7-day moving averages in the region, with 9836 and 1469, respectively, for the week of October 6 and 12,501 and 1603, respectively, for the week of October 13. Russia has the fourth highest speed in the region and continues to have positive acceleration, driving the negative trend for the entire region as the largest country by population. Armenia is experiencing explosive growth of COVID-19; its infection rate of 13.73 for the week of October 6 quickly jumped to 25.19, the highest in the region, the following week. The region overall is experiencing increases in its 7-day moving average of new cases, infection, rate, and speed, with continued positive acceleration and no sign of a reversal in sight.

Conclusions: The rapidly evolving COVID-19 pandemic requires novel dynamic surveillance metrics in addition to static metrics to effectively analyze the pandemic trajectory and control spread. Policy makers need to know the magnitude of transmission
rates, how quickly they are accelerating, and how previous cases are impacting current caseload due to a lag effect. These metrics applied to Central Asia suggest that the region is trending negatively, primarily due to minimal restrictions in Russia.

(J Med Internet Res 2021;23(2):e25799) doi:10.2196/25799
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**Introduction**

**Background**

On December 29, 2019, 4 cases of “pneumonia of unknown etiology” were reported in Wuhan, Hubei Province, China [1]. What began as 4 isolated cases escalated into a global pandemic of SARS-CoV-2, the virus that causes COVID-19. To date, the caseload has reached 68,645,081 confirmed cases, and 1,564,496 deaths have been confirmed globally [2]. Nations have been greatly impacted by the pandemic, which has resulted in significant morbidity and mortality, food insecurity, and an economic recession that has not bottomed out. Global leaders are struggling to balance disease control with salvaging their plummeting economies in the face of a global pandemic [3]. This study aims to examine where and when SARS-CoV-2 was transmitted in Central Asia within the context of a global pandemic by delving into the environmental, sociocultural, and public health characteristics of COVID-19. For the purposes of this study, we use the World Bank’s definition of Central Asia, which includes Armenia, Azerbaijan, Cyprus, Faeroe Islands, Georgia, Gibraltar, Kazakhstan, Kosovo, Kyrgyzstan, Macedonia, Russia, Tajikistan, Turkey, Turkmenistan, and Uzbekistan [4].

**History of Central Asia**

Central Asia is largely composed of nation states that are former Soviet Union member countries. The Union of Soviet Socialist Republics (USSR) was dissolved in 1991 after controlling the region for 68 years, following a coup d’état during President Gorbachev’s administration. The former Soviet Union left a lasting legacy in the former national republics [5]. The USSR shifted from a centralized government and systems to independent states. Many essential institutions, such as national currency systems and military forces, were developed from the ground up. Many of these fledgling nations failed to achieve democracies, which led to more chaos and conflict. The “colored revolutions” from 1999-2005, a series of mass protests and riots, lead to the overthrow of the semiauthoritarian regimes in Serbia, Georgia, Ukraine, and Kyrgyzstan [6].

Public health systems in these new nations in Central Asia faced many challenges, including endemic infectious diseases [7] such as tuberculosis, HIV, and substance use disorders [8,9]. Alcohol poisoning is relatively common in the former USSR [10], contributing to low life expectancy in Russia [11,12]. Central Asia has one of the highest prevalence rates of tobacco misuse [13]. Misuses of alcohol, tobacco, and other substances represent both direct and indirect COVID-19 risk factors. Drinking alcohol, smoking, and misusing substances increases a person’s risk of being infected with SARS-CoV-2 and having worse outcomes if infected [14–17]. Moreover, persons who are self-isolating are at higher risk of substance use disorders [18–20]. Substance use disorders also contribute to increases chronic disease [21–23]. During past epidemics, reduced access to medical care for individuals with serious illness, such as HIV or tuberculosis, resulted in more deaths from complications due to a lack of health care resources [24,25].

**Food and Water Security**

Progress in food security [26] has stalled in Central Asia in recent years, with growth in malnourished and undernourished populations [27]. Malnourishment is a function of poverty [28,29]. Food insecurity is linked to environmental conditions caused by overuse of the Aral Sea, which has been depleted by 90% since 1960 to irrigate large areas of land [30,31]. Safe water is not available for 22 million people (31% of the population) throughout Kazakhstan, Kyrgyzstan, Uzbekistan, Tajikistan, and Turkmenistan. The majority of the affected individuals live in rural areas, where there are limited sewer connections and septic tanks [32]. People living near the highly polluted Aral Sea have higher levels of tuberculosis, anemia, and cancer, and they may be at higher risk of debilitating SARS-CoV-2 infection [33].

Beyond access to food, obesity is becoming more pervasive [34] as Central Asian foods mirror the “Western diet” of high fat and low grains [26]. Traditional dishes have high contents of sodium, likely due to the “Silk Road” pattern in which countries along the former Silk Road, a trade route through Central Asia established in the second century BC [35,36], use large quantities of salt for food preservation [37]. Obesity also contributes to chronic metabolic diseases and is associated with worse outcomes in those infected with SARS-CoV-2 [38].

**Current Politics**

Because Kazakhstan and China share a border, preventative measures in Kazakhstan were established as early as January...
6, 2020, enforcing increased border sanitation and monitoring arrivals from China [39]. The first cases of COVID-19 in Kazakhstan, discovered in people arriving from Germany and Italy, were recorded on March 13. A state of emergency was announced on March 16; schools converted to remote learning, and quarantines were established in some areas as early as March 19 [39].

Many countries in the region have had disruptions in the labor market. The oil economies in Kazakhstan and Azerbaijan have been negatively impacted [40]. Tajikistan has experienced rising unemployment [29], and the poverty rate has risen across Central Asia [41-46].

State governments have attempted to minimize the impact of the virus; complaints about lack of adequate personal protective equipment in Russia were suppressed [47], medical authorities who gave public health advice in Turkey were criminally investigated [48], and the oppressive Turkmenistan government denied the existence of even a single case of SARS-CoV-2 [49].

In the electoral authoritarian regime of Azerbaijan, lockdown was established immediately following the first confirmed case of SARS-CoV-2 on February 28. The capital of Azerbaijan instated highly restrictive rules and shut down its border with the Islamic Republic of Iran, where cases were spreading quickly, the next day [50].

In Azerbaijan, violations of the quarantine mandate were punishable by fines, custodial restraint, and prison time [51]. Severe rules were briefly in place; people aged over 65 years were prohibited from leaving their homes [50], and citizens were required to send an SMS text message to a government telephone number to request permission to leave their home for up to three hours. The government inactivated the cellular service of political rivals so that they could not request permission to leave their residences and thus were confined to their homes [51]. The pandemic has been exploited as a means to restrict individual human rights in other countries as well; government access to private cell phone data was allowed in Armenia [52], and protests were restricted in Russia [53]. In both Uzbekistan and Tajikistan [54], penalties were introduced for the spread of false information about the virus through the media.

While Azerbaijan initially slowed the spread of the virus [55] and relaxed restrictions in May, the strict quarantine regime was reinstated in four major cities on June 21, 2020, after a surge in cases. Shoving the international community, Russian President Vladimir Putin announced on August 11 that their country’s health regulator was the first in the world to approve a SARS-CoV-2 vaccine for mass use [56]. This approval has been criticized as unsafe because the standard phase III clinical trials for new drugs were not completed at the time of his announcement [57]. While Russia’s first approved vaccine, known as “Sputnik V,” was still undergoing phase III trials, on October 14, President Putin announced the approval of a second SARS-CoV-2 vaccine [58]. Without adequate testing, we do not know the possible detrimental side effects of these vaccines, which may undermine attempts by the international community to provide safe immunization [56].

Other than vaccine efforts, Russia has not implemented significant public health measures. During the first wave of infections in March 2020, no financial support was given to small or medium-sized businesses despite instructions for employees to stay home on paid leave [59]. However, in mid-April, it was announced that over 100 billion rubles (US $1.325 billion) would be allocated to support small and medium-sized businesses [54]. The number of active cases in Russia reached a peak of 245,580 on June 15 and then began to decline [60]. With the second wave of infections in October after loosening restrictions, Russia saw a spike in cases and reported the fourth highest number of SARS-CoV-2 cases worldwide, behind the United States, India, and Brazil [61]. Russia reported a record number of 29,039 active cases on December 6 [60]. Despite record numbers of daily cases, with 26,097 new cases on December 8 for a total of 2,541,199 cases, protective measures continued to be rolled back. While gloves and masks are required in the Moscow metro, citizens must register their telephone number before entering a bar or nightclub; moreover, museums are closed, international flights are gradually being reinstated, and students in first through fifth grade are returning to school [62]. As early as July, the mayor of Moscow announced that wearing masks would no longer be required outdoors as new COVID-19 cases dwindled in the capital [54]. Figure 1 shows the timeline of the COVID-19 pandemic from December 2019 to October 2020 in Central Asia.

Without an effective vaccine to prevent COVID-19, Central Asian leaders require an effective SARS-CoV-2 surveillance system that enables their governments to make safe and informed decisions [63-70]. Public health departments [71-76] plus several universities [77] and media outlets [78,79] are tracking the novel coronavirus using raw data regarding the number of new infections, testing, positivity, basic reproduction number (R₀), and deaths, among other measures, such as local hospital capacity.

**Figure 1.** Timeline of the COVID-19 pandemic in Central Asia.
To that end, the objective of our research was to use a longitudinal trend analysis study design in concert with dynamic panel modeling and method of moments approaches to correct for existing surveillance data limitations [80,81]. Specifically, we measured significant weekly shifts in the increase, decrease, or plateaued transmission of SARS-CoV-2. Our study measured the underlying causal effect from the previous week that persisted through the current week, with a 7-day persistence rate to explain a clustering or declustering effect. The 7-day persistence represents an underlying disease transmission wave, where a large number of transmissions that resulted in a large number of infections on 1 day then “echoes” forward into a large number of new transmissions and hence a large number of new cases in the next 7 days. An example of the 7-day lag would be large sporting events in the United Kingdom that drew large crowds over an extended period of time even after cases were confirmed in the country. Other potential “super-spreader” events occurred in Turkmenistan, when a mass cycling rally was held on April 7 to celebrate World Health Day [82]. In summary, we measured negative and positive shifts in the transmission of SARS-CoV-2 or its acceleration and deceleration rates. We measured negative and positive shifts in the transmission of SARS-CoV-2 as well as the speed, acceleration or deceleration, and jerk rates along with the 7-day persistence, which do not suffer from sampling bias. For details, see Oehmke et al [80,81]. Our surveillance metric will provide public health surveillance data to inform governments that are making decisions regarding disease control, mitigation strategies, and reopening policies as they continue to manage this unprecedented situation.

Methods

This study relies on a longitudinal trend analysis of the data collected from the Foundation for Innovative New Diagnostics (FIND) [83]. FIND compiles data from multiple sources across individual websites, statistical reports, and press releases. Data for the most recent 8 weeks were accessed from a GitHub repository that compiles data from multiple sources on the web; data for the most recent 4 weeks were accessed from the GitHub repository [84]. This resulted in a panel of 14 countries in Central Asia with 47-50 days in each panel (N=696). An empirical difference equation was specified in which the number of new positive cases in each country at each day is a function of the prior number of cases, the level of testing, and weekly shift variables that measure whether the contagion was growing faster than, the same as, or slower than in the previous weeks. This resulted in a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R (R Project) [85].

Arellano-Bond estimation of difference equations has several statistical advantages: (1) it enables statistical examination of the predictive ability of a model and the validity of the model specification; (2) it corrects for autocorrelation and heteroscedasticity; (3) it has good properties for handling data with a small number of time periods and large number of states; and (4) it corrects for omitted variables and provides a statistical test of correction validity. With these advantages, the method is applicable to ascertaining and statistically validating changes in the evolution of the pandemic within a period of ≤1 week, such as changes in the reproduction rate. See Oehmke et al [80,81] for a detailed discussion of the methods. Finally, we calculated these indicators to inform public health leaders of where to take corrective action at a local level. China enjoyed great success at controlling the pandemic by closing down smaller geographical regions, preserving the larger economy and preventing other adverse outcomes from a national quarantine.

Results

Country Regression Results

We analyzed the 12 countries that are included in the Central Asia region as defined by the World Bank. The results of the associated regression supporting the weekly surveillance metrics are captured in Table 1. The Wald statistic for regression was significant ($\chi^2=14.217, P<.001$). The Sargan statistic for validity was insignificant ($\chi^2_{550}=9, P>.99$) and failed to reject the validity of overidentifying restrictions.

As shown in Table 1, the 1-day lag coefficient is positive and significant (1.075, $P<.001$), suggesting a clustering effect where the number of cases on a given day impact the number of cases on adjoining days. The 7-day lag coefficient and the impact of the limited testing over the weekend on case counts (the “weekend effect”) are both insignificant. The shift parameters for the weeks of October 6 and 13 are also insignificant, suggesting that there were no major changes in the rate of disease transmission in the region between these 2 weeks in general. The coefficient for cumulative tests is insignificant.
Table 1. Arellano-Bond dynamic panel data modeling of the number of daily infections reported by country in Central Asia from September 30 to October 13, 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-day lag coefficient</td>
<td>1.075</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7-day lag coefficient</td>
<td>-0.051</td>
<td>.89</td>
</tr>
<tr>
<td>Cumulative tests</td>
<td>0.000016</td>
<td>.55</td>
</tr>
<tr>
<td>Shift parameter, week of October 6</td>
<td>-0.157</td>
<td>.53</td>
</tr>
<tr>
<td>Shift parameter, week of October 13</td>
<td>-0.417</td>
<td>.12</td>
</tr>
<tr>
<td>Weekend effect&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.009</td>
<td>.99</td>
</tr>
</tbody>
</table>

<sup>a</sup>Weekend effect: impact of limited testing over the weekend on case counts.

Interpretation: Central Asian Regression Results

The 7-day lag and shift parameters suggest that there have been no recent changes in disease transmission rates. Additionally, there is no weekend effect or cumulative test effect.

Surveillance Results

Static and dynamic surveillance metrics for the weeks of October 6 and 13 are reflected in Tables 2-6, and Table 7 shows the most populous countries in Central Asia as of 2020. Tables 2 and 3 capture static metrics, including the number of new COVID-19 cases, number of cumulative COVID-19 cases, 7-day moving average of new cases, rate of infection, new deaths, cumulative deaths, 7-day moving average of number of deaths, and death rates. Novel dynamic metrics are reflected in Tables 4 and 5. These metrics include (1) speed, or the weekly average of new daily cases per 100,000 persons, (2) acceleration, or the day-to-day change in speed, (3) jerk, or the week-over-week change in acceleration, 4) 7-day persistence effect, or the number of new cases per 100,000 persons reported on a particular day that are associated with new cases reported 7 days previously. These novel metrics enable analysis of the impact of previous cases on current cases and identification of potential changes of the pandemic trajectory in the future.

Table 2 reflects static surveillance metrics for the week of September 30 to October 6, and Table 3 reflects those metrics for the week of October 7-13. The region averaged 11,730 new cases per day for the period ending on October 6 and 14,514 for the period ending on October 13. The infection rate increased across the region from 4.74 per 100,000 persons to 5.66. This increase in infection rate was accompanied by a slight increase in death rate from 0.09 per 100,000 persons to 0.11. Up to October 13, the region had reported 2,040,812 cumulative COVID-19 cases.

Table 2. Static surveillance metrics for the week of September 30 to October 6, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>New COVID-19 cases, n</th>
<th>Cumulative COVID-19 cases, n</th>
<th>7-day moving average of new cases</th>
<th>Infection rate (per 100,000 persons)</th>
<th>New deaths, n</th>
<th>Cumulative deaths, n</th>
<th>7-day moving average of the death rate</th>
<th>Death rate (per 100,000 persons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>406</td>
<td>53,083</td>
<td>454.57</td>
<td>13.73</td>
<td>6</td>
<td>990</td>
<td>4.57</td>
<td>0.20</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>143</td>
<td>40,931</td>
<td>116.00</td>
<td>1.43</td>
<td>2</td>
<td>600</td>
<td>1.43</td>
<td>0.02</td>
</tr>
<tr>
<td>Cyprus</td>
<td>29</td>
<td>1876</td>
<td>19.00</td>
<td>2.42</td>
<td>1</td>
<td>23</td>
<td>0.14</td>
<td>0.08</td>
</tr>
<tr>
<td>Georgia</td>
<td>549</td>
<td>9245</td>
<td>482.71</td>
<td>14.76</td>
<td>4</td>
<td>58</td>
<td>3.14</td>
<td>0.11</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>66</td>
<td>108,362</td>
<td>64.86</td>
<td>0.36</td>
<td>21</td>
<td>1746</td>
<td>3.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Kosovo</td>
<td>34</td>
<td>15,889</td>
<td>45.00</td>
<td>1.89</td>
<td>2</td>
<td>635</td>
<td>1.43</td>
<td>0.11</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>164</td>
<td>47,799</td>
<td>182.43</td>
<td>2.54</td>
<td>0</td>
<td>1066</td>
<td>0.29</td>
<td>0</td>
</tr>
<tr>
<td>North Macedonia</td>
<td>223</td>
<td>19,096</td>
<td>187.14</td>
<td>10.70</td>
<td>8</td>
<td>768</td>
<td>4.43</td>
<td>0.38</td>
</tr>
<tr>
<td>Russia</td>
<td>11481</td>
<td>1,231,277</td>
<td>9835.57</td>
<td>7.95</td>
<td>184</td>
<td>21,559</td>
<td>157.57</td>
<td>0.13</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>40</td>
<td>10,014</td>
<td>41.14</td>
<td>0.43</td>
<td>0</td>
<td>78</td>
<td>0.43</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>1511</td>
<td>327,557</td>
<td>1469.29</td>
<td>1.81</td>
<td>55</td>
<td>8553</td>
<td>60.43</td>
<td>0.07</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>397</td>
<td>59,343</td>
<td>427.00</td>
<td>1.18</td>
<td>4</td>
<td>489</td>
<td>3.29</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table 3. Static surveillance metrics for the week of October 7-13, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>New COVID-19 cases, n</th>
<th>Cumulative COVID-19 cases, n</th>
<th>7-day moving average of new cases</th>
<th>Infection rate (per 100,000 persons)</th>
<th>New deaths, n</th>
<th>Cumulative deaths, n</th>
<th>7-day moving average of the death rate</th>
<th>Death rate (per 100,000 persons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>745</td>
<td>57,566</td>
<td>640.43</td>
<td>25.19</td>
<td>6</td>
<td>1032</td>
<td>6.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>277</td>
<td>42,381</td>
<td>207.14</td>
<td>2.76</td>
<td>3</td>
<td>612</td>
<td>1.71</td>
<td>0.03</td>
</tr>
<tr>
<td>Cyprus</td>
<td>83</td>
<td>2130</td>
<td>36.29</td>
<td>6.92</td>
<td>0</td>
<td>25</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>Georgia</td>
<td>569</td>
<td>12,841</td>
<td>513.71</td>
<td>15.29</td>
<td>9</td>
<td>102</td>
<td>6.29</td>
<td>0.24</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>83</td>
<td>108,984</td>
<td>88.86</td>
<td>0.45</td>
<td>22</td>
<td>1768</td>
<td>3.14</td>
<td>0.12</td>
</tr>
<tr>
<td>Kosovo</td>
<td>98</td>
<td>16,345</td>
<td>65.14</td>
<td>5.46</td>
<td>1</td>
<td>649</td>
<td>2.00</td>
<td>0.06</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>343</td>
<td>49,871</td>
<td>296.00</td>
<td>5.31</td>
<td>2</td>
<td>1092</td>
<td>3.71</td>
<td>0.03</td>
</tr>
<tr>
<td>North Macedonia</td>
<td>80</td>
<td>21,193</td>
<td>299.57</td>
<td>3.84</td>
<td>3</td>
<td>800</td>
<td>4.57</td>
<td>0.14</td>
</tr>
<tr>
<td>Russia</td>
<td>13,690</td>
<td>1,318,783</td>
<td>12,500.86</td>
<td>9.48</td>
<td>240</td>
<td>22,834</td>
<td>182.14</td>
<td>0.17</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>37</td>
<td>10,297</td>
<td>40.43</td>
<td>0.40</td>
<td>0</td>
<td>79</td>
<td>0.14</td>
<td>0.00</td>
</tr>
<tr>
<td>Turkey</td>
<td>1632</td>
<td>338,779</td>
<td>1,603.14</td>
<td>1.96</td>
<td>62</td>
<td>8957</td>
<td>57.71</td>
<td>0.07</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>323</td>
<td>61,642</td>
<td>328.43</td>
<td>0.96</td>
<td>2</td>
<td>511</td>
<td>3.14</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4. Novel surveillance metrics for the week of September 30 to October 6, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed^d</th>
<th>Acceleration^b</th>
<th>Jerk^c</th>
<th>7-day persistence effect on speed^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>15.4</td>
<td>0.4</td>
<td>0.3</td>
<td>−0.6</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>1.2</td>
<td>0.1</td>
<td>0</td>
<td>−0.1</td>
</tr>
<tr>
<td>Cyprus</td>
<td>1.6</td>
<td>0</td>
<td>−0.1</td>
<td>−0.1</td>
</tr>
<tr>
<td>Georgia</td>
<td>13.0</td>
<td>0.9</td>
<td>−0.2</td>
<td>−0.4</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kosovo</td>
<td>2.5</td>
<td>−0.2</td>
<td>−0.1</td>
<td>−0.1</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>2.8</td>
<td>0</td>
<td>−0.2</td>
<td>−0.1</td>
</tr>
<tr>
<td>North Macedonia</td>
<td>9.0</td>
<td>0.8</td>
<td>0.5</td>
<td>−0.3</td>
</tr>
<tr>
<td>Russia</td>
<td>6.8</td>
<td>0.3</td>
<td>0.1</td>
<td>−0.3</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>0.4</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>1.8</td>
<td>0</td>
<td>0.0</td>
<td>−0.1</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>1.3</td>
<td>−0.1</td>
<td>0.0</td>
<td>−0.1</td>
</tr>
</tbody>
</table>

^aSpeed: daily positives per 100,000 persons (weekly average of new daily cases per 100,000 persons).

^bAcceleration: day-to-day change in the number of positives per day (weekly average per 100,000 persons).

^cJerk: week-over-week change in acceleration per 100,000 persons.

^d7-day persistence effect on speed: number of new cases per day per 100,000 persons.
Table 5. Novel surveillance metrics for the week of October 7-13, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed(^a)</th>
<th>Acceleration(^b)</th>
<th>Jerk(^c)</th>
<th>7-day persistence effect on speed(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>21.7</td>
<td>1.6</td>
<td>0.7</td>
<td>-0.8</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>2.1</td>
<td>0.2</td>
<td>0.2</td>
<td>-0.1</td>
</tr>
<tr>
<td>Cyprus</td>
<td>3.0</td>
<td>0.6</td>
<td>0.4</td>
<td>-0.1</td>
</tr>
<tr>
<td>Georgia</td>
<td>13.8</td>
<td>0.1</td>
<td>0.5</td>
<td>-0.7</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kosovo</td>
<td>3.6</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>4.6</td>
<td>0.4</td>
<td>0.2</td>
<td>-0.1</td>
</tr>
<tr>
<td>North Macedonia</td>
<td>14.4</td>
<td>-1.0</td>
<td>-1.6</td>
<td>-0.5</td>
</tr>
<tr>
<td>Russia</td>
<td>5.2</td>
<td>0.1</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>8.7</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.4</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.4</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>1.9</td>
<td>0</td>
<td>0.0</td>
<td>-0.1</td>
</tr>
</tbody>
</table>

\(^a\)Speed: daily positives per 100,000 persons (weekly average of new daily cases per 100,000 persons).
\(^b\)Acceleration: day-to-day change in the number of positives per day (weekly average per 100,000 persons).
\(^c\)Jerk: week-over-week change in acceleration per 100,000 persons.
\(^d\)7-day persistence effect on speed: number of new cases per day per 100,000 persons.

Table 6. Comparison of 1-day persistence in the four countries in Central Asia with positive significant positive accelerations for the week of October 6, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>1-day persistence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week of September 30</td>
</tr>
<tr>
<td>Armenia</td>
<td>16.1</td>
</tr>
<tr>
<td>Georgia</td>
<td>13.0</td>
</tr>
<tr>
<td>North Macedonia</td>
<td>8.8</td>
</tr>
<tr>
<td>Russia</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Table 7. Most populous countries in Central Asia as of 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Population as of 2020, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>145,953,632</td>
</tr>
<tr>
<td>Turkey</td>
<td>84,621,255</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>33,469,203</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>18,776,707</td>
</tr>
</tbody>
</table>

Russia and Turkey had the highest 7-day moving averages in the region, at 9836 and 1469, respectively, for the week of October 6, and 12,501 and 1603, respectively, for the week of October 13 (Tables 2 and 3). In terms of infection rate, accounting for population, Russia was at 7.95 per 100,000 persons and Turkey was at 1.81 for the week of October 06. The countries that had the highest infection rates in the region included Georgia, at 14.76 per 100,000 persons, and Armenia, at 13.73. For the following week, the infection rate in Armenia jumped to the highest in the region, at 25.19 per 100,000 persons, while Georgia had a very slight increase to 15.29. Kazakhstan had the lowest infection rate in the region, at 0.36 per 100,000 persons for the week of October 6. Russia and Turkey also had the highest 7-day moving averages of deaths in the region, with Russia at 157.57 per 100,000 persons for the week of October 6 and Turkey at 60.43. Together, they accounted for approximately 90% of the deaths reported in the region. Up to October 13, the region had reported 38,461 cumulative deaths. For the week of 10/06, North Macedonia and Armenia had the highest death rates per 100,000 persons in the region, at 0.38 and 0.20, respectively. Armenia maintained a death rate of 0.20 per 100,000 persons the following week. Georgia had the highest death rate the week of 10/13 at 0.24 per 100,000 persons, up from 0.11 the previous week.
The 1-day persistence is an indicator of a clustering effect where an event on a particular day causes an increase in the number of cases on adjoining days. As shown in Table 6, the 1-day persistence was highest in Armenia at 16.1, and it increased to 21.5 the following week. North Macedonia saw a large increase from 8.8 to 16.5, with Georgia and Russia seeing smaller increases from 13.0 to 14.8 and 7.0 to 9.1, respectively.

Largely consistent with infection rates, Armenia, Georgia, and North Macedonia had the highest speed or average of new daily cases per 100,000 persons. During the week of October 6, Armenia had a speed of 15.4, increasing to 21.7 the following week. Georgia had a speed of 13.0, which increased slightly the following week to 13.8. North Macedonia had a speed of 9.0, which increased to 14.4. The region overall had an increase in speed from 4.2 to 5.2.

Speed is best used in conjunction with acceleration and jerk, which can provide further insight into potential pandemic trajectory changes. Four countries in the region had significant positive accelerations for the week of October 6: Georgia at 0.9, North Macedonia at 0.8, Armenia at 0.4, and Russia at 0.3. North Macedonia, Armenia, and Russia also had positive jerks. During the following week, in addition to the highest speed, Armenia had the highest acceleration and jerk in the region. Figure 2 shows weekly trends of SARS-CoV-2 in Central Asia [86], and additional trends can be found in Multimedia Appendices 1-5.

**Discussion**

**Principal Results**

COVID-19 poses a significant threat to the Central Asian region, which is largely composed of former Soviet republics. These countries continue to suffer from food insecurity, high levels of poverty, and variation in health care quality and access as the region continues on its journey of transitioning from a centralized Soviet medical system. The population also suffers from multiple endemic infections, such as HIV/AIDS and tuberculosis. Russia and Turkey comprise the bulk of the population in Central Asia, and these countries are facing growing burdens of chronic disease and some of the highest obesity rates in Europe. Due to the combination of these factors, the region is vulnerable to negative outcomes from the COVID-19 pandemic. To date, the region has seen variations in policy intervention to control the spread of COVID-19 and mitigate outbreaks. Some countries, such as Kazakhstan and Azerbaijan, imposed strict and early lockdowns, while others, such as Russia, imposed more limited interventions.

Metrics tracking the progression of COVID-19 in Central Asia to date have largely been static, including measures such as new cases, cumulative cases, deaths, and 7-day moving averages. These metrics provide a view of the current state of the pandemic but are unable to provide any insight into the change in the speed of the pandemic over time or potential shifts in its trajectory, evolving from controlled spread to rapid growth or vice versa. These metrics also provide limited utility in comparing countries to each other and in analyzing countries with smaller populations. Novel metrics such as speed, acceleration, and jerk help contextualize static metrics and provide a view of trajectory over time, enabling potential anticipation of how the pandemic will evolve in the future.

Considering the static and dynamic metrics, it is apparent that the Central Asian region is trending negatively. The region saw an increase in 7-day moving average of new cases, infection rate, and speed for the week of October 13 compared to the week of October 6, with continued positive acceleration. This trend is largely driven by Russia and Turkey, which together encompass over 70% of the region’s population and showed the highest 7-day moving averages in the region. Russia has the fourth highest speed in the region and continues to experience positive acceleration.

Kazakhstan, the fourth most populous country in the region, had the lowest infection rate for the week of October 6. This is
likely due to a continued emphasis on policy interventions to curb the spread of COVID-19. Authorities in Kazakhstan took some of the earliest precautions to prevent infections and continue to strictly enforce pandemic mitigation measures, including halting the easing of restrictions due to the global spike in COVID-19 cases in recent weeks.

Turkey, while contributing a significant portion of the total cases in the region due to its population size, has maintained relatively low infection rates of 1.81 and 1.96 per 100,000 persons for the weeks of October 6 and 13, respectively. Turkey has taken significant precautions to mitigate the spread of the virus, and authorities continue to enforce rigorous mask wearing and social distancing guidelines along with local quarantines when necessary.

Armenia is experiencing uncontrolled spread of COVID-19, with an infection rate of 13.73 per 100,000 persons for the week of October 6 quickly jumping to 25.19, the highest in the region, the following week. The pandemic speed, consistent with the infection rate trajectory, increased from 15.4 to 21.7, with an acceleration increase from 0.4 to 1.6. This change is likely due to the recent lifting of the COVID-19 state of emergency, which allowed the resumption of in-person schooling and international flights, among other activities.

After Armenia, Georgia and Russia had the highest infection rates in the region for the week of October 13. Russia continues to resist implementing interventions to curb the spread of COVID-19, with no mask mandates, capacity caps, or nightlife restrictions. In addition to the significant focus on developing an effective vaccine, there has been limited intervention to manage the spread of COVID-19 in Russia. This policy stance is impacting the trajectory of the region, which is trending negatively with no sign of a reversal in sight.

Conclusion
The rapid evolution, novel outbreaks, and frequently fluctuating trajectory of COVID-19 cannot be adequately assessed using static public health measures alone. Static measures, including the number of new COVID-19 cases, number of cumulative COVID-19 cases, 7-day moving average of new cases, rate of infection, number of new deaths, number of cumulative deaths, 7-day moving average of number of deaths, and death rates, provide a current view of the state of the pandemic. However, these measures do not provide any insight into how the trajectory of the pandemic may change over time.

Generally, the approach to modeling the spread of COVID-19 is to assume there is an underlying contagion model [87] and then to attempt to measure those model parameters [88], which involves contact tracing to determine the spread of the disease [89-92]. With an incubation period of up to 14 days [93], modeling this spread can take months. Early estimates of COVID-19 were developed using the method by Lipsitch et al. [94], which was used for contact tracing in Wuhan and Italy; however, the statistical properties were weak [95-100]. Zhao et al [96] estimated the serial interval distribution and $R_0$ based on only 6 pairs of cases, which is insufficient to understand the transmission of COVID-19 [101]. This results in relaxing of the assumptions in these models, such as disaggregating the population by geography and modeling within-geography and across-geography personal interactions [102]. Martcheva [103] developed a dynamic model from several contagion models and their possible dynamics [104,105]. They are limited to the statistical inference of parameter values from actual data [106].

Novel surveillance metrics allow for a more nuanced analysis of the COVID-19 pandemic and together with static metrics, can enable policymakers to make informed decisions to control the spread of the pandemic and prevent further outbreaks. Novel dynamic metrics include speed, acceleration, jerk, and 7-day persistence, and they provide potential insight into how the pandemic will evolve in the future.

The analysis of Central Asia using static and novel surveillance metrics suggests that the region is precariously positioned and trending negatively. Russia, the largest country by population, continues to have high infection rates and one of the highest speeds of infection. With no sign of increasing restrictions, it is unlikely that this trend will reverse and that outbreaks in the region will be controlled.

Limitations
Our data are limited by reporting methods across individual countries. Some countries, such as Turkmenistan, refuse to acknowledge COVID-19 cases. Variation in testing and infrastructure may impact the number of cases reported by other countries. The data are reported at a national level, which does not enable any subnational analysis.

Comparison to Prior Work
This study is part of a broader research program at Northwestern Feinberg School of Medicine (The Global SARS-CoV-2 Surveillance Project: Policy, Persistence, & Transmission). Novel surveillance metrics, including speed, acceleration, jerk, and 7-day persistence, have been developed by this research program and are being applied to all global regions.
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Abstract

Background: The COVID-19 pandemic is affecting people with dementia in numerous ways. Nevertheless, there is a paucity of research on the COVID-19 impact on people with dementia and their care partners.

Objective: Using Twitter, the purpose of this study is to understand the experiences of COVID-19 for people with dementia and their care partners.

Methods: We collected tweets on COVID-19 and dementia using the GetOldTweets application in Python from February 15 to September 7, 2020. Thematic analysis was used to analyze the tweets.

Results: From the 5063 tweets analyzed with line-by-line coding, we identified 4 main themes including (1) separation and loss; (2) COVID-19 confusion, despair, and abandonment; (3) stress and exhaustion exacerbation; and (4) unpaid sacrifices by formal care providers.

Conclusions: There is an imminent need for governments to rethink using a one-size-fits-all response to COVID-19 policy and use a collaborative approach to support people with dementia. Collaboration and more evidence-informed research are essential to reducing COVID-19 mortality and improving the quality of life for people with dementia and their care partners.

Introduction

The COVID-19 pandemic is having an impact on people with dementia. In Canada, almost two-thirds of all COVID-19–related deaths have been people with dementia [1]. In the United Kingdom, 50% of COVID-19–related deaths in care homes have been people with dementia [2]. In comparison to other groups, people with dementia are among the most vulnerable to the COVID-19 pandemic [3]. Although people with dementia are not necessarily more susceptible to COVID-19, advancing age, frailty, and coexisting health conditions often associated with dementia (eg, cardiovascular disease, hypertension, or diabetes) increase the risk of complications [4,5]. Moreover, social isolation measures (eg, stay-at-home orders, visitation bans, and lockdowns in care facilities) from COVID-19 may increase the risk of hospitalization and mortality for people with dementia [6].
People with dementia also face a heightened risk of COVID-19 exposure due to cognitive impairment and memory loss [3]. For example, people with dementia may have challenges remembering or understanding self-protection protocols such as wearing a mask, using proper hand hygiene, and maintaining physical distance from others [7,8]. Despite these challenges, there is a paucity of knowledge on the COVID-19 pandemic’s impact on people with dementia.

There is an urgent need to understand the experiences of people with dementia and their care partners in the COVID-19 pandemic [8-10]. Mitigation strategies that include physical distancing make it difficult to conduct timely and collaborative research, with many universities suspending recruitment and in-person studies during the pandemic [11]. Given these difficulties, examining the impact of COVID-19 requires ingenuity and innovation.

With over 330 million monthly users [12], the microblogging and social networking website Twitter [13] presents an innovative opportunity to examine the COVID-19 impact on people with dementia. For example, Twitter users are publicly sharing lived experiences of COVID-19 and dementia. The purpose of this study is to use Twitter to understand the COVID-19 experiences of people with dementia and their care partners.

**Methods**

**Recruitment**

We scraped tweets posted in the English language containing synonyms for dementia (eg, “Alzheimer’s disease” and “Lewy Body disease”) and synonyms for COVID-19 (including nontechnical phrases such as “Corona”) during the period from February 15 to September 7, 2020, from Twitter using the GetOldTweets application programming interface in Python [14]. The Tweets were not geo-tagged.

Twitter is a social media and microblogging website where users share their posts with the public. Following on existing studies, there is a general consensus that tweets posted publicly on Twitter can be used for research [15,16]. Tweets on the Twitter website are located within the public domain; informed consent was not obtained.

**Data Exclusion**

From the approximately 20,800 tweets that were gathered using these criteria, we applied filters referring to candidates for the US presidential election (eg, synonyms for “Donald Trump” and “Joe Biden”). In addition, the filter “Tom Seaver” was used to delete tweets of public reactions to the major league baseball player who was reported to have died on August 31, 2020, of complications due to COVID-19 and dementia with Lewy bodies. Retweets and nonoriginal tweets were also excluded. Finally, to increase the likelihood of scraping tweets that described personal experiences with dementia during the era of COVID-19, we excluded tweets that did not include synonyms for familial relationships (eg, “father,” “mother,” and “grandparent”) or friends and acquaintances (eg, “buddy,” “pal,” and “neighbour”). This filtering procedure resulted in a total of 5063 tweets that were extracted into an Excel (Microsoft Corporation) spreadsheet for qualitative line-by-line coding as the basis for thematic analysis.

**Data Analysis: Coding and Intercoder Consistency**

To develop a robust codebook, authors JDB and MEO read and reread 300 tweets. The researchers independently assigned codes to each of the 300 tweets. After coding the tweets, the two researchers met to discuss their code lists and developed an initial codebook. The initial codebook consisted of 18 codes with code definitions, keywords, and specific examples (eg, tweets).

To test intercoder consistency, a team of six researchers pilot-tested 100 tweets by independently coding the tweets according to the codebook. Once the team finished their coding, the codes were compared with a coding example sheet that JDB and MEO developed. Following this pilot test, a group coding workshop was held to collectively pilot-code 50 tweets and discuss any inconsistencies in the interpretation of the codes. During this workshop, group discussion resolved coding uncertainties and disputes, leading to the refinement of the codebook (eg, overlapping codes or unused codes). The final version of the codebook consisted of 9 codes including (1) death, (2) fear for person with dementia’s health and well-being, (3) challenges and unmet needs, (4) separation or restricted visiting, (5) formal care provider challenges, (6) supports described, (7) informal caregiver’s health and well-being, (8) stories of survival, and (9) user identifies as a person with dementia (used as a second tag vs a primary code).

The tweets (n=5063) were then divided among the seven authors (approximately 723 tweets each) for descriptive analysis, with JDB managing intercoder consistency throughout the coding process. For 7 consecutive days, each coder completed approximately 100 codes per day and sent them to JDB. Coders flagged any tweets of which they were unsure or uncertain for JDB to review. In addition to reviewing the flagged tweets, the JDB randomly reviewed 10% of each coder’s work and provided feedback (eg, flagged tweets or any inconsistencies) for each day of coding. Throughout the coding process, JDB worked in direct collaboration with the MEO to discuss any discrepancies or uncertainties within the data. Once the coding was completed, two team meetings were held to identify and discuss the key themes arising from the data.

**Results**

From the 5063 tweets analyzed, we identified 4 main themes including (1) separation and loss; (2) COVID-19 confusion, despair, and abandonment; (3) stress and exhaustion; and (4) risks of exposure and personal sacrifices faced by formal care providers. Illustrative tweets are provided and are unedited for grammar.

**Separation and Loss**

This theme captures the psychological sense of loss due to physical barriers that create separation. Many personal descriptions included discussion of the physical separation, which includes separation due to death, separation during the process of dying during the COVID-19 pandemic, and separation due to visitation bans because of COVID-19. Underlying these
descriptors of physical separation is a clear psychological disconnection accompanied by feelings of loss. Separation creates a psychological sense of loss. A notable subtheme in separation and loss is the expression of the sense of loss expressed by care partners at the acceleration of decline perceived in persons with dementia during COVID-19, which was frequently blamed on the visitation bans and imposed lockdowns in care homes and health facilities. The intersection of the multiple dimensions of loss and separation are highlighted in the following illustrative quotes:

Yesterday I lost my mom. Due to covid [sic] I was unable to see her for the last few months. I did get to FaceTime twice and we did chat on the phone until her dementia made it difficult for her to do so. There will be no memorial until it is cleared to do so. My heart is broken. [1] ...My husband passed away a few days ago, victim of Covid [sic] protocol! He had dementia, didn’t understand why I couldn’t visit him. He lost hope, 36 lbs in 23 days; could not be saved. This is so cruel to do to our seniors/he was a veteran!! WRONG!!!

...Dad had dementia and was otherwise healthy. He had daily visitors even though he had little memory of who they were. Covid [sic] closed the nursing home to visitors and he stopped eating. He lost 40lbs and died in June. It’s another aspect of the Covid [sic]. Dying Alone.

Let me tell you what this covid [sic] lockdown did, it killed my daddy. He had dementia and he was doing good, then the lockdown, we weren't there to hold him and to help feed him. When we went to see him, he was a shell, there was nothing left of him. I am so angry.

COVID-19 Confusion, Despair, and Abandonment

Another predominant theme was feelings of despair and abandonment among people with dementia from COVID-19 confinement and visitation bans. Many tweets described difficulties understanding COVID-19 displayed or experienced by persons with dementia and negative psychological consequences due to this confusion about COVID-19. Many reported that people with dementia could not understand the changes necessitated by the pandemic response; they required constant teaching, reminders, and reassurance. For some, this lack of understanding of COVID-19 led to challenges (described or implied) of living with the new policies for social distancing, mask wearing, and other sanitary precautions, which engendered feelings of hopelessness and despair. For many others, the lack of understanding the physical distancing restrictions due to COVID-19 led to feelings of abandonment and subsequent despair. For example, many described that their loved one could not understand why visits were no longer being made and why they could not have physical contact. The following tweets illustrate these issues:

Or live alone with dementia and all the trouble I have. I can't even drive myself to a doctor. I don't remember all the rules myself. I'm terrible at wearing a mask. Someone pointed out I had it inside out at the covid [sic] testing place. Im gonna [sic] die, I hope. Im [sic] tired of life.

You are told your Covid [sic] positive Mum is being discharged to you Covid [sic] negative dad. She has dementia. He is told to keep 2m away in their 3 bed bungalow. Is this NHS policy?

I’ve lost count of how many times I’ve been on the phone with my grandmother telling her that it’s not safe for her to leave the house because of COVID-19. Life with a loved one who has dementia right now is frustrating. Constantly re-teaching and remaining patient.

Hardest thing to hear is my mom trying to explain to my grandmother, who has Alzheimer and dementia, that we can’t see her because of the corona [sic]. My grandmother repeating that she is in jail. [sic] My grandmother.

Stress and Exhaustion Exacerbation

Care partners described stress and exhaustion (eg, mental, emotional, and physical) related to providing care for people with dementia in the context of the COVID-19 pandemic. Increased workload, disruption to routine, financial strain, mental health issues, social isolation, and loneliness were common features described.

COVID-19 confinement and lockdown measures substantially increased the workload of informal care partners by limiting or terminating access to support services such as day care programs, home care, respite, meal programs, medical specialists, and adequate care home options. As such, many described the difficulty of dealing with household chores, social isolation, and the increasing workload, which often led to feelings of mental, emotional, and physical exhaustion. Moreover, care partners described difficulties managing behavioral changes and worsening neuropsychiatric symptoms (eg, anxiety, agitation, anger, and depression) of their loved ones with dementia.

Care partners also discussed stress related to the fear of COVID-19 exposure and concern for the person with dementia’s health and well-being. This fear was especially apparent among care partners with loved ones staying in care homes or hospitals. Others noted that COVID-19 precautions were confusing to people with dementia and made appointments and outings more difficult not only for the person with dementia but also for the care partner. Some reported balancing decisions on whether to pursue health services based on how distressing the experience would be for their loved one (eg, due to being alone without care partner support). Many reported strain due to financial pressures related to losing work coupled with unease for the future of their loved one. Difficulty obtaining care services or relocation to long-term care due to the pandemic were noted. Further, some care partners described feeling a need to bring people with dementia home from long-term care to ensure their well-being. The following tweets highlight the challenges faced by informal care partners:
Unpaid Sacrifices by Formal Care Providers

Formal care providers identified numerous sacrifices beyond their paid jobs. Formal care providers commonly expressed emotional connection to people with dementia and a sense of duty related to care, noting that this was more than simply a job. Formal care providers also described making personal sacrifices to work and provide care during the COVID-19 pandemic. For example, care providers discussed sacrificing their participation in family gatherings, parenting responsibilities, and social activities to help protect their patients and family members from potential exposure to the virus. Consequently, many expressed concern for the health of their families due to exposures at work and made trade-offs to help ensure the safety of their patients or residents, such as limiting their outside contacts. They also noted that caring for people with dementia involved a sacrifice of their own safety because of the lack of personal protective equipment (e.g., gowns, gloves, masks, eye protection, and face shields), leading to stress of exposure. Finally, they reported their frustration with the reduced ability to support quality of life for people with dementia in the face of an increased workload due to COVID-19.

The workforce challenges experienced by formal care providers are captured in the following tweets:

People were discharged from hospital with covid [sic] and placed directly into my work. Trying to isolate a dementia patient with covid [sic] is impossible in a care home, they've already wandered down the corridor before we could even get our gloves on.

I'm a mental health nurse working in a dementia specialist nursing home. My fight is to keep corona [sic] out of the building. There are many of us who will be in hiding to protect our residents...

I'm a nurse with COVID, probably from reusing dirty N95s and working with dementia patients who simply could not grasp the need to wear a mask and social distance. I worked so hard to try not to get COVID.

Another horrifying day. We are in isolation with my beloved 93 yo [sic] Mom. She has descended into terrifying hallucinations and extreme anger because of dementia. We can't get her into nursing care because of a Covid [sic] outbreak. Just getting thru [sic] each hour.

I've lost some income but the hardest part is being stuck 24/7 in the house with my Mom who has severe dementia. It is hell! She had a daycare but it closed. I can't get respite bc [sic] I'm terrified of exposing her to covid [sic]. I fight loneliness, depression and boredom everyday [sic]!

The services for people with dementia have had to fall into line with COVID rules and there are of course personal restrictions. A devastating combination for people who need safety, routine and gentle stimulation.

In analyzing the 5063 tweets, this study found that people with dementia are experiencing substantial burden from the COVID-19 pandemic. For example, separation and institutional visiting bans were described as having a detrimental impact on people with dementia. Numerous tweets identified the effects of visitation bans on people with dementia, such as despair, loss, abandonment, social isolation, not eating, losing the will to live, and dying alone. Tweets also identified challenges faced by informal care partners, such as financial struggles, mental health issues, lack of formal supports, inadequate care home options, fear of COVID-19 exposure, and difficulties explaining COVID-19 (e.g., quarantine, self-isolation, social distancing, and protective equipment) to people with dementia. In addition, tweets addressed workforce issues experienced by formal care providers, ranging from insufficient access to personal protective equipment to understaffing and having to sacrifice family responsibilities to provide formal care.

This study has significant implications for COVID-19 policy and practice. For example, findings from this study suggest that prohibitive visitation policies (e.g., visitation bans and institutional lockdowns) in care homes and health facilities may not be advantageous or acceptable for people with dementia. Numerous tweets emphasized the issue of separation on mortality for people with dementia. Emerging data from the United Kingdom showed that, in care homes, more people have died from dementia than from COVID-19 [2]. Similarly, data from Canada [17,18] and the United States [1] mirror this trend, documenting thousands of excess dementia deaths in care homes throughout the pandemic. These findings suggest that secondary effects of the COVID-19 pandemic (e.g., social isolation) may be causing rapid deterioration and mortality of people with dementia. Consequently, COVID-19 policies (e.g., visitation bans and institutional lockdowns) that were initially intended to protect people from the virus may be causing significant harm to people with dementia. Accordingly, there is an imminent need for governments to rethink using a one-size-fits-all response to COVID-19 policy and use instead a collaborative approach to support people with dementia and their care partners. In moving forward, collaboration and partnerships with people with dementia are essential to developing targeted policies to protect people with dementia and their care partners.

Formal care providers desperately need additional resources (e.g., allocated funding, personal protective equipment, adequate staffing, and mental health supports) to support people with dementia. The services for people with dementia have had to fall into line with COVID rules and there are of course personal restrictions. A devastating combination for people who need safety, routine and gentle stimulation.

Discussion

Principal Results

Using Twitter, the aim of this study is to understand the COVID-19 experiences of people with dementia and their care partners. People with dementia are among the most vulnerable to the pandemic in terms of exposure risk, social isolation, hospitalization, and mortality [4]. Understanding the impact of COVID-19 is urgently needed to reduce mortality and improve the quality of life for people with dementia and their care partners during the pandemic. Given the current COVID-19 context, Twitter provided a valuable means to support timely and innovative research during the pandemic.

In analyzing the 5063 tweets, this study found that people with dementia are experiencing substantial burden from the COVID-19 pandemic. For example, separation and institutional visiting bans were described as having a detrimental impact on people with dementia. Numerous tweets identified the effects of visitation bans on people with dementia, such as despair, loss, abandonment, social isolation, not eating, losing the will to live, and dying alone. Tweets also identified challenges faced by informal care partners, such as financial struggles, mental health issues, lack of formal supports, inadequate care home options, fear of COVID-19 exposure, and difficulties explaining COVID-19 (e.g., quarantine, self-isolation, social distancing, and protective equipment) to people with dementia. In addition, tweets addressed workforce issues experienced by formal care providers, ranging from insufficient access to personal protective equipment to understaffing and having to sacrifice family responsibilities to provide formal care.

This study has significant implications for COVID-19 policy and practice. For example, findings from this study suggest that prohibitive visitation policies (e.g., visitation bans and institutional lockdowns) in care homes and health facilities may not be advantageous or acceptable for people with dementia. Numerous tweets emphasized the issue of separation on mortality for people with dementia. Emerging data from the United Kingdom showed that, in care homes, more people have died from dementia than from COVID-19 [2]. Similarly, data from Canada [17,18] and the United States [1] mirror this trend, documenting thousands of excess dementia deaths in care homes throughout the pandemic. These findings suggest that secondary effects of the COVID-19 pandemic (e.g., social isolation) may be causing rapid deterioration and mortality of people with dementia. Consequently, COVID-19 policies (e.g., visitation bans and institutional lockdowns) that were initially intended to protect people from the virus may be causing significant harm to people with dementia. Accordingly, there is an imminent need for governments to rethink using a one-size-fits-all response to COVID-19 policy and use instead a collaborative approach to support people with dementia and their care partners. In moving forward, collaboration and partnerships with people with dementia are essential to developing targeted policies to protect people with dementia and their care partners.

Formal care providers desperately need additional resources (e.g., allocated funding, personal protective equipment, adequate staffing, and mental health supports) to support people with dementia.
dementia during the pandemic. Findings from this study identify a range of workforce challenges such as understaffing and lack of adequate personal protective equipment. Formal care providers in care homes and health facilities cannot provide optimal care and prevent COVID-19 exposure without having access to required resources and supports. Consequently, additional resources are needed to provide safeguards to protect both formal care providers and people with dementia during the pandemic.

Research is needed on the COVID-19 impact from the perspective of people with dementia and their care partners. Although several editorials, letters to the editor, and commentaries have discussed anticipated challenges of COVID-19 for people with dementia [8-10,19-21], few studies have involved people with dementia. Research is needed to examine the lived experiences of COVID-19 among people with dementia. Accordingly, more evidence-informed research is required to reduce mortality and understand the impact of COVID-19 on people with dementia and their care partners.

Limitations

Twitter has a 280-character limit for each tweet. Given this limit, the user’s story and experience is confined to these restrictions. For example, important information and relevant details (eg, context, background, and confounding factors) may not be captured in the tweet. Consequently, qualitative interviews may provide a more comprehensive and in-depth perspective of the COVID-19 impact on people with dementia. In addition, given that Twitter is in the public domain, people may not feel comfortable sharing their full perspectives and lived experiences. Future research requires collaboration and partnerships with people with dementia to develop more in-depth knowledge on the impact of COVID-19 on people with dementia and their care partners.

In addition, there are some limitations related to the generalizability of our findings from Twitter. For example, no demographic information was collected in this study, and findings from Twitter may not be fully generalizable or representative of the general public living with dementia and their care partners (eg, age, gender, ethnicity, education, income, or employment background). However, existing data show that Twitter users are 56% male and 44% female, with the largest age groups of users being in the categories of 18-29 years (38%), 30-49 years (27%), and 50-64 years (17%) [22]. Since no demographic information was collected, another study limitation relates to sex and gender. Without any demographic information, it is impossible to make any inferences or draw specific conclusions regarding the impact of COVID-19 in relation to sex or gender. As such, more research is needed to examine the impact of COVID-19 in relation to the sex and gender of people with dementia and their care partners.

A final limitation of these data is the cross-sectional nature of our analysis and geographically blind nature of the data. It is possible that experiences of people with dementia and their care partners will vary over time, particularly over waves of the pandemic. We believe these current data captured what might be described as wave one of the pandemic. It is likely, however, that any temporal variability in experiences with COVID-19 and dementia will be related to geography. It is clear that there are geographic differences in the experiences of the pandemic. Future research to compare temporal variability in experiences of COVID-19 and dementia with publicly available databases detailing country-level COVID-19 disease burden and mitigation strategies is needed.

Conclusions

The purpose of this study was to use Twitter to understand the COVID-19 experiences of people with dementia and their care partners. Through an analysis of 5063 tweets, this study found that people are experiencing substantial burden from the COVID-19 pandemic. Specifically, four main issues were identified, including separation and loss, despair and abandonment, informal care partner challenges, and workforce issues experienced by formal care providers.

There is an imminent need for governments to rethink using a one-size-fits-all response to COVID-19 policy and use a collaborative approach to support people with dementia. More specifically, collaboration and partnerships are essential to developing effective COVID-19 policies to support people with dementia and their care partners. Moreover, there is a critical need for additional resources (eg, personal protective equipment, adequate staffing, safeguards, and mental health supports) to address workforce challenges and support formal care providers of people with dementia during the pandemic. Research is needed on the impact of COVID-19 from the perspective of people with dementia. Collaboration and more evidence-informed research are essential to reducing COVID-19–related mortality and improving the quality of lives for people with dementia and their care partners.
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Abstract

Background: During the COVID-19 pandemic, growth in citizen engagement with social media platforms has enabled public health departments to accelerate and improve health information dissemination, developing transparency and trust between governments and citizens. In light of these benefits, it is imperative to learn the antecedents and underlying mechanisms for this to maintain and enhance engagement.

Objective: The aim of this study is to determine the factors and influencing mechanisms related to citizen engagement with the TikTok account of the National Health Commission of China during the COVID-19 pandemic.

Methods: Using a web crawler, 355 short videos were collected from the Healthy China account on TikTok (with more than 3 million followers throughout China), covering the period from January 21, 2020, to April 25, 2020. The title and video length, as well as the number of likes, shares, and comments were collected for each video. After classifying them using content analysis, a series of negative binomial regression analyses were completed.

Results: Among the 355 videos, 154 (43.4%) related to guidance for clinicians, patients, and ordinary citizens, followed by information concerning the government’s handling of the pandemic (n=100, 28.2%), the latest news about COVID-19 (n=61, 17.2%), and appreciation toward frontline emergency services (n=40, 11.3%). Video length, titles, dialogic loop, and content type all influenced the level of citizen engagement. Specifically, video length was negatively associated with the number of likes (incidence rate ratio [IRR]=0.19, \( P < .001 \)) and comments (IRR=0.39, \( P < .001 \)). Title length was positively related to the number of shares (IRR=24.25, \( P = .01 \)), likes (IRR=8.50, \( P = .03 \)), and comments (IRR=7.85, \( P = .02 \)). Dialogic loop negatively predicted the number of shares (IRR=0.56, \( P = .03 \)). In comparison to appreciative information, information about the government’s handling of the situation (IRR=5.16, \( P < .001 \)) and guidelines information (IRR=7.31, \( P < .001 \)) were positively correlated with the number of shares, while the latest news was negatively related to the number of likes received (IRR=0.46, \( P = .004 \)). More importantly, the relationship between predictors and citizen engagement was moderated by the emotional valence of video titles. Longer videos with positive titles received a higher number of likes (IRR=21.72, \( P < .04 \)) and comments (IRR=10.14, \( P = .047 \)). Furthermore, for short videos related to government handling of the pandemic (IRR=14.48, \( P = .04 \)) and guidance for stakeholders (IRR=7.59, \( P = .04 \)), positive titles received a greater number of shares. Videos related to the latest news (IRR=66.69, \( P = .04 \)) received more likes if the video title displayed higher levels of positive emotion.

Conclusions: During the COVID-19 pandemic, videos were frequently published on government social media platforms. Video length, title, dialogic loop, and content type significantly influenced the level of citizen engagement. These relationships were
 moderated by the emotional valence of the video’s title. Our findings have implications for maintaining and enhancing citizen engagement via government social media.

**KEYWORDS**
government social media; citizen engagement; public health crisis; TikTok; emotion valence; dialogic loop; COVID-19

**Introduction**

**Background**

Citizen engagement on social media during times of public health crises, such as that experienced during the COVID-19 pandemic, provides governments with a valuable tool for communicating with and understanding the concerns and priorities of their citizens [1]. Citizen engagement highlights the active role citizens play in public affairs, including public communication, public consultation, and public participation, which have the potential to influence government decision making [2]. With citizen engagement, governments can solicit public concerns and respond accordingly, improving the quality and efficiency of public services delivered [3]. Due to the popularity and communicative nature of social media, it has been employed widely by governments during public health crises, creating new opportunities for citizens to voluntarily participate in government activities [4-8]. However, the practice of engaging citizens is relatively underdeveloped. Strategies for citizen engagement via social media platforms have not been adequately deployed, although the importance of citizen engagement is widely acknowledged by government agencies. The use of social media by governments during public crises is hampered by both internal and external factors, such as insufficient resources, the digital divide, ethical considerations, and accountability [9,10]. Government agencies thus prefer to broadcast information and improve disease surveillance through social media, rather than initiate public conversation and engagement [11-13]. Considering its benefits, it is imperative to better understand the antecedents and underlying mechanisms of citizen engagement with government social media during public health emergencies to maintain and enhance citizen engagement.

Although some studies have examined the relationship between government agencies’ use of social media and citizen engagement during public health crises, there are several obvious gaps that deserve further investigation. First, existing studies have paid extensive attention to more traditional social media, rather than initiate public conversation and engagement [11-13]. Considering its benefits, it is imperative to better understand the antecedents and underlying mechanisms of citizen engagement with government social media during public health emergencies to maintain and enhance citizen engagement. Although some studies have examined the relationship between government agencies’ use of social media and citizen engagement during public health crises, there are several obvious gaps that deserve further investigation. First, existing studies have paid extensive attention to more traditional social media, such as Sina Weibo [1,8], Twitter [4,14], and Facebook [7].

Chen and colleagues [14] identified the tweeting patterns of the Centers for Disease Control and Prevention during different phases of the Zika epidemic. However, their studies focused on text-dominated social media exclusively, with little attention paid to emerging social media platforms. For example, TikTok, which launched in 2016, is a video-sharing platform that allows users to create, upload, repost, and write comments on short videos, ranging from a few seconds to minutes. Since its creation, the popularity of TikTok has increased rapidly, with more than 800 million active users in 2020 [15]. During the COVID-19 pandemic, TikTok became an indispensable source of information and communication channel for the general public and between government organizations and citizens [16]. Second, extant studies have predominantly explored possible influencing factors through the lens of media type, government type, content type, media richness, message style, and interactive features, with limited effort paid to specific influencing mechanisms [1,4,8]. Guidry et al [4] explored the Ebola-related social media posts published by three major health organizations on Twitter and Instagram, and found that messages with solutions, visual imagery, and acknowledgment of public concerns are the most effective risk communication strategies. By investigating the People’s Daily Sina Weibo account during COVID-19, Ngai et al [8] found that disease prevention content posts in a narrative style generated more public engagement, and further revealed an interaction effect between content and style.

This study aims to address the above gaps by exploring the factors that drive citizen engagement through the TikTok account of the National Health Commission of China (NHCC) during the COVID-19 pandemic, in the context of China. Chinese governments, across different levels, have now started to realize the potential of TikTok for public participation, leveraging the platform for routine administration tasks. According to the latest report by the China Internet Network Information Center (CNNIC), the number of verified government TikTok accounts is 25,313, implying wide employment in the Chinese public sector [17]. In this study, we develop a conceptual model, including video length, title length, dialogic loop, and content type, to empirically examine the driving factors of citizen engagement with TikTok accounts operated by Chinese government agencies. Citizen engagement through the official TikTok account of the NHCC consists of three dimensions: comments, likes, and shares [18]. For each video uploaded to TikTok, data on its number of comments, likes, and shares are publicly available. Importantly, we take the emotional valence variable as a moderator to unravel potential influencing mechanisms.

**Research Hypotheses and Conceptual Model**

Based on the characteristics of TikTok videos, our study built a moderated model that unraveled the moderating role of emotional valence among the differentiated effects of video length, title length, dialogic loop, and content type on the three dimensions of citizen engagement, namely the number of shares, likes, and comments (Figure 1).
Video length refers to the duration of a video. Although several studies have examined the length of popular videos, few have investigated the impact of video length on citizen engagement on TikTok. For example, Zhu et al [19] analyzed the 100 most-liked videos on TikTok published by 31 provincial Health Committees in China, and found that 98% of them lasted under 60 seconds. Our study suggests that video length is negatively associated with the number of likes, shares, and comments received from the public. Shorter videos usually have better content because they require detailed planning to explain the content concisely [20]. Guo et al [20] analyzed a big data set comprising 6.9 million Massive Open Online Course (MOOC) videos and confirmed that shorter videos had a perceived higher quality, thus leading to increased engagement. In addition, shorter videos align better with the information consumption habits of social media users. Users usually watch TikTok videos on mobile devices during fragmented periods. If a video is too long, it will not only consume more mobile data and battery power, but also fail to meet the demands of individuals’ allotted time.

Therefore, hypothesis 1 is as follows: video length negatively affects the three dimensions of citizen engagement via the official TikTok account of the NHCC, as measured by the number of likes, shares, and comments.

Title length refers to the total number of words summarizing the video’s content in the title of an uploaded video. During times of crisis, citizens are usually motivated by utility, craving information that relieves anxiety and eases panic [21]. Longer titles typically contain richer information, promoting a better understanding of the video, thereby increasing citizen engagement [21, 22]. For example, Xu and Zhang [22] examined 13,322 tweets related to Malaysia Airlines Flight 370 and found that the more words a tweet had, the more likely it was to be retweeted. Specific to video-sharing platforms, Halvey and Keane [23] analyzed 4.25 million YouTube videos and identified that a longer video title increased the number of video views. We argue that the longer the title length, the more likely citizens are to share, comment, and like COVID-19–related TikTok videos.

Therefore, hypothesis 2 is as follows: title length positively affects the three dimensions of citizen engagement via the official TikTok account of the NHCC, as measured by the number of likes, shares, and comments.

Dialogic loop emphasizes the importance of providing an interactive feedback loop, facilitating mutual communication between organizations and citizens [1]. Organizations allow the general public to directly ask questions, post comments, make
suggestions, and provide feedback on relevant issues pertaining to the organization [24]. Dialogic loop is beneficial for promoting mutual conversation through question posing and answering [1]. However, few studies have investigated the effect of dialogic loop on citizen engagement via social media. Gálvez-Rodríguez et al [25] analyzed 137 Latin American local governments’ Facebook accounts and revealed that dialogic loop can increase the level of citizen engagement (weighed calculation based on the number of likes, comments, shares, and posts). Specific to public health crises, Chen et al [1] studied the official Sina Weibo account of the NHCC and verified that dialogic loop positively influences citizen engagement (sum of number of likes, comments, and shares).

Therefore, hypothesis 3 is as follows: dialogic loop positively affects the three dimensions of citizen engagement via the official TikTok account of the NHCC, as measured by the number of likes, shares, and comments.

Extant studies into health communication have identified that different content types have varying effects on citizens’ social media engagement behaviors. According to the Use and Gratification Theory, the degree to which media content gratifies individuals’ differential needs directly influences their media selection and usage behavior [26]. Analyzing 203,191 COVID-19-related posts on Sina Weibo, Wang et al [27] concluded that posts on the domestic epidemic were retweeted the most, while posts about quarantine and investigations received the most likes. Short videos related to COVID-19, posted by the official TikTok account of the NHCC during the pandemic, will satisfy public demands to different degrees, thus promoting citizen engagement at different levels. Research that analyzed 4221 tweets posted by the health departments of 39 states in the United States showed that acknowledging the events of other organizations and expressing gratitude and providing recognition improved citizen engagement [28]. Park et al [29] examined 1583 tweets posted by three American health organizations and found that personal health–related information and actions received more shares and likes. In relation to public health crises, Chen et al [1] determined that posts about the latest news and government disposition facilitated citizen engagement via government Sina Weibo accounts, while posts providing guidance for stakeholders had no effect.

Therefore, hypothesis 4 is as follows: content type has significant differential effects on the three dimensions of citizen engagement via the official TikTok account of the NHCC, as measured by the number of likes, shares, and comments.

Emotional valence refers to the positive and negative feelings triggered during an individual’s consumption of information [1,18]. Emotional expression in social media content can attract public attention, promote dialogue, and drive engaged feedback [18]. Emotions possess the function of physiological arousal, which can contribute to information-sharing behavior [30]. High emotional traits can trigger the viral spread of social media content [22]. Citizens regulate their emotional status through actions such as reposting, liking, and commenting when receiving emotional information via social media [1]. Empirical evidence indicates that emotional posts often promote citizens’ social media engagement [18,31,32]. However, few studies have investigated the moderating effect of emotional valence [33]. Tang et al [34] studied the official Sina Weibo accounts of 30 provincial police departments in China and identified that emotional valence moderated the influence of content type on reposting behavior. Child-friendly content with positive emotion increased reposting the most. Current research has also confirmed that emotional valence moderates the effects of dialogic loop, media richness, and content type on citizen engagement via government Sina Weibo accounts during public health crises [1].

Therefore, hypothesis 5 is as follows: emotional valence will moderate the effects of video length, title length, dialogic loop, and content type on the three dimensions of citizen engagement via the official TikTok account of the NHCC, as measured by the number of likes, shares, and comments.

### Methods

**Data Collection**

For this study, we collected data from the official TikTok account of the NHCC, “Healthy China.” The official account was created on May 4, 2018, to help more widely disseminate health-related information. By May 12, 2020, the account had posted 576 short videos, had 3 million followers, and had received more than 8 million likes. Since the outbreak of COVID-19 in December 2019, the NHCC has actively uploaded relevant short videos. We used a web crawler tool to capture all videos uploaded to the official account from January 21, 2020, to April 25, 2020. In total, 364 videos were obtained. After manual checking, 355 were found to be related to the COVID-19 crisis. In addition, data about the video’s length, title text, number of likes, number of shares, and number of comments were collected.

**Operationalization of Variables**

Citizen engagement through the official TikTok account of the NHCC includes three dimensions: sharing, liking, and commenting behaviors [18]. We captured this objective data using web crawlers.

Video length is the duration of the video. The length of all 355 videos was captured from the “Healthy China” account using a web crawler.

Title length relates to the number of words included in a video’s title. This study first collected the complete texts of 355 video titles using web crawlers, and then automatically counted the number of words in each text using Microsoft Excel (Microsoft Corp).

Dialogic loop is measured by two indicators: posing and answering questions [35]. If a question or answer appears in a short video title, it is marked as 1, otherwise it is marked as 0. The dialogic loop score was the sum of the scores of the two indicators.

Content type includes 4 categories, namely the following: the latest news about the COVID-19 crisis, the government’s handling of the pandemic, appreciation for frontline emergency services, and guidance for stakeholders [1]: the codebook in Table 1 contains examples.

---

**Table 1**

<table>
<thead>
<tr>
<th>Content Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Latest news about the COVID-19 crisis</td>
</tr>
<tr>
<td>2</td>
<td>Government handling of the pandemic</td>
</tr>
<tr>
<td>3</td>
<td>Appreciation for frontline emergency services</td>
</tr>
<tr>
<td>4</td>
<td>Guidance for stakeholders</td>
</tr>
</tbody>
</table>


---
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Table 1. Codebook examples of content categories.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Example posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>The government’s handling of the crisis</td>
<td>Covid-19 prevention, control and medical treatment work in Hubei, from the press conference of the State Council Information Office. #Action to defeat COVID-19</td>
</tr>
<tr>
<td>Appreciation of frontline emergency services</td>
<td>Thank you, Sichuan Provincial Medical Aid Team, tribute heroes triumphantly! #Action to defeat COVID-19 #Warm doctor moment</td>
</tr>
</tbody>
</table>

**Emotional Valence**

We measured this variable by calculating the emotional valence of each short video’s title based on a sentiment lexicon and Python (Python Software Foundation). Initially, title information was split into three categories (sentimental words, negative words, and degree adverbs) using the Jieba database. Upon word separation, the words were annotated using BosonNLP, while machine learning enabled word processing to assign values for sentimental words. By combining the review of the rest of the words with preassigned values, the emotional value for each title was determined based on a weighted approach. Each title was assigned a value ranging from 0 to 1, with 0.5 being neutral emotion. The closer the value was to 0, the more negative the emotion was considered, and vice versa.

**Intercoder Reliability and Data Analysis**

This study obtained the analysis data of dialogic loop and content type by manually coding the content of the video titles. We employed two graduate students to carry out the coding of the 355 short videos. Before beginning, the students were provided with operation training and an explanation of the coding scheme to ensure a good coding standard. To examine the interreliability, 30% of the sample was randomly selected, and 106 short videos were precoded. Both coders worked independently, and the results are as follows: the $\kappa$ values for the content categories, “posting a question,” and “responding to a question” were 0.918, 0.941, and 0.795, respectively. This indicated that the interreliabilities were high enough and acceptable.

Our dependent variables are all count measures that exhibit overdispersion (shares: mean 86.94 [SD 492.71], skewness=11.36, kurtosis=140.27; likes: mean 1464.22 [SD 4772.29], skewness=6.94, kurtosis=57.85; comments: mean 7.57 [SD 13.22], skewness=4.10, kurtosis=26.07). A significant number of short videos rarely received shares, likes, or comments, while others received a high number in comparison. To deal with this overdispersed count data, we modelled the number of shares, likes, and comments using negative binomial regression. We first estimated the impact of video length, title length, dialogic loop, and content type on different types of citizen engagement. We then explored whether the impacts were contingent upon the emotional valence of each video’s title. All analyses were conducted using STATA (Version 15.0; StataCorp LLC).

**Results**

**Descriptive Analysis**

The 355 collected short videos had large variations in the level of citizen engagement. Overall, 32.1% of videos (n=114) had less than 10 shares, while 9.9% of videos (n=35) were shared more than 100 times. The gap in the number of likes was also significant, with 56 videos (15.8%) receiving less than 100 likes and 10 videos (2.8%) receiving more than 10,000 likes. For comments, 8 videos received more than 50 comments, while 18.9% of videos (n=67) did not receive any comments. Among all videos, 154 (43.4%) were related to guidance for clinicians, patients, and ordinary citizens, followed by information concerning the government’s handling of the pandemic (n=100, 28.2%), and the latest news about COVID-19 (n=61, 17.2%). Posts about appreciation toward frontline emergency services only represented about 11.3% (n=40) of posts. On average, the appreciation posts received the highest number of likes (mean 3500.28 [SD 8086.11]), while guidance and government handling information received the least (mean 660.97 [SD 1493.57] and mean 1177.60 [SD 3952.23], respectively; Figure 2). Moreover, videos related to guidance information experienced the highest level of sharing (mean 124.12 [SD 624.95]), while videos pertaining to the latest news had the highest number of comments (mean 16.07 [SD 21.44]). Of the other characteristics of videos, the length of all videos collected ranged from 11 seconds to 493 seconds (mean 96.53 [SD 81.78]). Furthermore, the average length of video titles was 34.75 characters (SD 6.79; range 15-54). For dialogic loop, 203 videos (57.2%) either raised or answered questions to deliver information. Further, the emotional valence of video titles was positive on average (mean 0.71 [SD 0.30]).
Hypothesis Testing

Table 2 shows estimates of the negative binomial regression models that predicted the number of likes, shares, and comments for each coded short video uploaded during the COVID-19 pandemic. Hypothesis 1 posited that longer videos were less likely to attract citizen engagement. Models 2 and 3 in Table 2 show that video length has a negative and statistically significant association with the number of likes (incidence rate ratio [IRR]=0.19, \( P<.001 \)) and comments (IRR=0.39, \( P<.001 \)) received. The IRR value shows that a one-unit increase in video length leads to a decrease in the number of likes and comments by a factor of 0.19 and 0.39, respectively. However, the relationship between video length and number of shares is not significant. Thus, hypothesis 1 was partially supported.

Table 2. Predicting citizen engagement with government social media.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Shares (Model 1)</th>
<th>Likes (Model 2)</th>
<th>Comments (Model 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incidence rate ratio</td>
<td>( P ) value</td>
<td>Incidence rate ratio</td>
</tr>
<tr>
<td>Video length</td>
<td>0.81</td>
<td>.59</td>
<td>0.19</td>
</tr>
<tr>
<td>Title length</td>
<td>24.25</td>
<td>.01</td>
<td>8.50</td>
</tr>
<tr>
<td>Dialogic loop</td>
<td>0.56</td>
<td>.03</td>
<td>0.67</td>
</tr>
</tbody>
</table>

**Content type (reference: appreciation)**

| News               | 1.15             | .67             | 0.46               | .004           | 0.99               | .96            |
| Handling           | 5.16             | <.001           | 0.97               | .94            | 1.06               | .86            |
| Guidelines         | 7.31             | <.001           | 0.76               | .36            | .89                | .67            |
| Constant           | 0.28             | .51             | 1398.47            | <.001          | 1.85               | .68            |
| Log likelihood     | -1797.08         | N/A\(^a\)       | -2816.56           | N/A            | -1026.53           | N/A            |
| Pseudo \( R^2 \) (%)| 1.41             | N/A             | 1.67               | N/A            | 3.68               | N/A            |

\(^aN/A: not applicable.\)

Hypothesis 2 proposed that a longer video title increases the level of citizen engagement. According to Table 2, title length indeed plays an important role in predicting the number of shares (IRR=24.25, \( P=.01 \)), likes (IRR=8.50, \( P=.03 \)), and comments (IRR=7.85, \( P=.02 \)). A one-unit increase in title length can result in a 2325% increase in the number of shares, a 750% increase in the number of likes, and a 685% increase in the number of comments. Thus, hypothesis 2 was supported.
Hypothesis 3 proposed that videos with multiple dialogic features were more likely to attract citizen engagement. Model 1 in Table 2 shows that dialogic loop is negatively associated with the number of shares (IRR=0.56, \(P=0.03\)). This means that dialogic loop decreases willingness to share by about 44%. In addition, Models 2 and 3 show that dialogic loop is not associated with the number of likes and comments received. Thus, hypothesis 3 was not supported.

Hypothesis 4 proposed that the degree of citizen engagement was influenced by the content shown in the videos. Since content type is a categorical variable, we treated appreciative posts as the reference group. Model 1 in Table 2 shows that government handling information (IRR=5.16, \(P<0.001\)) and guidelines information (IRR=7.31, \(P<0.001\)) were positively correlated with the number of shares. The IRR values mean that, compared to appreciative information, handling information would result in a 416% increase in the number of shares, while guideline information would lead to a 631% increase. Videos about the latest news were found to be negatively related to the number of likes (IRR=0.46, \(P=0.004\)), which means that posts about the latest news would result in a 54% decrease in the number of likes received, compared to posts about appreciative information. Interestingly, the number of comments did not vary significantly across different types of video content. Thus, hypothesis 4 was partially supported.

We investigated the conditional impacts of the predictors by entering emotional valence and interaction variables into the negative binomial regression model. As seen in Table 3, the relationship between video length and citizen engagement is moderated by the emotional valence of a video’s title. The interaction between video length and emotion is positively related to the number of likes (IRR=21.72, \(P=0.04\)) and comments (IRR=10.14, \(P=0.047\); see Models 2 and 3). As Figure 3 shows, the gap in the number of likes between videos with positive emotion and negative emotion is only significant when the video length is long. The more negative the emotion in the video’s title, the lower the number of likes received. This pattern is almost the same for the number of comments (Figure 4). The lowest number of comments occurred when the video was long and had negative emotion. Emotion also moderates the relationship between content type and the number of shares. As shown in Table 3 (Model 2), for guidelines (IRR=7.59, \(P=0.04\)) and government handling (IRR=14.48, \(P=0.04\)) information, the more positive emotion a video’s title had, the higher the number of shares the video received, in comparison to appreciative news. Videos related to the latest news (IRR=66.69, \(P=0.04\)) received more likes when their titles had higher levels of positive emotion. Interestingly, the title’s emotional valence has a weak effect or no effect on the relationship between content and other types of engagement behavior. Overall, emotion plays a moderate role in the relationship between video length, content type, and citizen engagement, but patterns vary across different types of engagement.

![Table 3](http://www.jmir.org/2021/2/e21463/)

**Table 3.** The moderating role of emotional valence in predicting citizen engagement.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Shares (Model 1)</th>
<th>Likes (Model 2)</th>
<th>Comments (Model 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incidence rate</td>
<td>Incidence rate</td>
<td>Incidence rate</td>
</tr>
<tr>
<td></td>
<td>ratio</td>
<td>ratio</td>
<td>ratio</td>
</tr>
<tr>
<td>Video length</td>
<td>0.67</td>
<td>0.12</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>.28</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Title length</td>
<td>32.48</td>
<td>7.84</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>.008</td>
<td>.08</td>
<td>.23</td>
</tr>
<tr>
<td>Dialogic loop</td>
<td>0.68</td>
<td>0.70</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>.15</td>
<td>.13</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Content type (reference: appreciation)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>2.36</td>
<td>0.17</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.02</td>
<td>.23</td>
</tr>
<tr>
<td>Handling</td>
<td>0.51</td>
<td>2.03</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>.49</td>
<td>.55</td>
<td>.99</td>
</tr>
<tr>
<td>Guidelines</td>
<td>1.15</td>
<td>1.63</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>.86</td>
<td>.65</td>
<td>.17</td>
</tr>
<tr>
<td><strong>Interaction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion</td>
<td>1.10</td>
<td>5.70</td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>.91</td>
<td>.05</td>
<td>.03</td>
</tr>
<tr>
<td>Emotion × video</td>
<td>0.45</td>
<td>21.72</td>
<td>10.14</td>
</tr>
<tr>
<td></td>
<td>.56</td>
<td>.04</td>
<td>.047</td>
</tr>
<tr>
<td>Emotion × title</td>
<td>1.60</td>
<td>4.41</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>.91</td>
<td>.77</td>
<td>.90</td>
</tr>
<tr>
<td><strong>Emotion × content type (reference: appreciation)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.11</td>
<td>66.69</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>.19</td>
<td>.04</td>
<td>.06</td>
</tr>
<tr>
<td>Handling</td>
<td>14.48</td>
<td>0.38</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.50</td>
<td>.99</td>
</tr>
<tr>
<td>Guidelines</td>
<td>7.59</td>
<td>0.37</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.43</td>
<td>.10</td>
</tr>
<tr>
<td>Constant</td>
<td>0.25</td>
<td>3313.61</td>
<td>9.84</td>
</tr>
<tr>
<td></td>
<td>.51</td>
<td>&lt;.001</td>
<td>.22</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−1785.57</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>−2806.04</td>
<td>−1017.43</td>
</tr>
<tr>
<td>Pseudo (R^2) (%)</td>
<td>2.04</td>
<td>2.03</td>
<td>4.53</td>
</tr>
</tbody>
</table>

\(a\)N/A: not applicable.
Discussion

Principal Findings

This pioneering study is the first to attempt to reveal how to promote citizen engagement with official government TikTok accounts during the COVID-19 crisis. To reveal the specific mechanisms of engagement, we proposed a moderated model, which investigated the moderating role of emotional valence on the effects of video length, title length, dialogic loop, and content type on the three dimensions of citizen engagement with the official TikTok account of the NHCC.

First, we found that shorter videos and videos with longer titles generate greater engagement in general. On the one hand, video length negatively and significantly influenced the number of likes and comments received. This conclusion confirms the findings of Zhu et al [19], who found that citizens prefer shorter TikTok videos. We extend their findings in the context of public health crises. Shorter videos can better satisfy public demands for timely consumption and relaxation during fragmented time and promote the public’s continuous use of TikTok videos, including increasing sharing, liking, and commenting behaviors, thereby improving engagement [1,26]. On the other hand, videos with longer titles generate greater levels of sharing, liking, and commenting, simultaneously. This is consistent with the findings...
of Halvey and Keane [23], who established that YouTube videos with longer titles receive more views. Longer video titles help to enhance the logical and interactive elements of expression but can also deliver more information. In contrast, shorter titles may compromise the integrity and accuracy of video content cues. Hence, the longer the video title is, the more accurately and effectively the core content can be presented, which increases the likelihood of receiving likes, shares, and comments. However, this conflicts with the result of a recent study on YouTube marketing, in which video titles with a lot of information were associated with a lower number of video views [36]. This discrepancy may be due to the evolving functionalities of YouTube, the increasing large volume of available videos, and the changing demographics of YouTube users. With the surge of new videos, the younger generation’s attention is precious and they are more likely to be attracted by videos with shorter titles. It remains to be seen whether this change also applies to TikTok.

Second, this study found that content related to the government’s handling and guidance for stakeholders promotes citizens’ reposting behavior, while information related to the latest news about the crisis reduces the number of likes received. This further expands on the conclusion of Chen et al [1], who found that posts related to the government’s handling of information (released by the official Sina Weibo account of the NHCC) promoted citizen engagement on the TikTok platform. This suggests that, whether it is a general social networking platform or one focused on video sharing, the public are concerned about the government’s handling of the crisis, which increases the level of citizen engagement. However, compared with Sina Weibo users, content related to the latest news about the COVID-19 crisis has very limited attraction for TikTok users. This may be because short videos that are related to the latest news about the COVID-19 crisis are mostly a combination of plain text and pictures, which are rougher and less interactive.

Interestingly, this study discovered that higher levels of dialogic loop significantly reduce the number of shares received. This conflicts with existing studies that examine how dialogic loops affect citizen engagement [1,25,37]. It is worth noting that previous studies that support the positive impact of dialogic loop on citizen engagement were all concentrated on nonvideo social media platforms, such as Facebook, Twitter, and Sina Weibo, while this study focused on TikTok, a short video-sharing platform. This indicates that the effect of dialogic loop on citizen engagement may vary depending on the type of social media platform. This study measured dialogic loop by video title. Although a video’s title is a concentrated expression of the content displayed, it is not completely equivalent to the interactivity of the video itself. In addition, this inconsistency may also be due to different measurements of dialogic loop. In fact, researchers have not reached a consensus on how to evaluate dialogic loop on social media platforms [1]. For example, Men et al [37] measured the dialogic loop of chief executive officers’ Facebook accounts from three dimensions, namely, replying to comments, liking user comments, and launching surveys. Chen et al [1] adopted 5 dimensions, including using hashtags and mentions, launching surveys, asking users questions, and answering users’ questions, to assess the dialogic loop of government social media. Both studies found that dialogic loop is positively associated with social media engagement. A study by Wang and Yang [35] used questions and answers published by nonprofit and for-profit organizations on Twitter to measure dialogic loop. Interestingly, our findings are comparable in that responding to questions resulted in the lowest numbers of likes and retweets, while asking questions had little effect on the number of likes and shares received [35].

Most importantly, this study confirmed that emotional valence can moderate the impact of video length and content type on citizen engagement, although the moderating effects vary in the three dimensions of citizen engagement. For longer videos, the more negative emotion the video’s title displays, the lower the number of likes that the video would receive. This pattern is almost the same for the number of comments. This means that longer videos with positive titles receive higher numbers of likes and comments. For short videos related to the government’s handling of the pandemic and guidance for stakeholders, positive titles received more shares. Videos about the latest news received more likes if the title had a higher level of positive emotion. This demonstrates the important role of the emotional valence of video titles in promoting citizen engagement through government TikTok accounts. This can be explained by The Social Sharing of Emotion Theory (SSET), which was proposed by Rimé and colleagues in the 1990s. The SSET posits that emotion is a critical motivator for information sharing and social interaction. In our daily life, emotional events can happen anywhere and at any time, and those who experience emotional events are likely to talk about them and the feelings experienced [38]. Through this social sharing of emotion, individuals can express their emotional state and facilitate the establishment of interpersonal relationships [38]. Considering the existence of positivity bias, information with positive emotion creates a good experience for the receiver, and builds a positive image of the information sender [39]. Compared to negative emotion, positive emotion can activate individuals’ desire to seek and share information [40]. Therefore, when individuals encounter emotional content from the title of a TikTok video, they will have an urgent need to share this emotional experience. Further, positive emotion will strengthen this behavior, facilitating public engagement on TikTok, enhancing likes, shares, and comments.

**Contribution and Implications**

This research makes the following contributions. First, we not only empirically examined how governments have used new video-based social media platforms for public engagement in the context of a public health crisis, but also built a model with emotional valence as a moderator to explain the underlying mechanism of how video length, title length, dialogic loop, and content type affects public engagement with government TikTok accounts. Second, we reveal that although shorter videos are likely to attract more likes and comments, for longer videos, the emotional valence of the title is of critical importance. For long videos, the more positive the title, the more likes and comments it receives, and vice versa. Third, our study found that emotional valence displayed in the title plays a critical role in the impact of content type on public engagement. For videos
focused on guidance and the government’s handling of the crisis, the more positive the emotion displayed in the video title, the higher the number of shares it received. In addition, videos related to the latest news received more likes when the title had higher levels of positive emotion. Fourth, our study found that dialogic loop is likely to reduce certain types of public engagement.

This study has several practical implications. First, TikTok has become an indispensable channel for government-citizen communication, and governments should actively embrace this new method of communication. Second, for government entities producing videos for TikTok, shorter video length is preferred. If the video length is relatively long, it is better to have a title with positive emotion rather than negative emotion. Third, after the public health crisis, governments are advised to publish more information about their handling of the crisis, provide further guidance for stakeholders, and upload videos with positive emotion in the title to facilitate delivery.

Limitations and Future Recommendations

This study has several limitations. First, we focused on the official TikTok account of the NHCC. Whether the results of this research are equally applicable to local health departments is worthy of investigation. Second, it is worth exploring if the conclusions are similar in Western countries. There are notable differences between TikTok and YouTube [41]; although both of them are video-based social networking platforms, TikTok videos are much shorter than those on YouTube, and there are various easy-to-use templates. The typical length of a TikTok video may be just 30-40 seconds, while YouTube videos can be more than 15 minutes long. In addition, TikTok is a mobile-only social media app, while YouTube operates via both a website and mobile app. Their functionalities also differ; for example, YouTube has a dislike button, while TikTok does not. Furthermore, compared with the individualism advocated by Western countries, China emphasizes collectivism. Moreover, the number of comments found by our study could be influenced by the presence of censorship in China. Third, due to the constraints of the content analysis methods, some important variables were not employed in our research model (eg, camera view). Wang [42] found that the camera view of short videos on TikTok significantly affects the audience’s immersion and social presence, which are important elements in promoting citizen engagement. We attempted to use content analysis to determine the type of camera view but it was difficult for the encoders to reach consensus and the interreliability was relatively low. Fourth, the significant negative impact of dialogic loop on reposting behavior deserves further investigation, although we infer that this may be due to differences between TikTok and other non-video–related social media platforms. In addition, our study did not obtain information from NHCC regarding their video and post creation process. Future research could use a qualitative approach to find out how the government TikTok operates in terms of content selection, rules, and strategies during a health crisis. Data from TikTok users could also enrich future studies [43,44].

Conclusions

It is evident that fostering engagement through video sharing on TikTok provides public health departments with the ability to promote citizen engagement and accelerate the dissemination of health information. Nonetheless, how to sustain this positive effect is still unclear. Through analysis of 355 COVID-19–related TikTok videos scraped from the official NHCC account, this study addresses this knowledge gap by considering emotional valence as a moderator that determines the effect that video length, title length, dialogic loop, and content type have on the three dimensions of citizen engagement. In general, shorter videos and longer video titles elicit greater citizen engagement. Citizens prefer to view content about the government’s handling of the pandemic and guidance for stakeholders, and actively repost these TikTok videos. We confirmed the important role of emotional valence as a moderator and discovered the specific moderating mechanisms. Longer videos with positive titles received higher numbers of likes and comments. For short videos related to government handling and guidance for stakeholders, positive titles received more shares. Videos related to the latest news received more likes when the title had a higher level of positive emotion. Public health departments should create shorter videos with longer titles, with content focused on the government’s handling of the crisis and guidance for stakeholders. Moreover, in the future, video producers should consider the emotional valence of titles and align it with the content type and video length.

Acknowledgments

This work was supported by the National Social Science Foundation of China (grant number 17CXW026).

Conflicts of Interest

None declared.

References


Abbreviations

CNNIC: China Internet Network Information Center
IRR: Incidence Rate Ratio
NHCC: National Health Commission of China
SSET: Social Sharing of Emotion Theory
Factors Driving Citizen Engagement With Government TikTok Accounts During the COVID-19 Pandemic: Model Development and Analysis

Chen Q, Min C, Zhang W, Ma X, Evans R

URL: http://www.jmir.org/2021/2/e21463/
doi:10.2196/21463
PMID:33481756

©Qiang Chen, Chen Min, Wei Zhang, Xiaoyue Ma, Richard Evans. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 04.02.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
The US Public’s Perception of the Threat of COVID-19 During the Rapid Spread of the COVID-19 Outbreak: Cross-Sectional Survey Study

Xiaolei Xiu∗, MSc; Anran Wang∗, MSc; Qing Qian†, MSc; Sizhu Wu†, PhD
Department of Medical Data Sharing, Institute of Medical Information & Library, Chinese Academy of Medical Sciences & Peking Union Medical College, Beijing, China
*these authors contributed equally

Corresponding Author:
Sizhu Wu, PhD
Department of Medical Data Sharing
Institute of Medical Information & Library
Chinese Academy of Medical Sciences & Peking Union Medical College
3 Yabao Road
Chaoyang District
Beijing, 100020
China
Phone: 86 10 5232 8760
Email: wu.sizhu@imicams.ac.cn

Abstract

Background: The rapid spread of the COVID-19 pandemic in the United States has made people uncertain about their perceptions of the threat of COVID-19 and COVID-19 response measures. To mount an effective response to this epidemic, it is necessary to understand the public’s perceptions, behaviors, and attitudes.

Objective: We aimed to test the hypothesis that people’s perceptions of the threat of COVID-19 influence their attitudes and behaviors.

Methods: This study used an open dataset of web-based questionnaires about COVID-19. The questionnaires were provided by Nexoid United Kingdom. We selected the results of a questionnaire on COVID-19–related behaviors, attitudes, and perceptions among the US public. The questionnaire was conducted from March 29 to April 20, 2020. A total of 24,547 people who lived in the United States took part in the survey.

Results: In this study, the average self-assessed probability of contracting COVID-19 was 33.2%, and 49.9% (12,244/24,547) of the respondents thought that their chances of contracting COVID-19 were less than 30%. The self-assessed probability of contracting COVID-19 among women was 1.35 times that of males. A 5% increase in perceived infection risk was significantly associated with being 1.02 times (OR 1.02, 95% CI 1.02-1.02; P<.001) more likely to report having close contact with >10 people, and being 1.01 times (OR 1.01, 95% CI 1.01-1.01; P<.001) more likely to report that cohabitants disagreed with taking steps to reduce the risk of contracting COVID-19. However, there was no significant association between participants who lived with more than 5 cohabitants or less than 5 cohabitants (P=.85). Generally, participants who lived in states with 1001-10,000 COVID-19 cases, were aged 20-40 years, were obese, smoked, drank alcohol, never used drugs, and had no underlying medical conditions were more likely to be in close contact with >10 people. Most participants (21,017/24,547, 85.6%) agreed with washing their hands and maintaining social distancing, but only 20.2% (4958/24,547) of participants often wore masks. Additionally, male participants and participants aged <20 years typically disagreed with washing their hands, maintaining social distancing, and wearing masks.

Conclusions: This survey is the first attempt to describe the determinants of the US public’s perception of the threat of COVID-19 on a large scale. The self-assessed probability of contracting COVID-19 differed significantly based on the respondents’ genders, states of residence, ages, body mass indices, smoking habits, alcohol consumption habits, drug use habits, underlying medical conditions, environments, and behaviors. These findings can be used as references by public health policy makers and health care workers who want to identify populations that need to be educated on COVID-19 prevention and health.
Introduction

Background

COVID-19 is an acute infectious respiratory disease that is caused by the novel SARS-CoV-2 virus [1]. It was first detected on December 2019 in Wuhan, China. SARS-CoV-2 is a novel coronavirus that has not been previously identified in humans. It also has a stronger ability to spread and a longer incubation period than the severe acute respiratory syndrome coronavirus. Therefore, SARS-CoV-2 poses a greater epidemic risk [2]. In January 29, 2020, 7711 COVID-19 cases were confirmed in China, and 98 cases were confirmed in 18 other countries [3,4]. As a result, the World Health Organization (WHO) declared the COVID-19 epidemic a public health emergency of international concern on January 30, 2020, and called on all countries to collaborate and prevent the spread of the COVID-19 epidemic [5]. At the beginning of the outbreak, the Chinese government immediately initiated rigorous and intensive prevention and control measures to contain the spread of SARS-CoV-2. Such measures included implementing effective medical treatments, initiating precautionary measures, conducting comprehensive testing, and reducing social mobility and social contact by implementing travel restrictions, banning large gatherings, closing public places, and issuing a stay-at-home order [6,7]. However, due to the strong human-to-human transmissibility of the SARS-CoV-2 virus, the COVID-19 epidemic spread rapidly around the world. On March 11, 2020, the WHO declared the COVID-19 epidemic a worldwide pandemic.

The United States announced the first confirmed case of COVID-19 on January 21, 2020, and the SARS-CoV-2 virus spread to all 50 states by mid-March. As of April 28, 2020, the cumulative number of confirmed cases in the United States has exceeded 1,000,000 [8]. To control the development of the COVID-19 epidemic, the US government implemented a number of measures, including enhancing detection capacities, increasing investments in medical resources, limiting social activities, and providing economic assistance. However, the number of confirmed cases is still rapidly growing at a rate of more than 20,000 new cases per day. The continuous development of the COVID-19 epidemic has seriously affected the physical and mental health of the US public. In terms of coping with large-scale epidemics, the effects of policy implementation are usually influenced by group behaviors. People’s methods for coping with large-scale epidemics depend on each individual’s perception of the risk of contracting the disease and each individual’s ability to adjust their behavior when adapting to environmental changes, to a certain extent [9]. To ensure ultimate success in the fight against COVID-19, it is necessary for the public to adhere to the control measures that have been proposed by the government. However, compliance with control measures depends on the perceived threat level of COVID-19. Therefore, to control the pandemic and quickly reduce the impact of the epidemic on the US economy and society, we must understand the US public’s perception of the threat of COVID-19. This will provide the health sector with useful information on increasing disaster preparedness and improving countermeasures.

Risk Perception During the COVID-19 Epidemic

Risk perceptions refer to people’s intuitive evaluations of hazards that they are or might be exposed to [10]. Risk perception is influenced by multiple individual and societal factors, such as different social, cultural, and contextual factors. Risk perceptions act as triggers for precautionary action [11]. When individuals and communities deem risks as unsafe, unacceptable, or something to be feared, their responses and adherence to important public health measures for risk mitigation will be influenced [12]. For example, risk perceptions may shape the public’s willingness to accept and adhere to COVID-19 risk mitigation strategies, such as social distancing and the use of face masks [13]. As the number of COVID-19–related deaths rises around the world, understanding the public’s risk perceptions becomes increasingly more important [14].

Researchers around the world have been actively conducting COVID-19 surveys. Research on the perception of COVID-19 risk mainly focuses on the following 3 aspects: (1) the influencing factors of risk perception (eg, personality characteristics, knowledge level, and health and economy status) and their relationship with protective behaviors [15–17]; (2) the risk perceptions of COVID-19 among special populations, such as college students under quarantine, medical students, patients with COVID-19, health care professionals, and pregnant women [18–22]; and (3) the impact of risk perception on social distancing and the mental health of the public or health workers (eg, anxiety and distress) [23–27]. However, there are few studies on the American public’s risk perception of COVID-19. For instance, Wise et al [28] investigated risk perceptions and self-reported protective behaviors among 1591 individuals who lived in the United States during the first week of the outbreak. Furthermore, Niewel et al [29] discussed the risk perception of COVID-19–related fatality among adult US residents. However, there is limited scientific evidence for personality characteristics, risk perceptions, attitudes, and behavior patterns among the American public, especially with regard to the attitudes and behaviors of cohabitants. In addition, most research on the United States is based on adults; there is a lack of research on the risk perceptions of COVID-19 among American people aged <18 years. Moreover, the sample sizes of existing surveys have been limited (ie, generally hundreds or thousands of samples), which has led to certain limitations with regard to the interpretation of the results. Additionally, there have been no COVID-19 surveys that target American people of all ages and have a very large sample size (ie, tens of thousands of samples).
This paper describes a cross-sectional web-based survey that was designed to gauge the US public’s perception of the threat posed by COVID-19. This study is one of the first attempts to conduct a large-scale survey for determining the US public’s perception of the health threat of COVID-19, and the characteristics that influence the US public’s environment and behaviors toward COVID-19.

**Methods**

**Participants**

The dataset for this cross-sectional study came from the COVID-19 (Coronavirus) Survival Calculator project [30]. This project was created and managed by the data research team at Nexoid United Kingdom, which is a software company that is located in London, United Kingdom and specializes in research, analysis, and computer science. The COVID-19 (Coronavirus) Survival Calculator is a website that was posted on Reddit (ie, a discussion-based platform) under the subreddit r/Coronavirus_PH. The website was launched to measure participants’ risk rates of SARS-CoV-2 infection [30]. The website is available in 49 languages, such as English, Spanish, Portuguese, Russian, and French, and it asks participants certain questions in a survey-like manner (ie, participants can choose the following 3 answers: disagree, neutral, or agree). The dataset is protected by the Creative Commons Attribution 4.0 International (CC BY 4.0) License. The dataset is available for everyone to download, but its respondents remain anonymous for privacy and safety reasons.

On April 20, 2020, Nexoid United Kingdom released the original data of 682,793 surveys. Data were collected from March 24 to April 20, 2020. This open dataset contains the longitude and latitude data of participants’ Internet Protocol (IP) addresses. To find respondents who participated in the survey in the United States, we used the Baidu Map geocoder to parse and convert latitude data of participants’ Internet Protocol (IP) addresses. To find respondents who participated in the survey in the United States, we used the Baidu Map geocoder to parse and convert latitude and longitude data, so that we could obtain information on participants’ locations. However, to protect participants’ privacy, Nexoid United Kingdom does not publish participants’ IP addresses. As such, our IP address location data were accurate up to 5 km. Therefore, there may have been several errors in participants’ location information in this study.

The dataset initially included 566,122 respondents from the United States. However, we excluded participants who had missing values in the “chance of getting COVID-19” field and participants whose gender was labelled as “other.” Furthermore, we conducted stratified random sampling so that the distribution of participants in the age and gender subgroups matched that of the general population, as per the US Census Bureau’s methodology when they reported demographic data for the 2019 US census [31]. The respondents participated in this cross-sectional study from March 29 to April 20, 2020. This study was performed 10 weeks after the first COVID-19 case was confirmed in the United States. This survey period corresponds to the rapid spread of the COVID-19 outbreak in the United States.

**Data Availability**

The data supporting this study is openly available in the Population Health Data Archive [32].

**Measures**

The COVID-19 (Coronavirus) Survival Calculator is rich in content, such as demographic characteristics, environmental factors, behavioral factors, governmental factors, and health-related factors. In addition, the calculator includes 2 questions about people’s perceptions of the threat posed by COVID-19. These questions assessed a respondent’s chance of contracting COVID-19 and a respondent’s chance of dying from COVID-19. Before participants accessed the survey, Nexoid United Kingdom provided a data and privacy statement, which informed participants that the calculator would record the data that they enter on the page and their locations (ie, locations derived from participants’ IP addresses). In addition, participants were informed that the survey was anonymous, the collected data would be added to a freely accessible dataset, and the dataset would be shared.

For the purposes of this study, we selected specific data from the COVID-19 (Coronavirus) Survival Calculator, such as demographics, environmental factors, behavioral factors, and the people’s chances of contracting COVID-19. Demographic characteristics included gender, the place of current residence, age, body mass index (BMI), smoking status, alcohol consumption status, nonprescription/recreational drug use (ie, cannabis, amphetamines, cocaine, lysergic acid diethylamide, and 3,4-methylenedioxymethamphetamine use), and underlying medical conditions. Several questions had too many answer options in the original questionnaire, which is not conducive to the analysis of practical problems. Therefore, we regrouped the answer options for several questions.

As per the classification criteria of the Centers for Disease Control and Prevention (CDC), participants’ areas of residence were divided into the following six categories, based on the number of confirmed COVID-19 cases that were reported by participants’ state of residence: 0-1000 cases, 1001-5000 cases, 5001-10,000 cases, 10,001-20,000 cases, 20,001-40,000 cases, and ≥40,001 cases. Participants were also divided into the following four age categories: 0-20 years, 20–40 years, 40-60 years, and >60 years. Furthermore, participants were divided into the following weight categories based on the WHO BMI criteria: underweight (BMI<18.5 kg/m²), normal weight (BMI=18.5-24.9 kg/m²), preobesity (BMI=25-29.9 kg/m²), and obesity (BMI≥30 kg/m²). In addition, smoking status was divided into four categories (ie, never, quit, vape, and yes), and alcohol consumption status (ie, never, none in last 14 days, and some in last 14 days) and drug use status (ie, never, none in last 28 days, and some in last 28 days) were divided into three categories. Underlying medical conditions included asthma, carcinoma, chronic kidney disease, compromised immune system, coronary heart disease, chronic obstructive lung disease, diabetes, HIV disease, hypertension, or other chronic illness. We categorized participants’ underlying medical condition status as either “have” or “none.”
The questionnaire in this study contained seven questions (Table 1). Of these 7 questions, 3 pertained to environmental factors, 3 asked about behavioral factors, and 1 addressed people’s perceptions of the threat posed by COVID-19. The question that addressed people’s perceptions of the threat posed by COVID-19 provided participants with the following 10 answer options: 0%-10%, 10%-20%, 20%-30%, 30%-40%, 40%-50%, 50%-60%, 60%-70%, 70%-80%, 80%-90%, and 90%-100%. The questionnaire used the median of each probability range as participants’ final results (eg, 5%, 15%, and 25%).
# Table 1. Questionnaire on the environmental and behavioral factors that affect people’s perceptions of the risk of contracting COVID-19.

<table>
<thead>
<tr>
<th>Topic, question, and options</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Environment</strong></td>
<td></td>
</tr>
<tr>
<td>How many people were you in close contact with in the last week, including partners, children, work colleagues, customers, patients, etc? (number of close contacts), mean (SD)</td>
<td>6.9 (6.6)</td>
</tr>
<tr>
<td>&lt;10 people, n (%)</td>
<td>19,772 (80.5)</td>
</tr>
<tr>
<td>&gt;10 people, n (%)</td>
<td>4774 (19.5)</td>
</tr>
<tr>
<td>How many people live in your house/apartment? (number of cohabitants), mean (SD)</td>
<td>3.1 (1.6)</td>
</tr>
<tr>
<td>&lt;5 people, n (%)</td>
<td>22,741 (92.6)</td>
</tr>
<tr>
<td>&gt;5 people, n (%)</td>
<td>1806 (7.4)</td>
</tr>
<tr>
<td>Do you travel to work/school?</td>
<td></td>
</tr>
<tr>
<td>Home (I always worked/studied from home), n (%)</td>
<td>1439 (5.9)</td>
</tr>
<tr>
<td>Never (I did not go to work/school before), n (%)</td>
<td>5003 (20.4)</td>
</tr>
<tr>
<td>Stopped (I have stopped going to work/school), n (%)</td>
<td>10,469 (42.6)</td>
</tr>
<tr>
<td>Critical travel (I still go to work; critical job fields include health care, utilities, military, etc), n (%)</td>
<td>5703 (23.2)</td>
</tr>
<tr>
<td>Noncritical travel (ie, I still go to work/school), n (%)</td>
<td>1933 (7.9)</td>
</tr>
<tr>
<td><strong>Behaviors</strong></td>
<td></td>
</tr>
<tr>
<td>I am taking steps to reduce my risk (eg, social distancing, washing hands, etc)</td>
<td></td>
</tr>
<tr>
<td>Disagree, n (%)</td>
<td>397 (1.6)</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>3133 (12.8)</td>
</tr>
<tr>
<td>Agree, n (%)</td>
<td>21,017 (85.6)</td>
</tr>
<tr>
<td>The people I live with are taking steps to reduce my risk (social distancing, washing hands)</td>
<td></td>
</tr>
<tr>
<td>Disagree, n (%)</td>
<td>740 (3)</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>4956 (20.2)</td>
</tr>
<tr>
<td>Agree, n (%)</td>
<td>18,851 (76.8)</td>
</tr>
<tr>
<td>Do you wear a mask when outside of your house/flat?</td>
<td></td>
</tr>
<tr>
<td>Rarely, n (%)</td>
<td>14,053 (57.2)</td>
</tr>
<tr>
<td>Sometimes, n (%)</td>
<td>4981 (20.3)</td>
</tr>
<tr>
<td>Usually, n (%)</td>
<td>5513 (22.5)</td>
</tr>
<tr>
<td><strong>Opinion of infection (% chance), mean (SD)</strong></td>
<td>33.2 (21.8)</td>
</tr>
<tr>
<td>What do you think are your chances of getting COVID-19?</td>
<td></td>
</tr>
<tr>
<td>0%-10%, n (%)</td>
<td>4236 (17.3)</td>
</tr>
<tr>
<td>10%-20%, n (%)</td>
<td>3865 (15.7)</td>
</tr>
<tr>
<td>20%-30%, n (%)</td>
<td>4143 (16.9)</td>
</tr>
<tr>
<td>30%-40%, n (%)</td>
<td>3061 (12.5)</td>
</tr>
<tr>
<td>40%-50%, n (%)</td>
<td>3434 (14)</td>
</tr>
<tr>
<td>50%-60%, n (%)</td>
<td>3110 (12.7)</td>
</tr>
<tr>
<td>60%-70%, n (%)</td>
<td>1195 (5.9)</td>
</tr>
<tr>
<td>70%-80%, n (%)</td>
<td>868 (3.5)</td>
</tr>
<tr>
<td>80%-90%, n (%)</td>
<td>355 (1.4)</td>
</tr>
<tr>
<td>90%-100%, n (%)</td>
<td>280 (1.1)</td>
</tr>
</tbody>
</table>

## Statistical Analysis

We described the frequency of participants’ demographic characteristics and various environmental and behavioral factors. Independent samples 2-tailed t tests, one-way analysis of variance tests, or Chi-square tests were used to compare the differences between groups of categorical variables, as...
appropriate. Furthermore, we used Bonferroni-corrected $P$ values for multiple comparisons. In our logistic regression analysis, all demographic, environmental, and behavioral variables were used as independent variables, and participants’ self-assessments of their chances of contracting COVID-19 were used as the outcome variable. The logistic regression analysis was conducted to identify factors that were associated with participants’ perceptions of the threat of contracting COVID-19. We conducted binary logistic regression analyses to identify factors that were associated with environmental factors and behaviors. Factors were selected by using the backward stepwise method. Odds ratios and their 95% confidence intervals were used to quantify the associations among variables, estimated probabilities of infection, environmental factors, and behaviors. Results were considered statistically significant when $P < .05$. All analyses were conducted from May 2020 to June 2020 with SPSS version 23.0 (IBM Corp).

**Results**

After excluding 97,883 respondents who had missing values in the “chance of getting COVID-19” field, 1742 respondents whose gender was labelled as “other,” and 441,950 respondents due to stratified random sampling, the final sample consisted of 24,547 participants. These respondents lived in all 50 states in the United States. Of the 24,547 respondents in the final sample, 12,465 (50.8%) were women, 6100 (24.9%) were aged <20 years, 6677 (27.2%) were aged 20-40 years, 6191 (25.2%) were aged 40-60 years, and 5579 (22.7%) were aged >60 years. Furthermore, the average BMI of the respondents was 29.41 kg/m$^2$ (SD 7.74 kg/m$^2$; range 11.6-87.6 kg/m$^2$), and 39.2% (9617/24,547) of the respondents were obese (BMI $\geq$ 30 kg/m$^2$). Additionally, 56.7% (13,919/24,547) of the participants reported that they never smoked, 51.5% (12,632/24,547) reported that they drank alcohol in the last 14 days before taking the survey, and 47.3% (11,621/24,547) reported that they never used drugs. In terms of medical conditions, 61% (14,983/24,547) of participants did not have the underlying medical conditions that were described in this study. Additional demographic information is included in Table 2.
Table 2. Participants’ demographic characteristics and self-assessment results for their risk of contracting COVID-19, stratified by demographic variables (N=24,547).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Number of participants, n (%)</th>
<th>Opinion of infection (% chance), mean (SD)</th>
<th>t test (df) or F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12465 (50.8)</td>
<td>34.70 (21.44)</td>
<td>10.99a (24,464.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>12082 (49.2)</td>
<td>31.65 (22.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of COVID-19 cases in a participant’s state of current residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>606 (2.5)</td>
<td>33.07 (22.39)</td>
<td>5.83b (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1001-5000</td>
<td>5326 (21.7)</td>
<td>33.91 (21.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5001-10,000</td>
<td>3638 (14.8)</td>
<td>32.71 (21.46)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>6937 (23.3)</td>
<td>32.96 (21.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20,001-40,000</td>
<td>6834 (27.8)</td>
<td>32.71 (21.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥40,001</td>
<td>1206 (4.9)</td>
<td>35.80 (22.97)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>163.72b (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0-20</td>
<td>6100 (24.9)</td>
<td>31.33 (21.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-40</td>
<td>6677 (27.2)</td>
<td>36.59 (22.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-60</td>
<td>6191 (25.2)</td>
<td>35.28 (22.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>5579 (22.7)</td>
<td>28.89 (20.92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMIc</td>
<td></td>
<td></td>
<td>18.68b (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5 kg/m²)</td>
<td>568 (2.3)</td>
<td>31.55 (21.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight (BMI=18.5-24.9 kg/m²)</td>
<td>7136 (29.1)</td>
<td>32.15 (21.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preobesity (BMI=25-29.9 kg/m²)</td>
<td>7226 (29.4)</td>
<td>32.70 (21.64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity (BMI≥30 kg/m²)</td>
<td>9617 (39.2)</td>
<td>34.46 (21.98)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td>10.52b (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never</td>
<td>13919 (56.7)</td>
<td>32.61 (21.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quit</td>
<td>5374 (21.9)</td>
<td>33.42 (21.92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vape</td>
<td>2189 (8.9)</td>
<td>34.21 (21.46)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3065 (12.5)</td>
<td>34.78 (22.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption status</td>
<td></td>
<td></td>
<td>48.22b (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never</td>
<td>6165 (25.1)</td>
<td>30.95 (21.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None in last 14 days</td>
<td>5750 (23.4)</td>
<td>33.27 (21.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some in last 14 days</td>
<td>12632 (51.5)</td>
<td>34.27 (21.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonprescription/recreational drug used</td>
<td></td>
<td></td>
<td>52.52b (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never</td>
<td>11621 (47.3)</td>
<td>31.86 (21.74)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None in last 28 days</td>
<td>6491 (26.4)</td>
<td>34.15 (21.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some in last 28 days</td>
<td>5065 (20.6)</td>
<td>35.33 (21.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underlying medical conditions</td>
<td></td>
<td></td>
<td>−10.93a (24,545)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>14983 (61)</td>
<td>31.99 (21.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have</td>
<td>9564 (39.0)</td>
<td>35.10 (21.92)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a A 2-tailed t test value.

b An F test value.

c BMI: body mass index; participants had a mean BMI of 29.41 kg/m² (SD 7.74 kg/m²).
In terms of environmental factors, the average number of people that the respondents had close contact with in the week before taking the survey was 6.9 people (SD 6.6 people) (Table 1). In addition, 19.5% (4774/24,547) of participants reported that they had close contact with more than 10 people. In our sample, an average of 3.1 people (SD 1.6 people) lived together in 1 house/apartment, and 92.6% (22,741/24,547) of the respondents reported that less than five people lived in their houses/apartments. Furthermore, 42.6% (10,469/24,547) of the participants stopped working and going to school, while 7.9% (1933/24,547) were still in school or engaged in noncritical work.

In terms of behaviors, most participants (21,017/24,547, 85.6%) were willing to take measures to reduce the risk of infection, but 1.6% (397/24,547) of participants reported that they were not willing to take risk reduction measures. Additionally, 76.8% (18,851/24,547) of the respondents stated that their cohabitants were also taking steps to reduce the risk of infection. However, 57.2% (14,053/24,547) of the respondents reported that they rarely or never wore a mask, and only 22.5% (5513/24,547) stated that they often wore masks.

The average self-assessed probability of COVID-19 infection was 33.2% (SD 21.8%; range 5%-95%); 33% (8101/24,547) of the respondents thought that their chances of contracting COVID-19 were <20%, but 2.5% (635/24,547) thought they had a >80% chance of contracting COVID-19 (Table 1). Moreover, participants’ perceptions of the threat posed by COVID-19 significantly differed across genders (P<.001), places of residence (P<.001), ages (P<.001), BMI categories (P<.001), smoking statuses (P<.001), alcohol consumption statuses (P<.001), nonprescription/recreational drug use statuses (P<.001), and underlying medical condition statuses (P<.001) (Table 2).

The logistic regression analysis results suggested that there were several important relationships between variables (Table 3). Women thought that their chances of contracting COVID-19 was 1.35 times (OR 1.35, 95% CI 1.28-1.41) that of males. The self-assessed probabilities of contracting COVID-19 for participants who lived in states with >40,000 cases were 22% (OR 0.78, 95% CI 0.70-0.87; OR 0.78, 95% CI 0.70-0.87, respectively) lower than those of participants who lived in states with >40,000 cases. The self-assessed probabilities of contracting COVID-19 for participants aged 0-20 years, 20-40 years, and 40-60 years were 1.32 times (OR 1.32, 95% CI 1.22-1.43), 1.68 times (OR 1.68, 95% CI 1.56-1.81) and 1.55 times (OR 1.55, 95% CI 1.44-1.66) higher than those of participants aged >60 years, respectively. The self-assessed infection probabilities of participants with a normal BMI were 6% (OR 0.94, 95% CI 0.88-0.99) lower than those of participants who were obese. The self-assessed probabilities of contracting COVID-19 for participants who did not smoke or quit smoking were 8% (OR 1.08, 95% CI 1.00-1.16; OR 1.08, 95% CI 1.00-1.18) higher than those of participants who smoked cigarettes. The self-assessed probabilities of participants who did not drink and did not take drugs were 13% (OR 0.87, 95% CI 0.82-0.92) and 23% (OR 0.77, 95% CI 0.72-0.82) lower than those of participants who did drink and take drugs, respectively. Moreover, participants without underlying medical conditions were 32% (OR 0.68, 95% CI 0.65, 0.72) less likely to contract COVID-19 than participants with these conditions, as per their self-assessment results. Furthermore, compared to participants who had close contact with more than 10 people, participants who were in close contact with less than 10 people had a 43% (OR 0.57, 95% CI 0.53, 0.61) lower self-assessed probability of contracting COVID-19. Participants who engaged in critical work assessed that their probability of contracting COVID-19 was 1.50 times (OR 1.50, 95% CI 1.37-1.65) higher than those of participants who engaged in noncritical work. In addition, participants who were neutral about taking steps to reduce their infection risk thought that they were 21% (OR 0.79, 95% CI 0.73, 0.85) less likely to contract COVID-19 compared to those who agreed with taking steps to reduce their infection risk.

The self-assessed probability of contracting COVID-19 for participants who lived with people that did not take steps to reduce their infection risk were 1.56 times (OR 1.56, 95% CI 1.37-1.65) higher than those of participants who engaged in noncritical work. In addition, participants who were neutral about taking steps to reduce their infection risk thought that they were 21% (OR 0.79, 95% CI 0.73, 0.85) less likely to contract COVID-19 compared to those who agreed with taking steps to reduce their infection risk.

The self-assessed probability of contracting COVID-19 for participants who lived with people that did not take steps to reduce their infection risk were 1.56 times (OR 1.56, 95% CI 1.37-1.65) higher than those of participants who engaged in noncritical work. In addition, participants who were neutral about taking steps to reduce their infection risk thought that they were 21% (OR 0.79, 95% CI 0.73, 0.85) less likely to contract COVID-19 compared to those who agreed with taking steps to reduce their infection risk.
Table 3. Results of the logistic regression analysis of factors that were associated with participants’ self-assessed probability of contracting COVID-19.

<table>
<thead>
<tr>
<th>Categories</th>
<th>B (SE)</th>
<th>OR (95% CI)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>.30 (.02)</td>
<td>1.35 (1.28-1.41)a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/Ac</td>
</tr>
<tr>
<td><strong>Number of COVID-19 cases in a participant’s state of current residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>−.23 (.09)</td>
<td>0.79 (0.67-0.95)</td>
<td>.01</td>
</tr>
<tr>
<td>1001-5000</td>
<td>−.16 (.06)</td>
<td>0.85 (0.76-0.95)</td>
<td>.005</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>−.24 (.06)</td>
<td>0.78 (0.70-0.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>−.25 (.06)</td>
<td>0.78 (0.70-0.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20,001-40,000</td>
<td>−.25 (.06)</td>
<td>0.78 (0.70-0.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥40,001</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>.28 (.04)</td>
<td>1.32 (1.22-1.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20-40</td>
<td>.52 (.04)</td>
<td>1.68 (1.56-1.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-60</td>
<td>.44 (.04)</td>
<td>1.55 (1.44-1.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>BMI</strong>d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5 kg/m²)</td>
<td>−.03 (.08)</td>
<td>0.97 (0.83-1.13)</td>
<td>.67</td>
</tr>
<tr>
<td>Normal weight (BMI=18.5-24.9 kg/m²)</td>
<td>−.07 (.03)</td>
<td>0.94 (0.88-0.99)</td>
<td>.02</td>
</tr>
<tr>
<td>Preobesity (BMI=25-29.9 kg/m²)</td>
<td>−.04 (.03)</td>
<td>0.96 (0.91-1.01)</td>
<td>.13</td>
</tr>
<tr>
<td>Obesity (BMI≥30 kg/m²)</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>never</td>
<td>.07 (.04)</td>
<td>1.08 (1.00-1.16)</td>
<td>.053</td>
</tr>
<tr>
<td>Quit</td>
<td>.08 (.04)</td>
<td>1.08 (1.00-1.18)</td>
<td>.05</td>
</tr>
<tr>
<td>Vape</td>
<td>.08 (.05)</td>
<td>1.09 (0.98-1.20)</td>
<td>.11</td>
</tr>
<tr>
<td>Yes</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Alcohol consumption status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>−.14 (.03)</td>
<td>0.87 (0.82-0.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None in last 14 days</td>
<td>−.12 (.03)</td>
<td>0.89 (0.84-0.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some in last 14 days</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Nonprescription/recreational drugs use status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>−.26 (.03)</td>
<td>0.77 (0.72-0.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None in last 28 days</td>
<td>−.11 (.03)</td>
<td>0.90 (0.84-0.96)</td>
<td>.002</td>
</tr>
<tr>
<td>Some in last 28 days</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Underlying medical conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>−.38 (.03)</td>
<td>0.68 (0.65-0.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Have</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of close contacts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Categories</td>
<td>B (SE)</td>
<td>OR (95% CI)</td>
<td>P valuea</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>--------</td>
<td>-------------</td>
<td>----------</td>
</tr>
<tr>
<td>&lt;10 people</td>
<td>−.57 (.04)</td>
<td>0.57 (0.53-0.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;10 people</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of cohabitants</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5 people</td>
<td>.06 (.04)</td>
<td>1.06 (0.97-1.16)</td>
<td>.17</td>
</tr>
<tr>
<td>&gt; 5 people</td>
<td>0a</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Going to work/school</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>−.12 (.06)</td>
<td>0.89 (0.78-1.01)</td>
<td>.06</td>
</tr>
<tr>
<td>Never</td>
<td>.30 (.05)</td>
<td>0.74 (0.67-0.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stopped</td>
<td>−.04 (.05)</td>
<td>0.96 (0.87-1.05)</td>
<td>.33</td>
</tr>
<tr>
<td>Critical travel</td>
<td>.41 (.05)</td>
<td>1.50 (1.37-1.65)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Noncritical travel</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Behaviors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taking steps to reduce infection risk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>−.52 (.10)</td>
<td>0.60 (0.49-0.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutral</td>
<td>−.24 (.04)</td>
<td>0.79 (0.73-0.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agree</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cohabitants are taking steps to reduce infection risk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>.45 (.07)</td>
<td>1.56 (1.36-1.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutral</td>
<td>.15 (.03)</td>
<td>1.17 (1.09-1.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agree</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Wearing a mask</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>−.27 (.03)</td>
<td>0.76 (0.72-0.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sometimes</td>
<td>.01 (.04)</td>
<td>1.01 (0.94-1.09)</td>
<td>.72</td>
</tr>
<tr>
<td>Usually</td>
<td>0b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aBonferroni P values are used to correct for multiple comparisons. Statistical significance was set to a level of P<.05.
bThese parameters were set to 0 because they were redundant.
cN/A: not applicable.
dBMI: body mass index.

The binary logistic regression analysis results revealed several predictors among the environmental factors (Table 4). When participants’ self-assessed risks of contracting COVID-19 increased by 5%, they were 1.02 times (OR 1.02, 95% CI 1.02-1.02) more likely to report that they had close contact with more than 10 people, while their odds of reporting a cessation of work/school decreased by 1% (OR 0.99, 95% CI 0.99-0.99). The odds of having close contact with more than 10 people increased by 82% (OR 1.82, 95% CI 1.52-2.18), 89% (OR 1.89, 95% CI 1.57-2.28), 58% (OR 1.58, 95% CI 1.32-1.89), and 45% (OR 1.45, 95% CI 1.21-1.73) for participants who lived in states with 1000-5000, 5001-10,000, 10,001-20,000, and 20,001-40,000 COVID-19 cases, respectively, compared to those who lived in states with >40,001 COVID-19 cases. Compared to participants aged 20-40 years, participants aged 40-60 years were 30% less likely (OR 0.70, 95% CI 0.64-0.76) to have close contact with more than 10 people in the week before taking the survey, and 14% less likely (OR 0.86, 95% CI 0.75-0.99) to live with more than five people. Participants aged <20 years were 1.68 times (OR 1.68, 95% CI 1.56-1.81) more likely to report that they ceased to go to work/school compared to those aged 20-40 years. Participants who were obese were 1.28 times (OR 1.28, 95% CI 1.18-1.39) more likely to have close contact with more than 10 people compared to participants with a normal BMI. Participants who smoked electronic cigarettes and cigarettes were also 1.41 times (OR 1.41, 95% CI 1.26-1.58) and 1.68 times (OR 1.68, 95% CI 1.52-1.86) more likely to have close contact with more than 10 people compared to nonsmokers, respectively. Participants who lived in states with 1000-5000, 5001-10,000, 10,001-20,000, and 20,001-40,000 COVID-19 cases, respectively, compared to those who lived in states with >40,001 COVID-19 cases.
drank alcohol within 14 days before taking the survey were 1.30 times more likely (OR 1.30, 95% CI 1.19-1.42) to have close contact with more than 10 people compared to participants who never drank alcohol. However, participants who were obese were 24% less likely (OR 0.76, 95% CI 0.71-0.81) to stop going to work/school compared to participants with a normal BMI, and participants who smoked cigarettes were 42% less likely (OR 0.58, 95% CI 0.53-0.63) to report that they stopped going to work/school compared to nonsmokers. Compared to participants who never used drugs, participants who used drugs in the last 28 days before taking the survey were 21% less likely (OR 0.79, 95% CI 0.72-0.87) to have close contact with more than 10 people. Participants who never used drugs were also 18% more likely (OR 1.18, 95% CI 1.09-1.27) to cease going to school/work compared to participants who did use drugs. Participants who had underlying medical conditions were 16% less likely (OR 0.84, 95% CI 0.79-0.91) to have close contact with more than 10 people and 9% more likely (OR 1.09, 95% CI 1.03-1.15) to stop going to school/work compared to participants who did not have underlying medical conditions.
Table 4. Results of the binary logistic regression analysis of factors that were significantly associated with environmental factors.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Close contact with &gt;10 people OR (95% CI)</th>
<th>P value</th>
<th>Living with &gt;5 cohabitants OR (95% CI)</th>
<th>P value</th>
<th>Stopped going to work/school OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opinion of infection</td>
<td>1.02 (1.02-1.02)^a</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.00)</td>
<td>.85</td>
<td>0.99 (0.99-0.99)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.96 (0.90-1.02)</td>
<td>.21</td>
<td>1.10 (1.00-1.22)</td>
<td>.053</td>
<td>1.11 (1.05-1.17)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>1.0 (referent)</td>
<td>N/A^b</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of COVID-19 cases in a participant's state of current residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>1.25 (0.94-1.66)</td>
<td>.12</td>
<td>1.13 (0.77-1.66)</td>
<td>.53</td>
<td>0.80 (0.66-0.98)^c</td>
<td>.03</td>
</tr>
<tr>
<td>1001-5000</td>
<td>1.82 (1.52-2.18)^a</td>
<td>&lt;.001</td>
<td>1.08 (0.84-1.40)</td>
<td>.54</td>
<td>0.66 (0.58-0.75)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>1.89 (1.57-2.28)^a</td>
<td>&lt;.001</td>
<td>1.09 (0.84-1.42)</td>
<td>.54</td>
<td>0.68 (0.59-0.78)^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>1.58 (1.32-1.89)^a</td>
<td>&lt;.001</td>
<td>1.12 (0.88-1.44)</td>
<td>.36</td>
<td>0.78 (0.68-0.88)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20,001-40,000</td>
<td>1.45 (1.21-1.73)^a</td>
<td>&lt;.001</td>
<td>1.07 (0.83-1.37)</td>
<td>.61</td>
<td>0.84 (0.74-0.95)^d</td>
<td>.005</td>
</tr>
<tr>
<td>≥40,001</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>1.05 (0.96-1.15)</td>
<td>.34</td>
<td>2.05 (1.80-2.33)^d</td>
<td>&lt;.001</td>
<td>1.68 (1.56-1.81)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20-40</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td>40-60</td>
<td>0.70 (0.64-0.76)^a</td>
<td>&lt;.001</td>
<td>0.86 (0.75-0.99)^d</td>
<td>.04</td>
<td>1.03 (0.96-1.10)</td>
<td>.48</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0.32 (0.28-0.36)^a</td>
<td>&lt;.001</td>
<td>0.25 (0.20-0.31)^a</td>
<td>&lt;.001</td>
<td>0.50 (0.46-0.55)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI^e</td>
<td>Underweight (BMI&lt;18.5 kg/m^2)</td>
<td>.09</td>
<td>0.87 (0.65-1.16)</td>
<td>.35</td>
<td>1.13 (0.94-1.35)</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>Normal weight (BMI=18.5-24.9 kg/m^2)</td>
<td>1.0</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Preobesity (BMI=25-29.9 kg/m^2)</td>
<td>1.16</td>
<td>1.01 (0.88-1.15)</td>
<td>.91</td>
<td>0.88 (0.82-0.94)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Obesity (BMI≥30 kg/m^2)</td>
<td>1.28</td>
<td>1.06 (0.94, 1.20)</td>
<td>.32</td>
<td>0.76 (0.71-0.81)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoking status</td>
<td>Never</td>
<td>1.0</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Quit</td>
<td>1.06</td>
<td>1.02 (0.88-1.18)</td>
<td>.80</td>
<td>0.83 (0.62-0.89)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Vape</td>
<td>1.41</td>
<td>1.13 (0.96-1.33)</td>
<td>.15</td>
<td>0.68 (0.73-0.75)^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>1.68</td>
<td>1.37 (1.17-1.60)^a</td>
<td>&lt;.001</td>
<td>0.58 (0.53-0.63)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol consumption status</td>
<td>Never</td>
<td>1.0</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>None in last 14 days</td>
<td>1.38</td>
<td>0.94 (0.82-1.08)</td>
<td>.39</td>
<td>0.95 (0.88-1.03)</td>
<td>.24</td>
</tr>
<tr>
<td></td>
<td>Some in last 14 days</td>
<td>1.30</td>
<td>0.72 (0.64-0.82)^a</td>
<td>&lt;.001</td>
<td>1.17 (1.10-1.26)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonprescription/recreational drug use status</td>
<td>Never</td>
<td>1.0</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>None in last 28 days</td>
<td>0.87</td>
<td>0.91 (0.80-1.03)</td>
<td>.14</td>
<td>1.16 (1.09-1.24)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Some in last 28 days</td>
<td>0.79</td>
<td>0.90 (0.78-1.04)</td>
<td>.15</td>
<td>1.18 (1.09-1.27)^a</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Underlying medical conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The binary logistic regression analysis results revealed several predictors among behaviors (Table 5). When participants’ self-assessed risks of contracting COVID-19 increased by 5%, they were 1.01 times (OR 1.01, 95% CI 1.01-1.01) more likely to report that their cohabitants disagreed with taking steps to reduce the risk of contracting COVID-19, and their odds of reporting that they rarely wore masks decreased by 1% (OR 0.99, 95% CI 0.99-0.99). The odds of women disagreeing with taking measures to reduce their infection risk and rarely wearing masks were 40% (OR 0.60, 95% CI 0.49-2.74) and 25% (OR 0.75, 95% CI 0.71-0.79) lower than those of males, respectively. Compared to those who lived in states with >40,001 confirmed COVID-19 cases, participants from states with 1001-5000 cases and 5001-10,000 cases were 1.98 times (OR 1.98, 95% CI 1.73-2.25) and 1.80 times (OR=1.80, 95% CI: 1.57-2.06) more likely to report that they rarely wore masks, respectively. Compared to participants aged 20-40 years, participants aged <20 years were 2.96 times (OR 2.96, 95% CI 2.27-3.88), 2.04 times (OR 2.04, 95% CI 1.68-2.47) and 1.48 times (OR 1.48, 95% CI 1.36-1.60) more likely to report that they did not take protective measures, their cohabitants did not take protective measures, and they rarely wore masks, respectively. Participants who were obese were 1.14 times (OR 1.14, 95% CI 1.06-1.21) more likely to report that they rarely wore masks compared to participants with a normal BMI. Compared to nonsmokers, participants who smoked cigarettes were 2.22 times (OR 2.22, 95% CI 1.65-2.99), 1.57 times (OR 1.57, 95% CI 1.25-1.96) and 1.11 times (OR 1.11, 95% CI 1.02-1.21) more likely to report that they did not take protective measures, their cohabitants did not take protective measures, and they rarely wore masks, respectively. Participants who drank alcohol were 1.18 times (OR 1.18, 95% CI 1.10-1.27) more likely to report that they rarely wore masks compared to participants who never drank alcohol. Participants who used drugs within 28 days before answering the survey were 1.47 times (OR 1.47, 95% CI 1.20-1.81) more likely to report that their cohabitants did not agree with taking measures to reduce infection risk compared to participants who never used drugs. Additionally, participants who had underlying medical conditions were 1.31 times (OR 1.31, 95% CI 1.12-1.53) more likely to report that their cohabitants did not agree with measures to reduce infection risk compared to participants without these conditions.

### Table 5

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Close contact with &gt;10 people OR (95% CI)</th>
<th>P value</th>
<th>Living with &gt;5 cohabitants OR (95% CI)</th>
<th>P value</th>
<th>Stopped going to work/school OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have</td>
<td>0.84 (0.79-0.91)</td>
<td>&lt;.001</td>
<td>1.05 (0.95-1.17)</td>
<td>.37</td>
<td>1.09 (1.03-1.15)</td>
<td>.003</td>
</tr>
<tr>
<td>None</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
<td>1.0 (referent)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*a* Significant at a level of $P<.001$.

*b* N/A: not applicable.

*c* Significant at a level of $P<.05$.

*d* Significant at a level of $P<.01$.

*e* BMI: body mass index.
Table 5. Results of the binary logistic regression analysis of significant behavioral factors.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Disagree with taking steps to reduce the risk of contracting COVID-19</th>
<th>Cohabitants disagree with taking steps to reduce the risk of contracting COVID-19</th>
<th>Rarely wears a mask</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td><strong>Opinion of infection</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00 (0.99-1.00)</td>
<td>.22</td>
<td>1.01 (1.01-1.01)</td>
</tr>
<tr>
<td>Male</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td><strong>Number of COVID-19 cases in a participant’s state of current residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>1.76 (0.83-3.75)</td>
<td>.14</td>
<td>1.20 (0.71-2.05)</td>
</tr>
<tr>
<td>1001-5000</td>
<td>1.32 (0.76-2.29)</td>
<td>.33</td>
<td>0.95 (0.66-1.36)</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>1.34 (0.76-2.37)</td>
<td>.32</td>
<td>0.82 (0.56-1.20)</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>1.15 (0.66-1.99)</td>
<td>.62</td>
<td>0.99 (0.69-1.41)</td>
</tr>
<tr>
<td>20,001-40,000</td>
<td>1.19 (0.69-2.06)</td>
<td>.53</td>
<td>0.87 (0.61-1.24)</td>
</tr>
<tr>
<td>≥40,001</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>2.96 (2.27-3.88)</td>
<td>&lt;.001</td>
<td>2.04 (1.68-2.47)</td>
</tr>
<tr>
<td>20-40</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td>40 to 60 years</td>
<td>0.52 (0.35-0.76)</td>
<td>.001</td>
<td>0.46 (0.35-0.59)</td>
</tr>
<tr>
<td>More than 60 years</td>
<td>0.69 (0.47-1.01)</td>
<td>.06</td>
<td>0.56 (0.43-0.72)</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5 kg/m²)</td>
<td>1.10 (0.68-1.76)</td>
<td>.70</td>
<td>1.17 (0.81-1.67)</td>
</tr>
<tr>
<td>Normal weight (BMI=18.5-24.9 kg/m²)</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td>Preobesity (BMI=25-29.9 kg/m²)</td>
<td>0.71 (0.54-0.93)</td>
<td>.014</td>
<td>0.73 (0.59-0.89)</td>
</tr>
<tr>
<td>Obesity (BMI≥30 kg/m²)</td>
<td>1.03 (0.81-1.31)</td>
<td>.81</td>
<td>0.88 (0.73-1.04)</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td>Quit</td>
<td>1.31 (0.96-1.78)</td>
<td>.09</td>
<td>1.18 (0.95-1.46)</td>
</tr>
<tr>
<td>Vape</td>
<td>1.69 (1.25-2.30)</td>
<td>.001</td>
<td>0.94 (0.73-1.22)</td>
</tr>
<tr>
<td>Yes</td>
<td>2.22 (1.65-2.99)</td>
<td>&lt;.001</td>
<td>1.57 (1.25-1.96)</td>
</tr>
<tr>
<td><strong>Alcohol consumption status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td>None in last 14days</td>
<td>1.12 (0.83-1.52)</td>
<td>.47</td>
<td>0.98 (0.80-1.21)</td>
</tr>
<tr>
<td>Some in last 14 days</td>
<td>1.31 (0.99-1.73)</td>
<td>.056</td>
<td>0.82 (0.67-1.00)</td>
</tr>
<tr>
<td><strong>Nonprescription/recreational drug use status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1.0 (Referent)</td>
<td>N/A</td>
<td>1.0 (Referent)</td>
</tr>
<tr>
<td>None in last 28 days</td>
<td>1.03 (0.78-1.36)</td>
<td>.87</td>
<td>1.15 (0.94, 1.41)</td>
</tr>
<tr>
<td>Some in last 28 days</td>
<td>1.30 (0.99-1.71)</td>
<td>.06</td>
<td>1.47 (1.20-1.81)</td>
</tr>
<tr>
<td><strong>Underlying medical conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


**Principal Results**

This study analyzed the US public’s perception of the threat posed by COVID-19 during the rapid spread of the COVID-19 pandemic. Individuals’ risk perceptions affect their protective behaviors during the early stages of a pandemic [28,33]. By extending this idea to the COVID-19 epidemic, we hypothesized that when people believe that they have an increased chance of contracting COVID-19, they will be more willing to follow public health recommendations. This study showed that a high self-assessed probability of contracting COVID-19 was related to the following factors: having close contact with more than 10 people, working at a critical job, having cohabitants that disagreed with taking steps to reduce infection risk, and sometimes wearing masks outside the house. In addition, this study also analyzed environmental factors, behaviors, and their associations with people’s self-assessed probabilities of contracting COVID-19. We also identified several demographic factors that were associated with environmental factors, behaviors, and people’s self-assessed probabilities of contracting COVID-19. These findings can be used as references by public health policy makers and health care workers who want to identify populations that need to be educated on COVID-19 prevention and health education.

The sample’s average self-assessed probability of contracting COVID-19 was 33.2%, and 49.9% (12,399/24,547) of the participants believed that their chances of contracting COVID-19 were lower than 30%. This indicated that most respondents were optimistic about the COVID-19 pandemic. Moreover, participants’ self-assessed probabilities of contracting COVID-19 differed significantly across respondents’ genders, participants’ states of residence, ages, BMIs, smoking statuses, alcohol consumption statuses, drug use statuses, underlying disease statuses, environments, and COVID-19–related behaviors. Participants who were obese, were aged 20-40 years, consumed alcohol in the last 14 days before taking the survey, took drugs in the last 28 days before taking the survey, and had underlying medical conditions thought that they had a higher chance of contracting COVID-19. These findings are in line with those of other literature about controversial scientific topics [34-36].

In this study, women felt that they had a higher chance of contracting COVID-19 than men. Women’s risk perceptions of COVID-19 also affect their protective behaviors. Women pay more attention to self-protection methods, such as agreeing with taking measures to reduce the risk of contracting COVID-19 and wearing masks, compared to men. However, Chen et al [37] found that more men contracted COVID-19 than women. Studies have also shown that the mortality rate of men is higher than that of women [38]. Nonetheless, in this study, male participants were more reluctant to take measures for reducing their infection risk and less willing to wear masks compared to female participants. These environmental factors and behaviors greatly increase the chance of contracting COVID-19.

We also found that young people (ie, aged <20 years) were more reluctant to wear masks and take measures for reducing the risk of contracting COVID-19 compared to older people. Although the vast majority of COVID-19–related deaths occur in older patients and those with underlying health conditions, this does not mean that young people cannot be infected with SARS-CoV-2. Studies have shown that anyone can become severely ill from contracting COVID-19. The SARS-CoV-2 virus has been infecting young people, and this has resulted in young people spreading COVID-19 [39].

In this study, cigarette smokers reported that their chances of contracting COVID-19 were lower than those of nonsmokers. Although there are no peer-reviewed studies that have evaluated the association between the risk of SARS-CoV-2 infection and smoking, available research suggests that smokers are at a high risk of developing severe COVID-19 outcomes and dying [40,41]. Therefore, it may be necessary to strengthen COVID-19–related prevention and health education for men, young people, and smokers, to increase their understanding of COVID-19.

In general, participants who lived in states where the epidemic was more severe thought that they had a high chance of contracting COVID-19. Therefore, they also paid more attention to maintaining social distance and taking protective measures. These participants were more likely to stop going to school/work, and were the least willing to take protective measures and wear masks. In addition, these participants thought
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they were less likely to contract COVID-19 than those who lived in states with more than 40,001 cases. Environmental factors and people’s behaviors toward COVID-19 are likely to result in an increased number of confirmed cases in states with 1001-5000 COVID-19 cases. According to the data provided by USA Facts [8], in April 20, 2020, the states with 1001-5000 reported cases were Arkansas, Delaware, Idaho, Iowa, Kansas, Kentucky, Minnesota, Mississippi, Nebraska, Nevada, New Hampshire, New Mexico, Oklahoma, Oregon, South Carolina, South Dakota, Utah, and Wisconsin. A week later, the number of confirmed cases in Arkansas, Delaware, Iowa, Kansas, and Nebraska increased by more than 50%, and the number of cases in Nebraska increased by 122.74%. In addition, the number of COVID-19 cases in Iowa, Mississippi, South Carolina, and Wisconsin exceeded 5000. Therefore, to avoid a resurgence of COVID-19, people who live in low-risk areas cannot ignore daily preventive measures.

Limiting face-to-face contact with others is the best way to reduce the spread of COVID-19. During the COVID-19 outbreak (ie, March 29 to April 20, 2020) 42.6% (10,469/24,547) of participants stopped going to work/school. This was related to the closure of many schools and businesses in the United States on March 2, 2020 [8]. However, 19.5% (4774/24,547) of the participants reported that they had close contact with more than 10 people in the week before taking the survey. This went against the White House’s recommendation on March 16, 2020 (ie, this survey was conducted between March 29 and April 20, 2020) [42]. Those who lived in states with 5001-10,000 cases, were aged 20-40 years, were obese, and smoked had a greater chance of reporting that they had close contact with more than 10 people. In the 2 weeks after the lockdown in Hubei Province, China, only 3.6% of people reported that they went to crowded places [43]. It is possible that China’s stringent isolation measures and the Chinese government’s strong enforcement of these measures motivated Chinese citizens to comply with government orders. Unlike in China, there is still some debate between the federal US government and the state governments about the need to implement stay-at-home orders and similar measures. Stay-at-home orders are predominantly issued by state governments rather than the federal government. On March 19, 2020, California was the first state to issue a stay-at-home order. As of March 29, 2020, 26 states, such as Illinois, New Jersey, New York, and Washington, have issued similar orders [44]. More than half of Americans are required to stay at home to maintain social distance and reduce close contact with each other. Moreover, between March 29 and April 20, 2020, an additional 17 states and Washington, D.C. issued stay-at-home orders. This may have led the population to change their behaviors toward crowds.

Health care workers are among the most vulnerable groups because of their proximity to patients with COVID-19. In our sample, participants who had critical jobs (eg, health care jobs, utilities jobs, military jobs, etc) also thought they had a high probability of contracting COVID-19 (mean 40.81%, SD 23.05%; Multimedia Appendix 1). In spite of this, only 20.2% (1151/5703) of participants with critical jobs reported that they wore masks regularly, and 57.3% (3267/5703) reported that they rarely wore masks. The lack of protective equipment has further increased the risk of infection in people with critical jobs. According to a report from The Hill [45], on March 19, 2020, health care workers were forced to reuse single-use masks and protective equipment due to shortages caused by the COVID-19 epidemic. The US Department of Health and Human Services have reported that there was a serious shortage of new COVID-19 tests for medical staff and a shortage of protective equipment on a large scale. During the COVID-19 pandemic, the strong risk of infection and the shortage of protective equipment have caused great stress, anxiety, fear and other strong emotions in people with critical jobs. Studies have shown that hospital medical staff who are in charge of patients with COVID-19 have a higher incidence of mental symptoms, such as somatization, obsessive-compulsive behavior, anxiety, hostility, and paranoia, than the general public. Furthermore, hospital medical staff have been experiencing obvious psychological, behavioral, and emotional problems [46,47]. Therefore, in addition to increasing the supply of protective equipment, psychological interventions and counseling should be provided to people with critical jobs, to address their psychological needs.

In this study, participants had different attitudes toward social distancing, washing hands, and wearing a mask. We found that 85.6% (21,017/24,547) of participants agreed with taking steps to reduce the risk of contracting COVID-19 (eg, social distancing and washing hands), while only 22.5% (5513/24,547) usually wore masks. In China, only 2% of people have reported that they do not wear masks outside of home [43]. This is not only related to the personality of US citizens, but also to the decisions of the US government. In China, people have been encouraged—and even mandated—to wear masks outside of home. The CDC has encouraged people to wash their hands frequently and avoid close contact with people. However, the CDC has also recommended that healthy people should not use masks, to ensure that masks are available for frontline health care workers [48]. In Western countries, people do not need to wear a mask unless they are sick. The use of masks is still an evolving process. Many studies and practices have shown that wearing masks is important for slowing the spread of SARS-CoV-2 [49-51]. On April 3, 2020, the CDC revised its guidelines for wearing masks, and recommended that people should wear cloth face coverings in public settings where other social distancing measures are difficult to maintain. Since then, the proportion of US residents who wear masks has rapidly increased.

Limitations

This study has several limitations. First, the scope of our investigation was limited. The recruitment of participants was based on their willingness to participate and access to social networking sites. As such, our participants are not representative of the entire American public. Furthermore, participants were not compensated for participating in this survey. This may reflect participants’ prior concerns about contracting COVID-19. Therefore, the respondents may have a higher self-assessment risk of contracting COVID-19 compared to that of the general population. However, we conducted stratified random sampling to achieve a distribution of participants that matched the general population in terms of age and sex, thereby reducing selection
bias to a certain extent. Second, people’s perceptions of the threat posed by COVID-19 are influenced by many factors, and these factors are constantly changing. The questionnaire in this study asked participants to answer very specific questions that could not comprehensively cover the complex situations surrounding participants’ awareness of their chances of getting COVID-19. For example, the content of the Nexoid United Kingdom questionnaire was updated on April 25, 2020; Nexoid United Kingdom added factors such as private health insurance, income, and race. However, these factors are not included in this study.

Conclusions

In summary, this survey is the first large-scale attempt to describe the determinants of the US public’s perception of the threat posed by COVID-19. We also describe COVID-19–related environmental factors and behaviors in the United States, and their relationship with the public’s perceptions. Our findings suggest that the US public is generally optimistic; they believe that they have a relatively low chance of contracting COVID-19 during the rapid spread of the COVID-19 outbreak. People, especially women, who live in high-risk areas, are obese, smoke, drink, take drugs, and have chronic or immune-related diseases think that they have a high risk of contracting COVID-19. These people are also more anxious. The struggle to control the spread of COVID-19 will be long and drawn out. Considering the likely future resurgence of COVID-19, it is important to consider implementing specific policies and programs for those who are severely affected by the pandemic, to control the epidemic as soon as possible. Due to the limited questionnaire content, it is necessary to conduct more research on other factors (eg, income and race) that affect the US public's assessment of their chances of contracting COVID-19.
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Abstract

Background: The COVID-19 outbreak has affected the lives of millions of people by causing a dramatic impact on many health care systems and the global economy. This devastating pandemic has brought together communities across the globe to work on this issue in an unprecedented manner.

Objective: This case study describes the steps and methods employed in the conduction of a remote online health hackathon centered on challenges posed by the COVID-19 pandemic. It aims to deliver a clear implementation road map for other organizations to follow.

Methods: This 4-day hackathon was conducted in April 2020, based on six COVID-19–related challenges defined by frontline clinicians and researchers from various disciplines. An online survey was structured to assess: (1) individual experience satisfaction, (2) level of interprofessional skills exchange, (3) maturity of the projects realized, and (4) overall quality of the event. At the end of the event, participants were invited to take part in an online survey with 17 (+5 optional) items, including multiple-choice and open-ended questions that assessed their experience regarding the remote nature of the event and their individual project, interprofessional skills exchange, and their confidence in working on a digital health project before and after the hackathon. Mentors, who guided the participants through the event, also provided feedback to the organizers through an online survey.

Results: A total of 48 participants and 52 mentors based in 8 different countries participated and developed 14 projects. A total of 75 mentorship video sessions were held. Participants reported increased confidence in starting a digital health venture or a research project after successfully participating in the hackathon, and stated that they were likely to continue working on their projects. Of the participants who provided feedback, 60% (n=18) would not have started their project without this particular hackathon and indicated that the hackathon encouraged and enabled them to progress faster, for example, by building interdisciplinary teams, gaining new insights and feedback provided by their mentors, and creating a functional prototype.
Conclusions: This study provides insights into how online hackathons can contribute to solving the challenges and effects of a pandemic in several regions of the world. The online format fosters team diversity, increases cross-regional collaboration, and can be executed much faster and at lower costs compared to in-person events. Results on preparation, organization, and evaluation of this online hackathon are useful for other institutions and initiatives that are willing to introduce similar event formats in the fight against COVID-19.

(J Med Internet Res 2021;23(2):e25283) doi:10.2196/25283
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Introduction
The COVID-19 outbreak is first and foremost a human tragedy, affecting the health of millions of people and overwhelming health care systems and the global economy [1]. This devastating pandemic has brought together communities across the globe to tackle this issue in an unprecedented manner.

Hackathons are collaborative multiday events that bring people from different professional and personal backgrounds face to face in a venue to work on specific challenges. Previous publications have shown how health hackathons work as an effective model of interdisciplinary collaboration, capable of forwarding recommendations and viable solutions effectively [2-36]; however, they often require several months of preparation and considerable financing [6,34].

Little is so far known about how health hackathons can be executed remotely and in quick response to ongoing circumstances, as well as how they can contribute to solving challenges related to the COVID-19 pandemic, considering the amount and fast pace of evidence gathered on its impact and possible solutions [37-48].

The following case study describes the execution of an online hackathon dedicated to the challenges of the COVID-19 pandemic and participant experience, which will be useful to other organizations and institutions in the health care sector.

Methods
Study Setting
Hacking Health is a global nonprofit organization that pairs innovators with health care experts [6]. Its Berlin chapter organized its first online hackathon in partnership with Charité – Universitätsmedizin Berlin (the largest university hospital in Europe), the Berlin Institute of Health, Diabetes Center Berne, and Data Natives (an online community of data scientists and developers). The event, called EasterHack [49], ran from Friday evening to Monday afternoon over the Easter weekend in 2020. Participants included physicians, health care professionals, researchers, patients, entrepreneurs, engineers, designers, developers, etc. Participation was open to everyone worldwide and was free of charge.

Challenges
The most critical issues caused by, or associated with, COVID-19 and the current state of possible solutions were reviewed and discussed in a series of five virtual meetings held across the interdisciplinary Hacking Health Berlin community in cooperation with the hospital’s executive board and different departments of Charité – Universitätsmedizin Berlin.

A summary of this review was sent to, and discussed with, frontline clinicians and researchers for consideration, to ponder on its relevance, and to raise other questions related to the most pressing issues in their line of work. It was highly relevant for identifying unmet needs and urgent problems among health care professionals, vulnerable patient groups, and more generally on a population level, rather than ideas for solutions. Thereafter, a total of six challenges were identified by the Hacking Health Berlin team (Table 1) in close cooperation with the university hospital’s executive board and other institutes and departments (Institute of Hygiene and Tropical Medicine, Department of Anesthesiology and Intensive Care Medicine, Department of Psychosomatic Medicine, Department of Paediatric Endocrinology and Diabetes of Charité – Universitätsmedizin Berlin) and the open-source initiative CoEpi.org, an international online community of volunteers with different skillsets working on open-source solutions for privacy-first contact tracing.

Participants were allowed to use their choice of technology to solve these challenges, without constraint or limitation.
Table 1. Overview of the hackathon’s challenges. A total of six COVID-19–related challenges were identified in close cooperation with frontline physicians and researchers.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Questions/considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Protect high-risk populations</td>
<td>• How can we better support the medical needs of high-risk populations (eg, people with pre-existing conditions such as cancer, diabetes, and immunodeficiencies)?&lt;br&gt;• How can we identify high-risk patients and isolate them from the general population?&lt;br&gt;• How can we support high-risk patients with preventive ambulatory treatment?&lt;br&gt;• How can we deliver care for people with chronic conditions during a pandemic?</td>
</tr>
<tr>
<td>2. Protect health care workers</td>
<td>• How can we prevent medical staff from getting infected with SARS-CoV-2 in health care facilities?&lt;br&gt;• How can we manage the increasing demand for personal protective equipment in patient care?</td>
</tr>
<tr>
<td>3. Privacy-first contact tracing and digital epidemiology</td>
<td>• What can we build on top of open-source solutions (such as CoEpi.org and COVID-watch.org) to allow users to opt in to disclose anonymous, nonidentifiable information that public health officials would find useful?&lt;br&gt;• How can we authenticate positive COVID-19 tests without requiring public health authorities to do extra work to authenticate them for us?&lt;br&gt;• How can we collect more information on Bluetooth low-energy proximity contact event duration and distance to inform risk scores?&lt;br&gt;• How can we automate the provisional diagnosis of COVID-19 based solely on self-reported symptoms and self-collected data?</td>
</tr>
<tr>
<td>4. Improve intensive care</td>
<td>• How can mechanical ventilation be improved to reduce long-term damage to the lungs?&lt;br&gt;• How can we ease prone positioning in ventilated patients?&lt;br&gt;• How can we reduce the formation of aerosols?&lt;br&gt;• How can we visually monitor agitated and hyperactive patients in the ICU(^4) to prevent them from extubating or hurting themselves?&lt;br&gt;• How can we give confused ICU patients in-room, time, and situation orientation?&lt;br&gt;• How can we make the ICU a more natural and pleasant environment?&lt;br&gt;• How can we apply evidence-based medicine in all ICUs by tele-ICU?&lt;br&gt;• How can we prevent long-term complications following ICU treatment such as controlled cortical impact and postintensive care syndrome?</td>
</tr>
<tr>
<td>5. Protect our mental health</td>
<td>• How can we support health care workers in dealing with the stress and trauma that they might experience during a pandemic?&lt;br&gt;• How can we identify and offer support to people, families, friends, and/or coworkers who are running into mental health issues?&lt;br&gt;• How can we predict critical mental states through early detection?</td>
</tr>
<tr>
<td>6. Your idea</td>
<td>• Find a novel solution for your individual COVID-19 challenge, if it has not been listed above</td>
</tr>
</tbody>
</table>

\(^4\)ICU: intensive care unit.

Preparation

The core organizing team consisted of 7 volunteers to set up digital tools; scheduling; marketing outreach strategy for recruitment of participants, cooperating partners, participant and mentor communication; and coordination. An implementation strategy previously designed and used for in-person hackathons by Charité – Universitätsmedizin Berlin and Hacking Health Berlin [6] was adjusted accordingly.

Due to the novelty and urgency of the topic, organization of the hackathon began only 2 weeks prior to the event being completely prepared and executed online, which is different from former hackathons. In April 2020, travel and assembly restrictions, as well as social distancing recommendations, did not allow in-person meetings in Europe. However, the online nature of the event allowed participants and mentors from all over the world to participate regardless of their location, avoiding traveling costs and time.

Participant Engagement

Recent innovation studies have demonstrated interdisciplinary among participants and within-team compositions are essential for the success of hackathon projects [50,51]. Therefore, it is essential to recruit participants from various relevant fields of expertise such as biomedical research, health care, psychology, education, design, economics, data science, computer science, engineering, social sciences, and politics. Future end-users of the solutions created at a hackathon should be included as early as possible to actively contribute to the cocreation process.

To attract and recruit a diverse and interdisciplinary group of participants, previously existing multidisciplinary networks on LinkedIn [52] and Slack [53] actively engaged in health care innovation, and cooperating with Hacking Health Berlin, were targeted. This provided a great opportunity to reach participants, mentors, and cooperation partners who supported organizers and participating teams in developing projects before, during, and after the hackathon. As one of the largest local networks of innovation in health care, Hacking Health Berlin was able to recruit a large number of interdisciplinary skilled participants.
within only 5 days. Professionals working in relevant fields and interested in digital health were also targeted through promotional campaigns using LinkedIn, Facebook, Meetup, and other social media channels.

Participants and mentors were able to sign up via an online form, where they provided information on their skillset, shared their experience level and accomplishments from previous hackathons, their motivations to participate, their desired team role during the hackathon, and a brief outline of their project idea.

**Online Tools**

To prepare for the hackathon, the organizers used Airtable [54] to arrange schedules, responsibilities, marketing, registration procedures, jury criteria definition, and the collection and structuring of all information provided to the teams before, throughout, and after the event. The Hacking Health Berlin team and external co-organizers had access to this platform.

The online instant messenger tool Slack [53] was used for communication during the event to coordinate actions and share data via text and video. Public and closed subchannels were created for the organizing team, mentors, judges, and participants to communicate and execute activities. Additionally, participating teams created their private subchannels on Slack to communicate internally.

Mentoring sessions were coordinated and held on the Mentornity platform [55], as described in a subsequent point. For the opening and closing ceremonies, moderations, pitches, and prototype showcasing sessions, video conferences were held via Zoom and live streamed to the public on Facebook and YouTube.

**The Hackathon**

The hackathon was conducted over a period of 4 days, from Friday to Monday afternoon. An example schedule is shown in Figure 1.

Figure 1. Activities and schedule of a 4-day online hackathon.

<table>
<thead>
<tr>
<th>Day 1: Friday</th>
<th>Day 2: Saturday</th>
<th>Day 3: Sunday</th>
<th>Day 4: Monday</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:00 - 10:30</td>
<td>09:00 - 10:30</td>
<td>09:00 - 10:30</td>
<td>09:00 - 10:30</td>
</tr>
<tr>
<td>HACKING</td>
<td>HACKING</td>
<td>HACKING</td>
<td>HACKING</td>
</tr>
<tr>
<td>10:30 - 12:00</td>
<td>10:30 - 12:00</td>
<td>10:30 - 12:00</td>
<td>10:30 - 12:00</td>
</tr>
<tr>
<td>12:00 - 13:30</td>
<td>12:00 - 13:30</td>
<td>12:00 - 13:30</td>
<td>12:00 - 13:30</td>
</tr>
<tr>
<td>13:30 - 15:00</td>
<td>13:30 - 15:00</td>
<td>13:30 - 15:00</td>
<td>13:30 - 15:00</td>
</tr>
<tr>
<td>HACKING</td>
<td>HACKING</td>
<td>HACKING</td>
<td>HACKING</td>
</tr>
<tr>
<td>15:00 - 16:30</td>
<td>15:00 - 16:30</td>
<td>15:00 - 16:30</td>
<td>15:00 - 16:30</td>
</tr>
<tr>
<td>16:30 - 18:00</td>
<td>16:30 - 18:00</td>
<td>16:30 - 18:00</td>
<td>16:30 - 18:00</td>
</tr>
<tr>
<td>18:00 - 19:30</td>
<td>18:00 - 19:30</td>
<td>18:00 - 19:30</td>
<td>18:00 - 19:30</td>
</tr>
<tr>
<td>19:30 - 21:00</td>
<td>19:30 - 21:00</td>
<td>19:30 - 21:00</td>
<td>19:30 - 21:00</td>
</tr>
<tr>
<td>21:00 - 23:00</td>
<td>21:00 - 23:00</td>
<td>21:00 - 23:00</td>
<td>21:00 - 23:00</td>
</tr>
<tr>
<td>23:00 - 00:30</td>
<td>23:00 - 00:30</td>
<td>23:00 - 00:30</td>
<td>23:00 - 00:30</td>
</tr>
</tbody>
</table>

A keynote from the director of the interoperability unit of the Berlin Institute of Health opened the event, motivated the teams, and pointed out the importance of this online hackathon to create solutions for the challenges of the COVID-19 pandemic.

Following the opening ceremony, individual participants and pre-existing teams pitched their ideas for the challenges they selected. Additional participants joined the team of their choice. Team composition is a crucial part of hackathons. As previous research shows, highly diverse and multidisciplinary teams are more likely to be effective in developing creative and sustainable solutions [50,51]. This is particularly relevant in the complex field of digital health, where experts from different fields and areas are needed for development such as health care workers, patients and caregivers, developers, engineers, data scientists, designers, and experts in economics, legal and regulatory affairs. Team building was supported by volunteers from the Hacking Health Berlin team to foster interdisciplinary and international cooperation. A maximum of 6 people per team was recommended.

After teams were formed, the idea and prototype were developed collaboratively over the course of 4 days aided by mentoring sessions. Daily morning and evening stand-up sessions were held virtually, open to all organizers, mentors, and participants.

On day 4, solutions and prototypes were presented to the public and evaluated by an interdisciplinary jury entitled to award the most elaborate and promising solutions based on the criteria described below.

**Mentoring**

Mentors provided participants with valuable expert knowledge about medicine, design, business, IT (information technology), and other areas of expertise. They indicated their availability for mentoring within the 48-hour span of days 2 and 3. This setting was well embraced, especially by health care
professionals—despite the pressing pandemic situation—and other professionals working from home.

One week prior to the hackathon event, mentors with previous mentoring experience at Hacking Health Berlin events were recruited via email. New mentors were recruited through various local and international networks with the use of social media campaigns and direct messaging via networking platforms. In both cases, mentors were asked to fill in an online form indicating fields of expertise and availability (ie, convenient time slots). This information was transferred to the online platform Mentornity. The platform showed each mentor’s profile and facilitated video call sessions for each team. Simultaneously, participants created team profiles for their project, searched mentors by expertise area, and booked at least one mandatory mentoring session made available by the mentor. The platform’s analysis feature tracked the number of mentoring sessions held by every mentor and team. Likewise, mentors were encouraged to sign up for Slack—the hackathon’s communication platform—to keep everyone informed on sessions prior to and during the event.

Two experts in the field of communication and public speaking offered dedicated pitch training to help teams develop focused final pitches that adhered to the 3-minute time limit.

**Jury and Project Evaluation**

The interdisciplinary jury was composed of 10 members: a professor of anesthesiology and computer science, a pediatrician and hospital executive board member, a professor of medical informatics, an entrepreneur with a background in open-source technology, a medical doctor and high-risk patient, a senior doctor in hygiene, a digital health connector, a designer, a chief information and digital officer, and the managing director of a research institution.

During the final presentations, teams were asked to first name the challenge or problem intended to be solved, then showcase the solution developed, and how it can be integrated into health care systems. The winning teams were awarded monetary prizes of 5000 EUR (US $6059) in total following the evaluation criteria shown in Table 2.

### Table 2. Evaluation criteria for the projects presented in the final pitch session at the end of the hackathon.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovation</td>
<td>How innovative is the idea? Does the approach stand out from solutions that are available so far?</td>
</tr>
<tr>
<td>Impact</td>
<td>How high is the benefit for the patient and other stakeholders of the health care system? Does the solution generate impact for our society? How viable is the idea?</td>
</tr>
<tr>
<td>Applicability</td>
<td>How user-friendly is the solution? Is the solution convenient to use? How viable is the solution?</td>
</tr>
<tr>
<td>Feasibility</td>
<td>How realistic is the implementation of the idea? Can the solution be brought to life by further research projects or by founding a company?</td>
</tr>
<tr>
<td>Execution</td>
<td>How sophisticated and well-made is the technical implementation?</td>
</tr>
</tbody>
</table>

### Data Collection and Analysis

Two online surveys were designed by the Hacking Health Berlin team, one survey targeting participants and another one for mentors of the hackathon (Multimedia Appendices 1 and 2). The research team members comprised health care professionals, scientists, and entrepreneurs with backgrounds in anesthesiology, intensive care medicine, pediatrics, psychology, microbiology, medical informatics, neuroscience, human factors, health care building design, human-centered design, and marketing. Google Forms was used to collect responses. CHERRIES (Checklist for Reporting Results of Internet E-Surveys) was used to guide survey development (Multimedia Appendix 3) [56].

The participant survey comprised 17 plus 5 optional items (using branching logic, dependent on responses to previous questions). The questions assessed quality experience throughout the online hackathon, including the mentorship sessions and future plans regarding the projects presented. Furthermore, mentors provided feedback to the organizers via an online survey through Mentornity subsequently to each session (Multimedia Appendix 1). All data were collected during a single event with surveys being distributed to mentors and participants at the end of the hackathon. Surveys were anonymous and voluntary and included electronic consent. Participant responses were collected, managed, and analyzed using Google Forms. A thematic hackathon T-shirt was offered as a reward for completing the surveys.

### Results

#### Participants

In total, 171 participants, of whom 42% (n=72) were female, expressed their interest and preregistered online within 5 days prior to the hackathon. Of the total, 84 participants had joined the Zoom event for the opening ceremony, 62 of whom formed 23 different teams. Finally, 14 teams comprising 48 members pitched their completed projects at the end of the hackathon.

Participants based in at least 8 countries participated, including Germany (n=25, 52%), the United States (n=5, 10%), Bosnia and Herzegovina (n=3, 6%), Canada (n=3, 6%), and others (n=5, 10%) like Belgium, Sri Lanka, Switzerland, and the United Kingdom, as well as 7 participants (15%) from unknown locations. Various professional backgrounds were represented, with IT (n=8, 17%), research (n=5, 10%), project management (n=4, 8%), and software engineering (n=4, 8%) being the most frequent work fields. Other backgrounds (n=27, 56%) included business development, data science, entrepreneurship, health care, human resource management, mechanical engineering, quality management, education, and UI/UX (user interface/user experience).
experience) design. Half of the participants (n=24) had never joined a hackathon before.

**Mentoring**

A total of 60 mentors preregistered online over a period of 6 days prior to the hackathon. Of them, 52 completed their profiles and became active on the Mentornity platform, of whom 46 joined Slack to communicate with teams and organizers. A briefing session was held to inform mentors about the online hackathon concept and how to offer expertise and express their availability to participants. In total, 75 video mentoring sessions took place on Mentornity where 35 mentors and 19 teams interacted. The actual number of video sessions is estimated to have been higher since it was known that other video conference platforms such as Zoom, Slack, and Skype were used and not tracked by Mentornity.

Of all mentors, 24 had no previous experience mentoring, 12 had experience from a previous Hacking Health Berlin hackathon, and the remaining 16 had experience mentoring but were new to Hacking Health Berlin events. The group of mentors had broad professional backgrounds as shown in Figure 2. The top fields of expertise comprised business, medicine, and software development. Along those lines, the most booked mentoring sessions reflected a high interest in these fields.

**Figure 2.** Sessions booked in the different fields of expertise available for mentorship (red line) and the number of mentors with knowledge in the respective disciplines (bars). Participants booked mentoring sessions in the field of tech (blue bars); health care, research, and education (red bars); entrepreneurship and management (gray bars); public speaking and public relations (teal bars); user research and design (yellow bars). API: application programming interface.

Feedback forms (Multimedia Appendix 1) were automatically created on Mentornity for each mentoring session conducted. Of the mentors, 13 completed the feedback forms, covering a total of 25 mentoring sessions involving 13 teams. The feedback showed that mentors were largely satisfied with the online mentoring experience despite the new format. Of 25 mentoring sessions, 22 took place and were evaluated with ratings ranging from 3 to 5, scoring an average of 4.68 (SD 0.57). Three surveys indicated that the mentoring session did not occur for various reasons: cancellation of the meeting, difficulties with the platform, or the teams did not attend the scheduled mentoring session. The teams that received mentoring reported gaining valuable insights, although they also highlighted that online mentoring was a new format and brought interaction and scheduling challenges. A number of positive comments by mentored teams reflected appreciation for mentors’ willingness to share their experience, which enabled them to take a broader perspective of their project. However, during the hackathon, some teams and mentors reported difficulties in scheduling sessions or connecting via the platform, resulting in some frustration.

**Projects**

A total of 14 projects were developed and presented to the jury and public audience. The scope of the created solutions included telemedicine services, personal risk assessment tools, trackers for COVID-19–specific symptoms and mental health impairments, tracers for population density and risk contacts, immunity passports, hardware for safe reuse of personal protective equipment, platforms for sharing food and other essential products, and educational tools.

The most innovative solution [57] consisted of a mobile app for knowledge transfer between researchers, the public, and health care workers during and after the pandemic. It tackled the need to access clear and timely COVID-19 scientific evidence for researchers and practitioners to have a clear picture of the situation. App users were able to share information through short videos and visual graphics, aided by curated information and deep learning. The team presented a functional website presenting an novel artificial intelligence–based tool where users could enter specifics about their professional background and their individual research question in a free-text field to obtain summarized research findings from peer-reviewed scientific literature.

The most impactful solution [58] was a service platform with a video-based hotline to provide instant psychological support for all health care professionals exposed to stress, a high workload, and moral dilemmas during the pandemic. With restricted time, health care workers lack the capacity to reach out to existing psychosocial support structures. By bringing psychological support to health care professionals directly via a video chat hotline, the instant psychological support was made possible by the voluntary commitment of a broad network of psychotherapists. With a well-planned concept presented on a functional website, the project straightforwardly addressed an imminent user need as identified by frontline health care professionals and outlined in challenge 5.
The most applicable solution [59] consisted of an app that allowed frontline health care workers involved in COVID-19 patient care to perform regular virtual health self-checks and seek support to ensure their mental, as well as physical health, was prioritized. The presented mock-up of the app had a simple user interface, self-checks required very little time, and support tools were easy to access.

The app rated as most feasible [60] helped to redistribute critical resources and services. As the pandemic has disrupted supply chains around the world, at the time plenty of resources available were not arriving at locations where needed. The platform solved the issue by allowing people to easily know what was needed, indicate where to send these resources, and track the resource shipping progress. A web portal ready for immediate implementation and use, as well as an outline of short and long-term goals of the project, was presented.

The best executed solution [61] focused on privacy-first contact tracing and digital epidemiology. It created a multiservice platform connecting patients to self-assessment tools, dashboards, and personal analytics. Users would be able to easily track their logins on their mobile phones and see how symptoms changed. The secure and anonymous contact tracing would allow patients to be aware in their residential area and avoid potential high-risk areas. Finally, information like location, age, and test results would be collected and anonymized into a large database for further analyses and data modeling. The team presented a working web app prototype with 3 features (self-assessment for tracking COVID-19–specific symptoms, contact tracing, warning function for population-dense areas) with a user-friendly and professional-looking user interface, as well as a clear roadmap for the future implementation of their product.

Approaches by other teams included sterilization methods to reuse protective equipment for health care workers, virtual reality visualizations of epidemiological data, and tools to support social distancing in public spaces. The results presented varied from concepts and click dummies to working prototypes of mobile apps.

Hackathon Experience

According to the feedback (n=30), participants were made aware of the event by word of mouth (n=14, 47%), social media (n=12, 40%), event platforms (n=3, 10%), email, and postings on Hacking Health Berlin’s and Data Natives’ existing online communication channels on Slack (n=4, 13%).

Participants were overall satisfied with the execution of the remote hackathon, evaluating the experience with 4.23 points out of 5 on average. They appreciated the general atmosphere and team spirit, diversity and skillsets of the participants and mentors, the flexibility permitted by the remote nature of the event, and felt that occurring problems could be quickly resolved by the organizing team. However, the variety of online platforms that were used was perceived to be overwhelming to some, and technical issues with the tools were reported. Furthermore, icebreaker and team-building activities at the beginning of the event were desired to get familiar with the general concept of online hackathons and to get to know the other participants (Figure 3). Most participants (n=21, 70%) felt that it was an advantage that the hackathon was held over a long holiday weekend, but opinions were mixed about whether an in-person event of a longer duration than the usual 48 hours would be desirable, with 40% (n=12) in favor of the idea.

Before the hackathon, participants rated their confidence in starting a digital health venture or research project with 2.6 points out of 5 on average. After the hackathon, the participants’ confidence increased significantly to 3.7 on average. Of the participants, 60% (n=18) would not have started their projects without attending this hackathon, and agreed that it enabled them to progress faster by (1) offering new insights and feedback provided by the mentors, (2) creating a functional prototype, and (3) finding the right members for their team.
Discussion

Main Findings
This case study demonstrates the feasibility and effectiveness of remote hackathons as an approach to combat the challenges of the COVID-19 pandemic. The event was prepared in a much shorter time and conducted entirely online at significantly lower costs, with similar results as health hackathons held in person. To our knowledge, this is one of the first studies to report and critically discuss experiences of, and provide guidance on, online hackathons and hackathons specifically targeted to solve the challenges around COVID-19, as well as to report on the impact of expert mentoring during health hackathons.

Cultural Change and Opportunities of Online Collaborations
The circumstances of the COVID-19 pandemic and the necessity for social distancing have led to a cultural change in work settings, communication, and collaboration. As a consequence, professional meetings and conferences are more likely to take place in an online setting. Based on the high number of participants and mentors, the medical and scientific way in which the challenges were addressed, and the feedback from participants who had experience in face-to-face hackathons, we can conclude that remote online hackathons are feasible and resemble some of the dynamics and synergies of the in-person ones. Online hackathons effectively bring people together at a significantly lower cost in comparison to a conventional in-person hackathon. The EasterHack event enabled participants not only to collaborate in an interdisciplinary manner but also across diverse geographic locations, avoiding the possible inconveniences and costs of travel. The transition toward an online and federated event allowed for a more diverse and global audience. There is substantial research showing a relation between increased diversity in teamwork leads and benefits, such as increased creativity and better problem-solving abilities [50,51].

Since the first online hackathons to fight COVID-19 were launched in March 2020, more than 50 online events summing up to 28,000 participants [62-67] have been held. The impact is evident in terms of a higher participation level and number of collaborating partners, which brings a multibeneficial bottom line of fewer logistical, financial, geographical, and time constraints, and reduced carbon dioxide output.

The Impact of Expert Mentoring
In recent years, mentoring has been shown to have a positive impact on the way participants gain insights, interact, execute multidisciplinary tasks, and build their prototypes during hackathons [3,6,8,28,36]. They act as guiding lights during the process by encouraging exploration and providing information in areas where participants have questions and interests. The main benefit is reflected in the holistic and complementary nature of each hack, often embracing different disciplines and resulting in outstanding solutions and pitches with a strong technical background (software or hardware); addressing health-related challenges pragmatically; and putting the whole idea into a well-polished business plan. On those grounds, the recruitment of expert mentors takes place depending on the scope of the hackathon.

In general, challenges tackling the COVID-19 pandemic are complex and require critical advice from biomedical experts and frontline health care professionals. These hurdles can be tackled through expert mentorship, complemented with knowledge from specialists for additional areas of expertise aiming to increase the feasibility and applicability of solutions. Availability of mentors is important; for example, health care staff and other essential workers may have commitments directly related to the pandemic, which limits their availability. With online mentoring programs, mentors can help participants with flexible and short mentorship sessions without altering their working schedules and personal time. Likewise, mentors located in different regions and time zones were able to support participants, which in an in-person format would not have been the case. The interdisciplinary nature and outcome of the event was reflected in the diversity of sessions booked; this also confirms the relevance of mentoring and our endeavor to have medical expertise as the backbone. For these reasons, we strongly recommend online mentorship to be considered in both virtual and on-site hackathons.

Challenges of Conducting Hackathons Remotely
Online hackathons might have some limitations such as data security concerns when it comes to personal information, especially with video conference tools, communication breakdowns, technical issues, and access to essential hardware including microphones and cameras. Only recently, the video conference service Zoom reported security issues concerning unwanted guests who disturbed some virtual meeting rooms [67-69]. While the preparation time for online hackathons can be relatively short, all tools and technical solutions need to be tested thoroughly in advance to avoid frustration among organizers, participants, and mentors. Technical glitches may also affect the ability to communicate properly, share announcements, recruit survey participants, and marketing. Furthermore, participants who work remotely might become distracted more easily with the screen being the only visual feedback platform and other work-related and personal commitments at the same time. Therefore, a certain level of media competence is recommended. Online team building activities require different approaches compared to events in physical presence. In addition, the dynamics of networking and small talk might be different. Although participants of EasterHack reported positive experiences regarding group synergies and team spirit during the event, there were 14 individuals who did not complete their projects. Further research should address drop-out reasons and challenges of attending online hackathons from the participant perspective, and elaborate on how these challenges might be resolved.

Limitations
This case study was based on data that were captured in a single online event and not directly compared with in-person events. Although participants were from various geographical locations, the sample size of 48 participants limits broad generalizations. Further studies in the course of online hackathons should be conducted to validate the stated findings.
Conclusions

Online hackathons offer an ideal setting for rapid and goal-oriented collaborative work, and a format to react quickly to urgent and unknown situations like the COVID-19 pandemic. EasterHack participants generally reported a positive experience during the online hackathon format, increased confidence, and a higher likelihood of continuing to work on their projects. Despite remotely held events posing challenges to organizers, participants, and mentors, they can be executed much faster and at lower costs compared to in-person meetings, as well as foster team diversity and increase cross-regional collaboration. Setting up a research project and creating IT solutions within health care or research facilities can be a time-consuming and onerous process; however, concept-to-solution processes can be achieved during a single online hackathon weekend. As highlighted by an avid supporter of hackathons [70]:

Governments need to change. Institutions need to change. But, in the meantime, we have hackathons, where you can rapidly prototype. […] Do you get a perfect solution? No. But anything is better than nothing. Done is better than perfect.
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Abstract

Background: The main German-speaking countries (Germany, Austria, and Switzerland) have implemented digital contact tracing apps to assist the authorities with COVID-19 containment strategies. Low user rates for these apps can affect contact tracing and, thus, its usefulness in controlling the spread of the novel coronavirus.

Objective: This study aimed to assess the early perceptions of people living in the German-speaking countries and compare them with the frames portrayed in the newspapers during the first wave of the COVID-19 pandemic.

Methods: We conducted qualitative interviews with 159 participants of the SolPan project. Of those, 110 participants discussed contact tracing apps and were included in this study. We analyzed articles regarding contact tracing apps from 12 newspapers in the German-speaking countries.

Results: Study participants perceived and newspaper coverage in all German-speaking countries framed contact tracing apps as governmental surveillance tools and embedded them in a broader context of technological surveillance. Participants identified trust in authorities, respect of individual privacy, voluntariness, and temporary use of contact tracing apps as prerequisites for democratic compatibility. Newspapers commonly referenced the use of such apps in Asian countries, emphasizing the differences in privacy regulation among these countries.

Conclusions: The uptake of digital contact tracing apps in German-speaking countries may be undermined due to privacy risks that are not compensated by potential benefits and are rooted in a deeper skepticism towards digital tools. When authorities plan to implement new digital tools and practices in the future, they should be very transparent and proactive in communicating their objectives and the role of the technology—and how it differs from other, possibly similar, tools. It is also important to publicly address ethical, legal, and social issues related to such technologies prior to their launch.

Introduction

During the COVID-19 pandemic, several country-specific contact tracing apps were introduced to assist and supplement analog contact-tracing. In Austria, Red Cross launched the StopPräzision Corona app on March 25, 2020; Germany launched the Corona-Warn-App on June 16, 2020; and Switzerland launched the SwissCovid app on June 25, 2020 (Figure 1). All these free
apps use Bluetooth Low Energy technology to measure the distance and the duration of contact between smartphones that have the app installed. If the tracking function is enabled, random encrypted codes are automatically exchanged and directly saved on the devices whenever a person encounters another user. These random codes do not reveal any names or identities of people or exact locations, and the codes are erased from the smartphones after 14 days. If a person using the app tests positive for COVID-19, they can voluntarily choose to make their random codes anonymously available so that other users who may have come into contact with the infected person can be notified and asked to contact their local health authorities for further instructions.

Figure 1. Comparative timeline of COVID-19–related restrictions and contact tracing smartphone apps released from March to June 2020. Black: lockdown period; grey: step-wise easing of restrictions.

<table>
<thead>
<tr>
<th>Country</th>
<th>March 2020</th>
<th>April 2020</th>
<th>May 2020</th>
<th>June 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

March 25, 2020: Launch Stopp Corona App

June 16, 2020: Launch Corona-Warn-App

June 25, 2020: Launch SwissCovid app

Although these apps have the same basic functions, there are some important differences among them. First, there are differences concerning the institution that launched the apps—the Swiss and German contact tracing apps were launched by the respective federal governments, whereas the Austrian app was launched by Red Cross Austria, a national nongovernmental organization. Second, the apps differ in the way in which users can report infection. For instance, German app users need to call a hotline after having received a positive COVID-19 test result [1]. Swiss app users receive a code from health authorities that needs to be entered into the app [2]. Austrian app users can alert their contacts directly without contacting any authority, but they need to register their phone numbers to avoid misuse [3]. The Austrian app also includes a symptom checker that allows for a direct alert if symptoms indicative of COVID-19 are entered [3]. Third, there are differences concerning the warning levels: the Swiss and Austrian apps have 2 warning levels (“no warnings” or “potential infection”), whereas the German app has an additional option called “unknown risk,” which is useful in cases wherein the app was not activated long enough to make an assessment. Finally, there are also differences in the management systems used by these apps. In Europe, key management systems for such contact tracing apps include Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT) [4] and Decentralized Privacy-Preserving Proximity Tracing (DP-3T) [5]. PEPP-PT aimed for a centralized data storage system, whereas DP-3T foresaw a decentralized data storage approach on individual phones, thereby aiming to increase data security and privacy [6,7]. The final versions of all 3 apps used the decentralized approach as promoted by DP-3T.

However, it appears that very few people have downloaded and are using these apps. Although surveys conducted in Spring 2020 reported acceptance rates of up to 70% for hypothetical contact tracing apps in Germany and Switzerland [8,9], only 25% and 31% of the total populations in Germany and Switzerland, respectively, had downloaded the app by October 30, 2020, with active user estimations ranging around 21% in both countries [2,10]. On the other hand, only 12% of the population in Austria had downloaded the Stopp Corona App by mid-April 2020 [11,12], and download rates only increased marginally to 12.4% until October 2020 [13]. Modeling studies estimated that for contact tracing apps to be effective, the user rate needed to be at least 56% of the overall population [14] and that uptake rates need to be higher for decentralized data storage systems than for centralized ones [15]. Nevertheless, even lower user rates can have an impact on contact tracing and, consequently, on the ability of the system to control the spread of COVID-19 [16]. Contrary to those estimates, Maccari and Cagno [17] argued that Bluetooth-based, privacy-preserving contact tracing apps are of limited benefit due to potentially high false-positive rates and low sensitivity. Similarly, Rowe et al [18] contended that the French contact tracing app was implemented very quickly without taking into account the available evidence on viral spread. Overall, robust evidence on the actual effectiveness of contact tracing apps is lacking [19].

A large body of the existing literature has assessed users’ perceptions, motivations, and barriers to using mobile health (mHealth) apps, particularly those related to chronic diseases and behavioral interventions [20–22]. Previous research on peoples’ motivation to use mHealth apps suggests that user’s perceived personal value is a crucial motivating factor [23–27], but other factors such as convenient use [26], high quality, trustworthy information provided through the apps [28], and previous experience and training with mobile technology particularly among older adults [27,29] are also mentioned. Stach et al [30] recently suggested a framework to evaluate mHealth apps, including user engagement, app functionality, aesthetics, information quality, therapeutic gain, users’ subjective quality ratings, and perceived impact. Although...
research on mHealth apps generally focuses on individual usability, including the specific needs of patients with chronic conditions [22,31] or lifestyle support for a healthy diet or physical activity [32,33], contact tracing apps for pandemic control have an additional societal component. Accordingly, in the German context, Trang et al [34] found that appeals to the societal rather than personal benefit of contact tracing apps were most helpful to maximize uptake, particularly if the majority of the population was critical of the apps or undecided about using them. Other survey studies on the willingness to use contact tracing apps indicated that perceived benefit, expected performance, trust in government, and social influence were important motivating factors for using contact tracing apps, whereas privacy concerns were identified as the main hindering factor [8,35-40]. In line with these surveys, Keshet [41] identified a dichotomy in the comments related to Israeli news websites between supporters of contact tracing apps who see them as a protective measure for containment and opponents who see their civil rights violated. Despite issues pertaining to privacy and other civil rights being the most important concern against the use of contact tracing apps [34,42,43], the privacy policies of these apps are not comprehensible by the average individual owing to their complexity [44]. Lack of privacy policies have also been identified for other mobile health apps [45], mHealth apps [46] and privacy concerns, including data safety and confidentiality, are known to negatively affect the uptake of mHealth apps in general [20,46-48].

How digital contact tracing apps are perceived will ultimately be a key factor in people’s willingness to download and use them. Therefore, there is a need to better understand people’s views on the use of digital technology to support COVID-19 contact tracing. The COVID-19 pandemic has been widely covered in the media, mirroring the immense public interest, with traditional mass media, including print and online news media, considered to be one of the preferred information sources [49,50]. The dynamic and uncertain situation at the beginning of the pandemic made people particularly reliant on such information sources. Previous studies have used media content analyses to assess public debates during the COVID-19 pandemic [18,50], as well as other issues that affect population health [51,52]. Some other studies have combined media content analyses with surveys and interviews [53,54].

This study aimed to examine the early perceptions of people living in Germany, Austria, and German-speaking Switzerland toward digital contact tracing apps and compare them with frames as portrayed in the newspapers during the first wave of the COVID-19 pandemic. More specifically, the following research questions were addressed: (1) How did people living in Germany, Austria, and German-speaking Switzerland conceptualize and evaluate digital contact tracing apps during the COVID-19 lockdown in April 2020? (2) How were such apps portrayed in the newspapers, and were there any country-specific differences observed? (3) How did people’s concepts and assessments intersect with the ongoing public debates and policies in April 2020? The countries investigated in this study are quite similar in terms of their culture (eg, language and a strong emphasis on privacy) and have democratic federalist political systems. By comparing data from similar countries, the observed differences can be interpreted in a more precise way [55]. In this context, one relevant difference is the circumstance that Austria had already launched a contact tracing app at the time of the interviews of this study, whereas Switzerland and Germany had not.

**Methods**

### Qualitative Interviews

As part of the qualitative, longitudinal, and multinational SolPan (Solidarity in Times of a Pandemic) study [56], qualitative interviews were conducted with 159 individuals in Germany, Austria, and German-speaking Switzerland during the first COVID-19–related lockdown of April 2020. The SolPan Consortium includes 9 European countries (Austria, Belgium, Germany, France, Ireland, Italy, The Netherlands, German-speaking Switzerland, and the United Kingdom). It aims to explore people’s experiences during the COVID-19 pandemic, particularly how people describe practices relating to solidarity. Interviews were conducted between April 6 and May 6, 2020, during which country-specific measures were in place to flatten the infection curve. This included various restrictions on movement and contact with other individuals, and the closure of schools, nonessential businesses, and public institutions.

Participants were recruited through online advertisement via university websites, social media networks, convenience sampling, and snowballing. To enable a variety of perspectives, participants were recruited with attention to a range of different demographics, including age, gender, income, household structure, geographic area, education, and employment. Participants received a study information leaflet prior to the interview, and verbal consent was obtained directly before the interview. A researcher-developed interview guide was used to guide the interview, which included a question regarding the use of mobile phones to assist in contact tracing (see Multimedia Appendix 1 for the interview guide). Interviews ranged from 25 minutes to 80 minutes in length; they were conducted online or by telephone and recorded on a digital recorder or using a video chat recorder compliant with the European General Data Protection Regulation. Only audio material was stored. The interviews were transcribed and subsequently pseudonymized. The study was approved by the ethics committees of the Technical University Munich (no. 208/20 S) and the University of Vienna (no. 00544). Interview transcripts were coded by all researchers by using an inductively generated coding scheme developed through the broader SolPan Consortium, using the ATLAS.ti 8.0 software (ATLAS.ti Scientific Software Development GmbH). Coding was checked by a second researcher for consistency. Relevant text passages were extracted using the ATLAS.ti query function, analyzed inductively, and summarized in a memo by the first author (BZ), thereby aiming to gain a higher level of abstraction by building concepts and categories. This analysis was performed separately for each country, and 2 authors (SM for Germany and Switzerland, and BP for Austria) double-checked and supplemented the analysis. Then, the concepts and categories were compared between the 3 countries and discussed among the researchers.

Interviews
were analyzed in German, but memos were written in English. Illustrative quotes were translated from German to English by a native German speaker (BZ) and double-checked by a native English speaker with good German skills (SM).

**Content Analysis of Newspaper Coverage**

In parallel to the interview analysis, a newspaper content analysis was conducted to assess what concepts, topics, and concerns were predominant at the time of the interviews across the countries. These insights were used to create a comparative framework analysis for country-specific interpretations and intercountry comparisons. The newspaper content analysis included articles published between March 15 and May 6, 2020, which includes the interview study period, and 3 weeks before the first interviews were conducted.

Three quality newspapers with a national readership and one tabloid from each country were included in the analyses. The selected newspapers are among those with the highest readership and were chosen based on equivalent functions in the respective national media systems [57], to allow for meaningful comparison. Newspapers were included to represent the mass media landscape of public debates for several reasons. First, even though newspapers lose readers to other channels, they still have considerable influence on coverage of other mass media, including social media for long-lasting issues [58]. Moreover, particularly large, high-quality newspapers are still considered a trustworthy source for reliable background information on health-related issues [25].

The selected newspapers were included because they covered issues related to digital contact tracing. This database was selected because it covered the relevant newspapers, thus allowing for a unified search strategy, and was accessible to the research team. Relevant articles were retrieved with the following search algorithm using full-text search (in German): “(app OR technologie) AND (tracing OR tracking) AND (corona* OR covid-19).” Articles that reported on technology-based tracking or tracing in the context of COVID-19 were included in the study.

A codebook for the media content analysis was developed to collect the following variables: date of publication, medium, importance of topic (ie, contact tracing apps) in the article, country reference, article topics, app evaluation, and stakeholders cited (see Multimedia Appendix 2). The codebook was adapted from a previous study investigating newspaper coverage of medico-scientific issues [51]. Three coders collected these variables; they were trained in 2 online sessions wherein the codebook was discussed and tested in the team and refined upon discussion to make categories exclusive and intersubjectively understandable. For this aspect, 10 articles from each country were double-coded to identify the remaining ambiguities in the codebook. Since all instances of discordant coding could be easily resolved and were assignable to a source of uncertainty that was removed by clarifying the codebook, and because this analysis was used to supplement the qualitative analysis of the interviews, no formal reliability test was conducted. Descriptive statistics were calculated using Excel (Microsoft Corp). To identify key events, the distribution of articles over time as well as information from policy analyses were qualitatively linked to the collected variables. Key events were identified when several newspapers covered the same topic on the same day and/or when a topic was followed-up on several subsequent days.

**Results**

In German-speaking countries, both interview participants and newspaper coverage perceived and framed contact tracing apps predominantly as governmental surveillance tools. In the following sections, we first report the findings of the interviews, followed by results of the newspaper content analysis.

**Participants’ Perceptions of Contact Tracing Apps**

In the 159 interviews conducted, more than two-thirds (110/159, 69.2%) of the participants commented on contact tracing apps and were included in this analysis (Germany n=29, Austria n=56, and Switzerland n=25). Table 1 presents the demographics of the study participants.
Most participants stated that they had heard about the option of mobile phone–based contact tracing, but several participants seemed to be uncertain about the function and scope of contact tracing apps or lumped together different technologies. For instance, the concept of individual contact tracing was sometimes confused with population surveillance measures, such as anonymous mobile phone tracking to analyze population behavior during restrictions. These different conceptions of how

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Germany (n=29)</th>
<th>Austria (n=56)</th>
<th>Switzerland (n=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>4 (14)</td>
<td>11 (20)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>31-45</td>
<td>14 (56)</td>
<td>11 (24)</td>
<td>3 (17)</td>
</tr>
<tr>
<td>46-60</td>
<td>4 (16)</td>
<td>20 (36)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>61-70</td>
<td>6 (29)</td>
<td>12 (25)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>1 (3)</td>
<td>2 (3)</td>
<td>5 (17)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14 (48)</td>
<td>34 (61)</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (52)</td>
<td>22 (39)</td>
<td>11 (44)</td>
</tr>
<tr>
<td><strong>Household</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>7 (24)</td>
<td>15 (27)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Couple</td>
<td>10 (34)</td>
<td>20 (36)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Living with child or children under 12 years</td>
<td>8 (28)</td>
<td>7 (13)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Living with child or children above 12 years</td>
<td>2 (7)</td>
<td>8 (14)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (7)</td>
<td>6 (11)</td>
<td>5 (20)</td>
</tr>
<tr>
<td><strong>Rural/urban</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big town (eg, capital, &gt;500,000 population)</td>
<td>12 (41)</td>
<td>30 (54)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Mid-sized or small town</td>
<td>9 (31)</td>
<td>15 (27)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Rural (eg, village)</td>
<td>8 (28)</td>
<td>11 (20)</td>
<td>12 (48)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed (long-term contract)</td>
<td>17 (59)</td>
<td>21 (38)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>2 (7)</td>
<td>9 (16)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Employed (short-term or precarious contract)</td>
<td>1 (3)</td>
<td>4 (7)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (14)</td>
<td>4 (7)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (14)</td>
<td>14 (25)</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
<td>4 (7)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>0 (0)</td>
<td>5 (9)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>10-14 years (eg, high-school diploma)</td>
<td>9 (31)</td>
<td>18 (32)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Higher education</td>
<td>20 (69)</td>
<td>33 (59)</td>
<td>14 (56)</td>
</tr>
<tr>
<td><strong>Household net income per month</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤€1400 (US $1693) or ≤CHF 4000 (US $4472)</td>
<td>3 (10)</td>
<td>7 (13)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>€1401-3000 (US $1694-3628) or CHF 4001-7000 (US $4473-7826)</td>
<td>7 (24)</td>
<td>23 (41)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>&gt;€3000 (US $3628) or &gt;CHF 7000 (US $7826)</td>
<td>19 (66)</td>
<td>26 (46)</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Total interviews (N=110)</td>
<td>29 (26.3)</td>
<td>56 (50.9)</td>
<td>25 (22.7)</td>
</tr>
</tbody>
</table>

*a* Investigator observed.

*b* Self reported; categories were adjusted based on country-specific income levels.
contact tracing could be employed were also a source of confusion and uncertainty about what mobile phone–based tracing would actually entail.

What I don’t quite understand here is whether it’s about who is positive or simply controlling masses of people, such as navigation systems in traffic. That uses data to control traffic volume. I don’t know exactly how it is supposed to work, that the people who are positive sign up themselves, so to say, or whether the database is maintained and you don’t even know whether you are in it or not. [Swiss participant 15]

A few participants also stated that they were not well informed about the topic at the time of the interview, indicating that they were not sure whether they could endorse the use of digital tracking tools due to their limited understanding or stating that they were aware of the tools but had not yet formed an opinion on their use.

Perceiving Contact Tracing Apps as Governmental Surveillance Tools

Participants perceived contact tracing apps as governmental surveillance tools and embedded them in a broader societal context (Figure 2). However, “surveillance” was framed by participants in different ways. Some participants viewed such surveillance as a mechanism that empowers the authorities to control individual compliance with measures, which provoked negative sentiments. By contrast, other participants justified such contact tracing apps as surveillance tools for authorities that helped contain the pandemic without too many further restrictions. Yet other participants balanced the perils of surveillance against the specific needs to contain the pandemic:

Controlling is not necessarily a threat. [German participant 7]

Although German and Swiss participants generally spoke about contract tracing apps only when asked about them specifically, approximately 20% of Austrian participants brought up the topic spontaneously, and their responses were also often more elaborate in length than the responses from Swiss and German participants.

Compatibility With Democracy

In all three countries, participants related contact tracing apps to Asian countries, such as China, which had already been using digital contact tracing technology for viral containment when the interviews were conducted. Although a few participants referred to the success of Asian countries in virus suppression as proof of the usefulness of these applications, most others used a comparison with “totalitarian states” as an argument against contact tracing apps, stating that the tools were incompatible with democratic values and rights.

Yes, I’ve heard about [the idea of contact tracing apps] and I completely reject it, I must say because my own data is simply too insecure, not protected and I don’t want the state or whoever evaluates this data to know exactly where I was, what I did. And it also has a touch of the Chinese state or something [sic].
In Asia, it is already being practiced without people critically questioning it. But I am absolutely against it. [German participant 41]

By contrast, some participants framed contact tracing apps as tools that support authorities to control the viral spread:

I really believe in these apps because I think that if they are handled consistently, they can really reveal a lot of information to the authorities to develop certain measures or to react to the course of the disease [sic]. [German participant 3]

Participants also indicated a list of prerequisites that they considered crucial for a contact tracing app to be compatible with democracy: trust, privacy, voluntariness, and a time limit on data retention and use. The first prerequisite concerned the level of trust in national and local authorities. Since contact tracing apps were perceived as a surveillance measure of authorities, the level of trust towards these authorities was an important factor for people’s willingness to participate. Participants in all three countries expressed the fear that the pandemic could be exploited by governments to install long-term surveillance systems, weighing the possible benefits of virus containment against the erosion of human rights:

I understand, of course, that this can be used to do contact tracing and potentially contain virus spread and I can see its usefulness. It's just, I'm struggling with the question of how much a crisis justifies intervening in basic human rights? And I think the problem is, if there is no pushback, then you might end up in a situation. I mean, I think that is what happened after the terrorist attacks in London and the US, that suddenly the NSAs of the world are created. And then nobody really knows what kind of information they actually have. And that shouldn't be the case in a democracy. So I think that citizens should be aware that some things are very difficult to undo later on. [German participant 42]

The distrust of authorities was expressed most prominently by Austrian participants, who repeatedly called for more transparent communication about the app. They criticized a lack of clarity in communication surrounding how location and movement data were analyzed, possible extensions regarding the functionality of the app, or the role of the Austrian government in an app that was originally launched by Red Cross Austria, a nongovernmental organization. Austrian participants also seemed to be uncertain whether the app could be used for personalized tracking later on. They feared penalties for noncompliance or expressed concerns about a creeping loss of privacy. Others indicated skepticism surrounding a lack of clarity of how data would be used from the app.

So on the one hand the minister says: “Watch out because of this data on Facebook or whatever, or with people that want to call you or steal your login.” On the other hand, he says we should use the Red Cross app. But they don't say what happens to the app or your data in the background [i.e. for other than contract tracing purposes], do they? I don’t quite believe them, unfortunately. That’s the only thing I don't really believe, to be honest. [Austrian participant 46]

In the second prerequisite, many participants stressed the need to develop contact tracing apps that were compatible with existing privacy and data protection regulations:

I have heard about it [contact tracing apps] and I know that there are different models. So for me, it’s just that I'm generally quite skeptical, that such things could be abused. For example, I don’t do anything with YouTube or Facebook or whatever. I'm a bit old-fashioned in that sense. But last night I heard that someone in Switzerland has now created a program where data wouldn’t go into any server anywhere, that it would just stay in your own smartphone and one wouldn't know any phone numbers of the people you met. And it wouldn't be stored anywhere. If that were so, I could say, yes, let’s do it. [Swiss participant 31]

Third, many participants believed that voluntariness was a key prerequisite for contact tracing apps to be compatible with democratic values and human rights. Although participants in all three countries mentioned this topic, we found it most predominantly mentioned in the Austrian data. Some Austrian participants even envisaged the possibility of “class action lawsuits” [Austrian participant 25] against the government and considered “strategies how to defend” themselves [Austrian participant 27] in case of the possibility of compulsory app use. Two Austrian participants even stated that they would rather die than be monitored by the government.

Finally, participants also thought that these tracing apps should be used temporary and only in the context of special circumstances such as the COVID-19 pandemic. Some participants suggested that the data should be erased when it was no longer needed, whereas others reiterated their concern that the data should only be used for the purposes indicated and not to build a surveillance state. One participant noted that although it made sense to use the app now, they intended to uninstall it by the end of the year, whereas another participant noted that these apps would no longer be justified when vaccines or other treatments are available.

**Embedding Contact Tracing Apps in a General Technological Context**

Participants from all countries linked tracing apps to other applications that collect data, such as social media, credit cards, or shopping cards, with the underlying concern that their data might be misused. The idea that others might be able to watch over one’s actions and whereabouts was unnerving for some participants, particularly concerning uncertainty to where the data would be stored, who would have access to data for how long, and whether the crisis would erode privacy principles that would later be hard to re-establish:

I don’t know, with technology, I always get the impression that these things creep in like crazy. Like we accept everything with every normal app because we only have the [binary] option not to use it or to accept the terms of use. [Austrian participant 45]
Others were specifically concerned about the way the government or other powerful actors might use the information in the future:

\[
\text{We reveal so many things but we don't know yet how this could be used against us in the future [...] So people should be careful and I believe that the state has far too much power over us in that context.} \\
\text{[Austrian participant 5]}
\]

Some participants seemed generally suspicious of surveillance technologies because of their potential for abuse, extending their suspicion of platforms such as YouTube or Facebook to digital tracking tools. Others said that their smartphones were already tools for individual surveillance. They suggested leaving smartphones at home to avoid being traced, or jokingly noted that they speak in dialect so that those “listening” will not understand:

\[
\text{I have a Huawei phone and I believe that the data will be delivered to China. That is why I always speak dialect because then the Chinese cannot understand me [laughing] [sic].} \\
\text{[Austrian participant 6]}
\]

Moreover, some participants worried that this technology could negatively affect not only their own lives but also how people relate to each other:

\[
\text{For me, it is not an option for everybody to be so high-tech. That's what it's all about. That you can see where somebody is. Who has been with whom in some way and so on. I find that threatening. I find that threatening. And I don’t really want that.} \\
\text{[Swiss participant 22]}
\]

Embedding contact tracing apps in their general attitude towards technology led some to generally reject contact tracing apps. For others, by contrast, such consideration relativized their privacy concerns. For instance, one participant noted that they had already been recorded a hundred times on camera when driving into the city. Other participants suggested and expressed acceptance that people had long lost control over their data and their lives.

**Impact on the Individual Level**

Some participants also focused on the impact the app might have on the individual level. Some of them focused on the potential personal benefit when using the app by framing contact tracing apps as a useful individual warning and information tools to proactively avoid COVID-19 infection. They hoped to get warnings to avoid risky situations, thereby decreasing personal uncertainty and providing orientation: “My wife and I, we would download and use it [contact tracing app] immediately and hope to be warned if someone comes too close. Or has come too close” [German participant 12]. This view was mainly taken by participants without practical experience with these apps, as none of the apps include such an immediate warning function. Moreover, contact tracing apps were framed as tools that affect individual responsibility. A few individuals perceived them as a tool that enables them to take individual responsibility: “I would probably also install the app on my cell phone, just because I find it helpful for me to know that if I picked up the virus somewhere, I could inform people, hey, watch out and stuff.” [Austrian participant 15]. One participant said that they wished people would behave more responsibly, indicating that they felt contact tracing apps were only necessary because people were not acting responsibly enough.

Many of those participants who were skeptical of tracing apps were concerned about their privacy, expressing uneasiness about such tools “lying on the bedside table” [German participant 4] and comparing mobile phones to “personal diaries” [German participant 22] that they considered very private. Participants also expressed concerns about data protection in connection with contact tracing apps. To protect their data safely, some advocated for local data storage and against data silos.

**Comparative Content Analysis of Newspaper Coverage**

To further contextualize our participants’ perceptions of contact tracing apps, we also performed a content analysis of newspaper coverage on contact tracing apps during the interview period (April 6 to May 6, 2020). By quantitatively and qualitatively comparing coverage from the four most-read newspapers of each country, we identified country-specific differences that laid out the basis for comparative interpretation as presented later in the discussion.

A total of 194 newspaper articles from 12 newspapers of the three German-speaking countries were included in the media content analysis (see Table 2). The nature of newspaper coverage regarding tracing apps was similar in the three countries studied, but Germany tended to have longer articles than the other two countries (see Multimedia Appendix 3).
Table 2. Sampling of newspapers and articles.

<table>
<thead>
<tr>
<th>Country and newspaper</th>
<th>Genre</th>
<th>Publisher</th>
<th>Number of included articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switzerland</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neue Zürcher Zeitung</td>
<td>International quality newspaper</td>
<td>NZZ Mediengruppe</td>
<td>31</td>
</tr>
<tr>
<td>Tages Anzeiger</td>
<td>National quality newspaper</td>
<td>Tamedia</td>
<td>19</td>
</tr>
<tr>
<td>Neue Luzerner Zeitung</td>
<td>Regional newspaper</td>
<td>CH Media</td>
<td>10</td>
</tr>
<tr>
<td>Blick</td>
<td>National tabloid</td>
<td>Ringier</td>
<td>5</td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Süddeutsche Zeitung</td>
<td>International quality newspaper</td>
<td>Süddeutsche Zeitung GmbH</td>
<td>27</td>
</tr>
<tr>
<td>Die Welt</td>
<td>International quality newspaper</td>
<td>Axel Springer Verlag</td>
<td>23</td>
</tr>
<tr>
<td>taz, die tageszeitung</td>
<td>National quality newspaper</td>
<td>Taz Verlags-genossenschaft</td>
<td>16</td>
</tr>
<tr>
<td>BILD</td>
<td>National tabloid</td>
<td>Axel Springer Verlag</td>
<td>1</td>
</tr>
<tr>
<td>Austria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurier</td>
<td>National quality newspaper</td>
<td>Kurier Zeitungsverlag und Druckerei GmbH</td>
<td>23</td>
</tr>
<tr>
<td>Der Standard</td>
<td>National quality newspaper</td>
<td>Standard Verlagsgesellschaft m. b. H.</td>
<td>16</td>
</tr>
<tr>
<td>Die Presse</td>
<td>National quality newspaper</td>
<td>Die Presse Verlags-Gesellschaft m.b.H. &amp; Co KG</td>
<td>23</td>
</tr>
<tr>
<td>Krone.at</td>
<td>National tabloid</td>
<td>Mediaprint</td>
<td>0</td>
</tr>
</tbody>
</table>

Frames and Country-Specific Key Events

From the end of March to the beginning of April, German-language newspapers in all three countries reported geolocation or Wi-Fi–based tracking apps used for the anonymous analysis of population mobility or individual surveillance. Articles reported anonymous mobile phone data analysis to assess population mobility during the lockdown in all three countries. German and Austrian newspapers critically reported political discussions to use nonanonymous data for individual surveillance and raised fundamental concerns regarding basic human rights and democratic legitimacy. Swiss newspapers reported predominantly positive aspects and did not raise such concerns. In Austria, newspapers focused those concerns directly on the Austrian app, which was launched in March. In this context, the president of the first chamber of the Austrian Parliament, Wolfgang Sobotka, speculated publicly about making the Austrian app mandatory in an interview with the Austrian news magazine profil. This fueled already-existing concerns about civil rights and privacy violations in that context.

Similarly, the German health minister Jens Spahn attracted much critical coverage when, on March 25, 2020, he publicly considered including new options for tracking and surveillance in the updated German Epidemic Law. Even though newspapers in Germany reacted with similar concerns as those in Austria, the topic did not stay in the news as long as in Austria. Nevertheless, the launch of Robert Koch-Institut’s “data donation app” on April 9, 2020, was accompanied by predominantly critical coverage about lack of transparency and insufficient data protection.

Starting at the end of March, the Swiss and German newspaper coverage discussed proximity tracing (meaning registering close contacts rather than using location data) as a possible assistance tool for contact tracing after the so-called lockdown period. Even though data protection and privacy issues were discussed, proximity tracing was introduced to potentially overcome these issues. To that end, the German and Swiss newspapers evaluated such applications more positively than Austrian newspapers, which were predominantly critical towards the potential privacy implications of the Austrian app. In mid-April, German and Swiss media picked up disagreements on data storage mechanisms within the PEPP-PT research consortium. Swiss coverage focused on the Swiss epidemiologist Marcel Salathé who argued for a decentralized data storage system. In that context, Swiss newspapers reported supportively about the Swiss contact tracing app in development. In Germany, where researchers had initially favored a centralized data storage system, the same éclat caused discussions about data protection requirements. On April 27, 2020, the German government announced that they had decided on a decentralized data storage system. This was evaluated positively in the newspapers. All three countries also compared nationally discussed solutions of contact tracing apps with international applications, especially those in active use in Israel, China, and South Korea, and criticized those as being largely inconceivable in Western European democracies. Country-specific framings and key events are presented in detail in Multimedia Appendix 4.

National and International Views on Coverage

In Swiss and German coverage, the international collaboration of researchers involved in research needed for the development of such an app was mentioned more often than in Austria (see Table 3).
Table 3. Stakeholders cited in newspaper articles.

<table>
<thead>
<tr>
<th>Stakeholders cited</th>
<th>Germany (n=67)</th>
<th>Austria (n=62)</th>
<th>Switzerland (n=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governmental actors or politicians</td>
<td>28 (42)</td>
<td>30 (48)</td>
<td>36 (55)</td>
</tr>
<tr>
<td>Nongovernmental actors</td>
<td>9 (13)</td>
<td>11 (18)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scientific and medical experts</td>
<td>22 (33)</td>
<td>5 (8)</td>
<td>32 (49)</td>
</tr>
<tr>
<td>Legal experts</td>
<td>4 (6)</td>
<td>18 (29)</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Experts from humanities or social sciences</td>
<td>9 (13)</td>
<td>1 (2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Celebrities or VIPs</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Civil society</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Private companies</td>
<td>4 (6)</td>
<td>3 (5)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

In general, Austrian coverage tended to focus more on a national perspective than Swiss and German coverage, where newspapers repeatedly referred to the international PEPP-PT research initiative. This, in turn, led to coverage on the topic of centralized versus decentralized data storage in these two countries, which did not come up as frequently in Austrian newspaper coverage (see Table 4). In all three countries, tracing and tracking applications were repeatedly connected to totalitarian surveillance states, such as China, or even Asian democracies such as South Korea, where surveillance apps were used as containment strategies.

Table 4. Topics mentioned in newspaper articles.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Germany (n=67)</th>
<th>Austria (n=62)</th>
<th>Switzerland (n=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main topic a , n (</strong>)</td>
<td>6 (9)</td>
<td>16 (25)</td>
<td>15 (23)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>1 (2)</td>
<td>4 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>4 (6)</td>
<td>12 (18)</td>
<td>26 (40)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>1 (2)</td>
<td>4 (6)</td>
<td>7 (11)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>2 (3)</td>
<td>3 (4)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>1 (2)</td>
<td>2 (3)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>25 (37)</td>
<td>17 (27)</td>
<td>29 (45)</td>
</tr>
<tr>
<td><strong>Main topic</strong></td>
<td>N/A^b</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^A topic was defined as the “main topic” if it was mentioned in the title or the first paragraph of the article. There was only one main topic per article but otherwise an indefinite number of topics could be coded if necessary.

^Not applicable.

Discussion

Even though policymakers in Germany, Austria, and Switzerland framed contact tracing apps as safe and helpful tools to contain the viral spread, most participants perceived contact tracing apps as governmental surveillance tools. This perception was represented in all interviews and across all three countries. What varied, however, was how people framed and assessed this form of governmental surveillance. Many participants reflected on the compatibility of contact tracing apps with Western democracies. Newspaper coverage periodically framed these apps in a similar fashion by using three frames that were predominantly covered in April 2020: (1) critical examination of the impact of contact tracing apps on individual privacy and the compatibility with existing data protection regulations; (2) simultaneous framing and comparison with digital surveillance tools used in Asian countries, especially China, provoking a contrasting view to Western democracies; and (3) periodical focus on country-specific political and scientific stakeholders. Privacy issues were a predominant concern expressed by participants and in newspaper coverage; these issues also mirror the early concerns expressed in the literature [43,60]. People were concerned about the impact of contact tracing apps on individual freedom and privacy, in line with concerns commonly
expressed in the newspaper articles reviewed in this study. Participants emphasized that it was a matter of principle for them: The use of a digital tool that was perceived to be so intrusive in people’s privacy should never be made mandatory. Indeed, the voluntariness of contact tracing apps is also debated and emphasized by experts, including what voluntariness means in this context [61-63]. Nevertheless, ethicists have more recently criticized this emphasis on privacy and pointed to other ethical issues that were left aside in app development, such as safety and effectiveness [60,64], social justice issues [65,66], or the potentially problematic policy influence of Apple and Google in that context [18,67].

Possible Explanations for Low Uptake Rates

At the time of writing this manuscript, over half a year after the launch of the respective contact tracing apps, app developers and authorities were facing lower user rates than initially expected [8,9]. This constitutes some tension with other government measures that also limited people’s freedom but were readily accepted; for example, the majority of people in Germany and Austria supported compulsory face mask use a few months later [12,68,69].

One reason for this might be that the early perception as a surveillance tool for authorities left many people reluctant to use contact tracing apps. The observed tendency to put these contact tracing apps into a broader context of technological surveillance tools and privacy concerns might have triggered general concerns of privacy that are known to be particularly important in the German-speaking areas [70], and the same has been reported in the French context [18]. Newspapers reporting the use of contact tracing and tracking apps in Asian countries might have further deepened the impression that these applications are not aligned with democratic principles of individual privacy and freedom since these applications were considered by interview participants and newspapers alike to be not compatible with privacy regulations and democratic principles as understood in the European context.

The broad contextualization of contact tracing apps makes factual information about the app itself (such as it contributes to controlling the pandemic, data is anonymized, and location tracking impossible) less effective, as people tend to use pre-existing concepts from other technologies to avoid cognitive dissonance, which occurs when expectations and performance contradict each other [71]. Thus, even though the performances of the apps are privacy-friendly, those who are generally skeptical towards digital tools and surveillance still expect them to be dangerous, despite the crucial efforts of app developers and policymakers. This points to the underlying and unsolved issues of regulating digital tools, data ownership, and nontransparent use and economization of data [67].

Likewise, Barth and Jong [72] suggested that the privacy paradox, in which people share some information willingly but are reluctant to share information with others, was relying on risk-benefit assessment (see also [60]). It is plausible that a subset of people considers contact tracing apps to have more privacy-related risks than benefits. Indeed, the currently available contact tracing apps have little personal benefit but promise to serve the common good by contributing to pandemic containment. Proof of effectiveness has been difficult to demonstrate thus far because user rates have been lower than originally suggested [14], so potential benefits could not unfold, and it is challenging to collect relevant data for quality control due to privacy constraints. Showing the benefits of contact tracing apps on an individual and a societal level might increase the uptake, but would need to be reliable, ideally through direct empirical evidence of effectiveness.

Public Trust and Transparent Communication

Particularly in Austrian interviews, people criticized what they perceived to be the absence of transparent political communication. For example, the public speculation of the president of the first chamber of the Austrian parliament, Wolfgang Sobotka, that the use of the Austrian app may become mandatory seemed to undermine people’s trust. It also influenced participants’ responses in the days following this particular event. Although most Austrian participants trusted the Red Cross, the fact that Red Cross launched the app was often considered less relevant than the function of the app as a surveillance tool for authorities. Trustworthiness was generally a less dominant topic in Swiss and German interviews. In both countries, epidemiologists and app developers were frequently given a voice in newspapers. For instance, newspaper coverage followed discussions of app developers about centralized or decentralized data storage, or it critically reflected on political considerations connected to voluntariness and whether to introduce a legal basis for surveillance measures. These issues were publicly discussed and addressed prior to the release of contact tracing apps in June, and upon their launch, it was already legally binding that apps could not become compulsory and needed to employ decentralized storage systems. This is in sharp contrast with other examples, such as in France, where a centralized storage system was implemented despite privacy concerns [18]. Such discussions prior to launch might have promoted public trust in authorities and could be a possible reason for the higher relative uptake numbers in Germany and Switzerland as compared with those in Austria. This is further supported by our finding that German and Swiss newspapers framed the discussion, particularly the scientific discussion behind app development, from a more international perspective, whereas Austrian newspapers focused on the national issues of the already-released app. In line with our findings, recent ethical inquiries have also identified public trust as the most critical element for the uptake of contact tracing apps [18,40,73–75].

Conflation of Different Mobile Phone–Based Tracking Apps

Newspapers and interview participants alike often conflated different tracking applications (anonymous geolocation or Wi-Fi data population analysis vs. real-time personal GPS tracking versus Bluetooth-based proximity tracing). This seems to have confused people and may have solidified concerns surrounding the possibility of ubiquitous surveillance because instances where de-identified information was collected were interpreted as personalized tracking. These uncertainties and misconceptions seemed to be associated with uneasiness and general skepticism. These findings highlight the difficult task for governments to communicate about the apps they plan to introduce transparently,
clearly, and simply, while including sufficient information to allow people to distinguish between different applications [76,77].

Limitations
This study did not assess the exact prevalence of specific views on, or experiences with, contact tracing apps in the general population in the three countries or regions examined. Instead, we sought to explore how people describe their practices regarding contact tracing apps where they have had personal experience, and their normative, factual, and emotional reference points when discussing the design, utility, and effect of digital contact tracing. To contextualize the data obtained from the large-scale interview study, we also carried out an analysis of mainstream news media in the three countries or regions that was limited by the fact that newspapers were the only format examined and other mass media (such as television, radio, and social media) were excluded. No reliability testing was conducted because we interpreted the data relationally and qualitatively, looking for relationships rather than statistical significance. As such, this article provides context-specific insights into digital tracking tools during a specific period in the COVID-19 pandemic. Even though we sought a balanced demographic distribution, the final sample of interview participants is slightly skewed towards people with higher educational levels (more than 10 years), those who are under 70 years of age, and those in the Austrian sample living in urban areas. However, because this is a qualitative analysis not aiming for statistical representativeness, every view was considered independent of how many participants had stated this view. Given that several interviewees supported every view we report and that we were able to draw what in the grounded theory approach is called a “middle-range theory,” we conclude that we have reached satisfying theoretical saturation [78]. Although we did report when issues were mentioned particularly frequently or particularly rarely, any quantification in terms of how many citizens support these views is subject to further quantitative inquiries, such as follow-up surveys, which go beyond the scope of this paper. In the Swiss context, only the German-speaking part is covered both in terms of newspaper coverage and interview participants. Since there are considerable cultural differences between Swiss language regions [79], our findings are limited to the German-speaking part of Switzerland.

Conclusions
Newspapers from and people living in German-speaking countries perceived digital contact tracing apps as surveillance tools popularized by authorities during the first wave of the COVID-19 pandemic in April 2020, attributing a broad range of interpretations, evaluations, and impact to this perception. Even though privacy was a common concern among participants, many also framed surveillance in a positive way and saw contact tracing apps as tools that could benefit society in containing the viral spread. Others saw the potential for personal and societal benefit, affording users better control over their exposure risk. Voluntariness and trustworthiness were most frequently discussed by Austrian participants, in line with Austrian newspaper coverage and political discussions at that time. The early launch of the Austrian Stopp Corona app has, on the one hand, made the topic more immediately relevant for both study participants and mass media. On the other hand, ongoing debates about the voluntariness and the use of apps for checking individual compliance through the authorities might have caused more severe and lasting rejections in Austria than in Germany or Switzerland, where the relative uptake of the apps was slightly higher.

Although communication from authorities and app developers shapes peoples’ early perceptions of contact tracing apps, their previous experiences and expectations with authorities and digital tools also play an important role. Thus, when authorities plan to implement new digital tools and practices in the future, they should be very clear in communicating the objectives, the contribution of this technology, and how it differs from other, possibly similar, tools that may be problematic or may have been previously used in a problematic way. Similarly, even in cases where there is a pressing need for the use of new tools, it is important to address publicly and solve ethical, legal, and social issues related to such technologies prior to their launch—existing concerns related to new technologies need to be addressed proactively. Finally, to overcome the privacy paradox, the effectiveness of contact tracing apps needs to be evaluated and communicated.
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Abstract

Background: Contact tracing apps are an essential component of an effective COVID-19 testing strategy to counteract the spread of the pandemic and thereby avoid overburdening the health care system. As the adoption rates in several regions are undesirable, governments must increase the acceptance of COVID-19 tracing apps in these times of uncertainty.

Objective: Building on the Uncertainty Reduction Theory (URT), this study aims to investigate how uncertainty reduction measures foster the adoption of COVID-19 tracing apps and how their use affects the perception of different risks.

Methods: Representative survey data were gathered at two measurement points (before and after the app’s release) and analyzed by performing covariance-based structural equation modeling (n=1003).

Results: We found that uncertainty reduction measures in the form of the transparency dimensions disclosure and accuracy, as well as social influence and trust in government, foster the adoption process. The use of the COVID-19 tracing app in turn reduced the perceived privacy and performance risks but did not reduce social risks and health-related COVID-19 concerns.

Conclusions: This study contributes to the mass adoption of health care technology and URT research by integrating interactive communication measures and transparency as a multidimensional concept to reduce different types of uncertainty over time. Furthermore, our results help to derive communication strategies to promote the mass adoption of COVID-19 tracing apps, thus detecting infection chains and allowing intelligent COVID-19 testing.

(J Med Internet Res 2021;23(2):e25893) doi:10.2196/25893
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Introduction

Background

At the onset of the COVID-19 pandemic, people, organizations, and governments worldwide were plunged into uncertainty [1], leading to changes in everyday behavior [2,3]. To control the pandemic and protect lives, the authorities have implemented different policies, which range from recommendations (eg, enhanced hand and respiratory hygiene or ventilating rooms) over relatively mild measures (eg, maintaining social distance or mandatory face masks) to far-reaching interventions in civil rights (eg, restrictions in human mobility or lockdowns) [4-6].

Fighting the pandemic effectively is a complex challenge, since limited resources in the health care system and restrictions in everyday life need to be considered simultaneously [7,8]. Consequently, measures to control the pandemic have to be coordinated [9]. Especially when there is no widely available appropriate vaccine, testing, contact tracing, and isolation are considered to be the most essential measures against COVID-19 [9,10]. From a health care management perspective, testing is a key element and provides valuable information regarding the
spread of the virus over time [9]. However, limited testing budgets and test resources such as trained personnel, indicator reagents, polymerase chain reaction devices, or laboratories are the bottlenecks that limit test capacities [11]. Eames and Keeling [12] already showed during the first severe acute respiratory syndrome–related coronavirus pandemic in 2003 that contact tracing, followed by treatment or isolation, is an effective measure in the fight against infectious diseases when testing capacities are limited [13]. Nevertheless, the effectiveness of contact tracing depends primarily on timely and comprehensive collection and processing of data [14,15]. Manual contact tracing only meets these requirements to a limited extent, as it is time and resource intensive, and prone to errors [16]. The resulting urgent need for action toward digital solutions has become evident, as health authorities are collapsing under the burden of manual contact tracing [16].

Contact tracing apps have attracted discussions among politicians, epidemiologists, and the public. These apps aim to systematically identify COVID-19 infection chains and allow a timely and targeted implementation of further measures such as testing and quarantine [14]. Simulation models indicate that digital contact tracing is more efficient compared to manual solutions and has the potential to prevent up to 80% of all transmissions [14,17]. To realize this potential, a majority of the population has to use the same or compatible COVID-19 tracing apps [18]. Achieving mass but voluntary acceptance of the technology is a substantial challenge for several governments [19]. The first positive effects are already expected at a penetration rate of about 20% [15]. However, the penetration rate in several countries as of October 2020 was far below this value, which illustrates the imperative for action to realize the potential of contact tracing apps [20]. Although previous studies have focused on the effectiveness [14,17,19,21] or technical specifications of COVID-19 tracing apps [18], none have examined the factors that affect a rapid and widespread adoption of a COVID-19 tracing app after its release.

Thereby, the use of COVID-19 tracing apps may be related to various uncertainties. These uncertainties can be classified into general health-related COVID-19 concerns and app-specific risks in the form of performance risks and privacy risks that arise because the apps require the processing of sensitive user data [22-24]. In addition, social risks can occur as people might fear social pressure or social exclusion from using or not using the tracing app [25]. According to the Uncertainty Reduction Theory (URT), these uncertainties can be reduced by appropriate means such as transparent communication, social influence, and trust [26-29]. Thereby, the uncertainty reduction means can foster the adoption process of technologies in general [28] and COVID-19 tracing apps in particular. Since COVID-19 tracing apps are mainly released by governments or in cooperation with governmental institutions, trust in the government was examined in addition to the initial trust in a COVID-19 tracing app [24]. For a deeper understanding of the factors at play, the following research questions (RQs) were examined:

- **RQ1**: How do transparency, social influence, trust in the government, and initial trust in a COVID-19 tracing app affect the adoption process of the app?
- **RQ2**: What effect does the actual use of COVID-19 tracing apps have on uncertainties in the form of perceived privacy, performance, and social risks, as well as general COVID-19 concerns?

To address the two RQs, we developed a theoretical model based on URT. For testing the model, a representative sample of potential users of a COVID-19 tracing app were surveyed at two different times (1 week before and 4 weeks after the launch of the app) via structured online surveys. Based on this data, we performed covariance-based structural equation modeling (CB-SEM; n=1003). In the following sections, we provide information about COVID-19 tracing apps, explain the theoretical foundation, and derive the hypotheses.

**Contact Tracing Apps as a Countermeasure Against COVID-19**

This brief review aims to outline the characteristics of automated contact tracing apps for identifying contacts at risk and controlling disease transmission in humans. So far, several countries and some regions have developed and introduced independent COVID-19 tracing apps, which differ in administrative procedure and technical configuration [21]. Two major technical approaches exist: (1) GPS data is used to determine whether individuals, respective to their devices, were located within a geographical proximity for a defined period of time and (2) Bluetooth Low Energy is used to track the concrete proximity and exchange encrypted tokens with other devices in the defined proximity [30,31]. In both cases, data is used to notify people that have been in contact with a person who is infected. The recorded data is either stored on central servers (eg, the tracing app of France) or decentralized locations (eg, the tracing app of Germany) on the particular device [31]. Besides the technical configuration, tracing apps also differ in terms of administrative procedure. Although European tracing apps have been voluntarily used so far, some countries (eg, China) require citizens to install the app [24,32]. Moreover, the source code might be published or withheld by the developers (open source policy). Despite these options, regions need one specific COVID-19 tracing app or at least a suitable interface linking the different apps to achieve a sufficient adoption rate and alert people who are possibly infected [22,33]. A frequently updated overview of the COVID-19 tracing apps used in different regions and their characteristics is provided by MIT Technology Review [20]. Although Trang et al [22] showed that app design influences the likelihood of mass acceptance, there is a lack of evidence to what extent administrative aspects affect the (mass) adoption of COVID-19 tracing apps.

**Uncertainty Reduction Theory**

URT [26] originally addressed the initial interactions between strangers from a communication science perspective. The core assumption states that individuals face uncertainties in interactions with unknown partners, and individuals attempt to reduce these uncertainties. Berger and Calabrese [26] described uncertainty as a state in which a person is confronted with several alternatives concerning a stranger’s behavior. More alternatives make the individuals feel more uncomfortable because the other person’s behavior is harder to predict [34]. Although URT was initially developed to explain initial
interactions between individuals, the theory has been applied to other contexts such as recruiting processes [35], computer-mediated communication [36], online commerce [37], or organizational behavior [38]. Hence, URT is not only limited to the interaction of individuals but is also useful in other settings. For instance, Venkatesh et al [28] demonstrated that URT is suitable for explaining the technology-supported communication of individuals and institutions in an e-governance setting. Beyond, URT is also suitable in crisis situations in general and in the current COVID-19 pandemic in particular [29].

The application of URT is appropriate in times of COVID-19 since the situation is marked by various far-reaching uncertainties. Looking at COVID-19 tracing apps, different uncertainties are apparent. First, health care technologies in general often bear uncertainties concerning data privacy [39]. These uncertainties are also identified in cases of COVID-19 tracing apps, as they require the processing of sensitive personal data [22,30]. Individuals fear that their privacy will be violated and cause undesirable outcomes such as governmental surveillance [30,40]. Moreover, people are concerned that personal data is used to impose quarantine or restrict access to public places for people who do not use a COVID-19 tracing app [24]. Second, uncertainties about the true performance and functionality of tracing apps are apparent [23]. Using a mobile app to contain a pandemic is new to individuals in most countries. Hence, they cannot draw on past experiences and might question its utility (eg, false alerts or only few people using the app). Third, social risks are recognizable as people might fear social pressure or social exclusion from using or not using the tracing app [25]. Beside tracing app–related uncertainties, general health-related COVID-19 concerns arise from the pandemic itself. The main aspects of the four uncertainties considered are summarized in Table 1. In addition, the four described uncertainties are further reinforced by unverified information and fake news [41-43].

Table 1. Summary of relevant uncertainties in the context of COVID-19 tracing apps.

<table>
<thead>
<tr>
<th>Relevant uncertainties</th>
<th>Related to tracing apps</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy risks</td>
<td>Yes</td>
<td>Individuals are uncertain about data security (ie, possible data leaks or misuse by third parties). Hence, tracing apps are perceived as risky because they bear the potential loss of control over personal data [22,44].</td>
</tr>
<tr>
<td>Performance risks</td>
<td>Yes</td>
<td>Individuals are concerned that the product may not work and perform as it was designed and advertised. As a result, people are uncertain whether enough people will use apps for contact tracing and whether the technology will work as expected [23].</td>
</tr>
<tr>
<td>Social risks</td>
<td>Yes</td>
<td>Individuals might fear potential loss of status in one’s social group for using or not using the app. In addition, forced quarantine might lead to social isolation [25].</td>
</tr>
<tr>
<td>COVID-19 concerns</td>
<td>No</td>
<td>Individuals worry about negative impacts arising from the COVID-19 pandemic. Fear and anxiety about a new disease, for their own health and their relatives, can be overwhelming [45].</td>
</tr>
</tbody>
</table>

Uncertainty Reduction Measures

According to URT, individuals reduce uncertainties by passive (observing), active (target-orientated search), and interactive (interaction with the stranger) information-seeking approaches [26,27]. We discuss transparency, social influence, and (initial) trust, as these factors facilitate individual’s information-seeking strategies [28,46-48].

Notably for passive and active strategies, individuals rely on accessible and valuable information [46]. To enable people to reduce uncertainty through observation or targeted research, information must be available. If no information is obtainable, people cannot reduce uncertainties through observation or targeted research. Therefore, transparency is examined as an enabler for passive and active information-seeking strategies. We defined transparency as “the perceived quality of intentionally shared information from a sender” [49]. Drawing on recent transparency research, transparency is best understood as a multidimensional construct consisting of disclosure, clarity, and accuracy of information [49-51]. In the context of this study, disclosure is the perception that sufficient relevant information about a COVID-19 tracing app is timely and accessible. Similarly, clarity is the perception that the received information about a COVID-19 tracing app is comprehensible and lucid. For instance, the disclosure of a huge amount of information cannot be considered transparent if the information is not understandable for individuals (eg, because the information is cryptic and only consists of the technical code of the COVID-19 tracing app). This information would hinder an individual’s ability to effectively perform active and passive information seeking. Lastly, accuracy is the perception that the information about a COVID-19 tracing app is correct [49]. The apparent incorrectness of information would not lower uncertainty but might lead to concerns about hidden governmental intentions. Notably in the context of a pandemic, each transparency dimension contributes to the reduction of uncertainty, as individuals rely on sufficient, relevant, timely, clear, and accurate information to observe the unknown technology and to actively search for information [29].

Furthermore, interactive information-seeking approaches have been shown to be more efficient than passive or active strategies in reducing uncertainty [46]. As it is not possible to interact with COVID-19 tracing apps before they are released or to directly communicate with the people responsible for the app, people seek alternatives for interactive information gathering. Therefore, individuals may communicate with their peers who...
are also affected by the decision whether to use the app or not. This, in turn, has to be regarded as another active information-seeking approach rather than an interational strategy. Although communication with the social environment is interactive, the social environment is not the publisher of the app, and therefore, referring to URT, social influence is an active information-seeking approach. Social influence is expected to reduce people’s uncertainty about COVID-19 tracing apps, and it is defined “as the degree to which an individual perceives that important others believe he or she should use the new system” [52]. By knowing the preferences of their social environment, individuals’ attitudes toward using the app might be affected.

Lastly, trust is shown to reduce uncertainties and risks in different settings [53,54], and it is defined as “a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behaviors of another” [55]. We distinguish between initial trust in COVID-19 tracing apps and individuals’ trust in their government. Several positive links to uncertainty reduction exist for initial trust in new technologies. For example, in e-commerce, trust lowers customers’ uncertainties about vendor behavior [56,57]. Additionally, initial trust reduces citizens’ uncertainties in the wake of e-governance [25]. However, initial trust might change in the actual use of the app and become strengthened or weakened according to the specific experiences encountered [58]. In addition to initial trust, individuals’ trust in their government is another means to reduce uncertainties. As most COVID-19 tracing apps are published by governments, trust in the administration might reduce fears related to app use [59]. People’s trust in the government is expected to be relatively stable and not fundamentally changeable in the short term [60,61].

Transparency and Initial Trust

Based on the transparency and trust literature, it is widely believed that transparency perceptions are positively related to trust [62]. This is shown by Schnackenberg et al [63] who explored the positive role of employees’ transparency perceptions (disclosure, clarity, accuracy) in the context of employees’ trust in their manager in organizational settings. Rawlins [51] also showed a positive link between transparency and employee trust, and highlighted the mutual relation between transparency and trust. Regarding the consequences of corporate scandals, transparency can be used as a strategic tool to restore stakeholder trust in firms [64]. In financial markets, transparency is shown to influence citizens’ trust in central banks [65]. In the case of COVID-19 tracing apps, a certain degree of transparency must be achieved for people to trust the app and use the technology [24]. The formation of peoples’ initial trust in COVID-19 tracing apps relies on the quality of available information as long as there are no prior interactions between citizens and the app [53,57]. Fulfilling certain information needs (eg, by providing sufficient clear and accurate information) enables people to initially trust a COVID-19 tracing app.

- Hypothesis (H1): (a) Disclosure, (b) clarity, and (c) accuracy are positively related to individuals’ initial trust in a COVID-19 tracing app.

Trust in the Government and Initial Trust

Trust transfer theory states that individuals’ trust in a specific area can influence initial trust in other domains that are believed to have certain links to the known and trusted domain [66]. For instance, Lu et al [67] demonstrated that customers’ trust in internet payment in general influences trust in mobile payment services. As the majority of COVID-19 tracing apps are published by government institutions, trust in the government might affect initial trust in a COVID-19 tracing app. Peoples’ trust in the government is defined as the “perceptions regarding the integrity and ability of the agency providing [a] service” [53]. When people believe that the government is generally acting in citizens’ best interest and when citizens perceive the government agencies as capable to appropriately offer services, the initial trust in a COVID-19 tracing app is strengthened [53]. Recent studies on COVID-19 tracing apps noted that trust in the government influences peoples’ attitude toward the specific app [59,68]. In addition, a main reason for general negative attitudes against COVID-19 tracing apps is a lack of trust in the government [68]. Therefore, based on trust transfer theory, trust in the government fosters peoples’ initial trust in a COVID-19 tracing app [28].

- H2: Trust in the government is positively related to peoples’ initial trust in a COVID-19 tracing app.

Social Influence, Initial Trust, and Intention to Use

As previously stated, social influence can also aid the understanding of uncertainty reduction, as it might function as a substitute for interaction with the unknown and not yet available technology. Therefore, social interaction serves as an active means to gather information. The presumed reactions of the social environment will influence an individual’s attitude and behavior in a technology adoption context [52]. In terms of URT, people access their social environment as an active information-seeking means by interacting with their peers to exclude possible consequences of using or not using the specific technology. In this sense, social interaction, just like transparency, is a means of obtaining information and excluding alternatives and, hence, serves to reduce uncertainties. Li et al [69] showed that social influence is an important factor for the formation of initial trust and is therefore contributing to the exclusion of expectable negative outcomes such as perceived risks. Against this background, we argue that initial trust in a COVID-19 tracing app is not only influenced by transparency and trust in government, but is also affected by social influence.

- H3a: Social influence is positively related to individuals’ initial trust in a COVID-19 tracing app.

In addition, it is well known that social influence is an important antecedent of intention to use new technologies [70-72]. Being part of social groups (eg, family or colleagues) creates pressure on individual behavior, as people try to behave in accordance to established standards [73]. In health care settings, it has been shown that social influence is, for example, leading to smoking cessation [74] or supporting to maintain a diet [73,75]. Besides positive effects, the peer group might also foster negative behaviors such as drug abuse [76]. Therefore, social influence is a major factor to consider in the adoption process of health.
care technologies. This is particularly reinforced in the case of preventive behaviors like using tracing apps whose positive effect is not directly evident [73]. Therefore, we expect that social influence is not only influencing one’s initial trust in COVID-19 tracing apps but also impacts one’s intention to use the technology.

- **H3b**: Social influence is positively related to individuals’ intention to use a COVID-19 tracing app.

**Initial Trust and Intention to Use**

In the technology acceptance literature, trust has been shown to be positively correlated with the intention to use technology [69]. For instance, Nicolau and McKnight [77] demonstrated that individuals’ trusting beliefs increase the intention to engage in interorganizational information exchange. Furthermore, (initial) trust is identified to be an antecedent of citizens’ intention to use e-governance services [28,53]. Parker et al [24] argued that the successful launch of mobile apps to fight the COVID-19 pandemic in democratic countries relies on the ability to ensure peoples’ trust in the technology. Based on URT, we argue that initial trust is a means to exclude potential negative behavior of the technology provider. Citizens who trust a COVID-19 tracing app estimate the probability of deceitful intentions as low.

- **H4**: Initial trust in a COVID-19 tracing app is positively related to individuals’ intention to use it.

**Intention to Use and Actual Use**

According to the theory of planned behavior [78], established technology acceptance theories (eg, technology acceptance model [TAM] or unified theory of acceptance and use of technology [UTAUT]) [52,79], and the application of URT in the technology context [28], explains that individuals’ actual use of new technology is influenced by individuals’ intention to use the technology [80]. This relationship is also expected to be applicable in the context of COVID-19 tracing apps.

- **H5**: Intention to use is positively related to individuals’ actual use of a COVID-19 tracing app.

**Actual Use and Uncertainty Reduction**

Referring to URT, uncertainties concerning data privacy, app performance, social consequences, and general COVID-19 concerns are decreased by the aforementioned means during the adoption process. The actual use of a COVID-19 tracing app is the only available interactive information-seeking possibility for individuals. Therefore, it is effective as it involves a direct interaction with the unknown technology [27]. This interaction enables individuals to discard uncertainties such as performance uncertainties (eg, functionality and handling) of COVID-19 tracing apps [29]. However this mean can obviously only be used after the app has been released. The investigation of the relationship between actual use and the reduction of different forms of uncertainty further addresses the applicability of URT for technology acceptance in uncertain environments.

- **H6**: The actual use of a COVID-19 tracing app is positively related to the reduction of (a) privacy risks, (b) performance risks, (c) social risks, and (d) COVID-19 concerns.

The proposed research model is summarized in Figure 1.

---

**Methods**

**Data and Procedure**

To investigate the adoption process of COVID-19 tracing apps and test the theoretical model, data on the German “Corona-Warn-App” were collected via the panel platform respondi in two waves using structured online surveys. Members of this panel voluntarily agree to receive invitations to scientific surveys and may unsubscribe or delete their personal information at any time. Participants were assigned a randomly generated identifier, allowing us to match the results of both surveys. Nevertheless, since a third party (respondi) collected the data for both waves, we did not have direct contact with participants or access to identifying participant information. In addition, the survey did not collect any personal identifying information. Consequently, we were able to guarantee the anonymity and privacy of the participants at all times and acted in accordance with the ethical principles of the German Research Foundation.

The data collection of the first wave (t1) lasted 1 week and was completed 1 day before the app was released on June 15, 2020. Prior to the survey, the participants received the official information from the Federal German Government about the app [81]. For detailed information, see Multimedia Appendix J Med Internet Res 2021 | vol. 23 | iss. 2 | e25893 | p.1206 https://www.jmir.org/2021/2/e25893 (page number not for citation purposes)
The app was developed on Android and iOS platforms by Robert Koch-Institut in conjunction with the private companies SAP, Deutsche Telekom, and other partners on behalf of the German government [81]. For the administrative conditions, the source code is publicly available on GitHub [82,83]. Furthermore, no registration is required to run the app, and the use is voluntary. The app uses Bluetooth Low Energy technology to record contact between people. Considering data privacy and security concerns, the devices exchange temporary encrypted random codes (Bluetooth ID) with each other [84]. The use of random codes prevents conclusions from being drawn about individual users or their specific locations. These codes are stored decentralized on the mobile devices, and the tracing data collected are automatically deleted after 14 days [85].

Subsequently, the participants received a quantitative questionnaire concerning their evaluations and perceptions of the app as well as demographical information. In the second survey wave (t2), the same participants were surveyed again 4 weeks after the app was released. The actual use of the app was queried in addition to their evaluations and perceptions.

To maintain data quality and ensure scale validity, we included three attention checks and screened out participants that failed these tests. Finally, 1373 individuals completed the first survey, and 1050 participated in the second wave, yielding a completion rate of 76.47% (1050/1373). Owing to four “knock-out” criteria regarding low response times, missing data, suspicious response patterns, and outliers, 47 participants were excluded from the analysis to ensure data quality [86]. A final sample size of 1003 was then obtained. This sample is representative of Germany in terms of gender, age, and education (see Table 2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Germany, %</th>
<th>Sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50</td>
<td>490 (48.85)</td>
</tr>
<tr>
<td>Female</td>
<td>50</td>
<td>512 (51.05)</td>
</tr>
<tr>
<td>Divers</td>
<td>0</td>
<td>1 (0.10)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14-29</td>
<td>22</td>
<td>190 (18.94)</td>
</tr>
<tr>
<td>30-39</td>
<td>16</td>
<td>138 (13.76)</td>
</tr>
<tr>
<td>40-49</td>
<td>16</td>
<td>168 (16.75)</td>
</tr>
<tr>
<td>50-59</td>
<td>20</td>
<td>214 (21.34)</td>
</tr>
<tr>
<td>≥60</td>
<td>25</td>
<td>291 (29.01)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>36</td>
<td>368 (36.69)</td>
</tr>
<tr>
<td>Middle</td>
<td>31</td>
<td>315 (31.41)</td>
</tr>
<tr>
<td>High</td>
<td>33</td>
<td>320 (31.90)</td>
</tr>
</tbody>
</table>

Adoption rate of Corona-Warn-App (August 2020)*

Table 2. Representativeness description.

*Calculation of adoption rate in Germany: 16.6 million downloads / approximately 62 million smartphone users (source: Statistisches Bundesamt [87,88], and Robert Koch-Institut [83]).

**Measures**

To test the proposed research model, we used established scales that have been validated in previous studies. Except for demographics, use behavior (binary), and control variables (gender, age, education), the participants rated all items on 5-point Likert scales. Intention to use was measured by a 3-item scale [52]. For initial trust in the Corona-Warn-App, we built on a 5-item scale developed by Koufaris and Hampton-Sosa [58]. Trust in government was examined through a 4-item scale adapted from Bélanger and Carter [53]. Transparency (reflecting individuals’ perceptions of information quality) was adopted from Schnackenberg et al [63], and each dimension was based on 4 items. Privacy risks was measured on a 5-item scale developed by Rauschnabel et al [44], and a 5-item measure was adopted from Featherman and Pavlou [89] to assess performance and social risks. Finally, general COVID-19 concerns were measured through a 6-item scale by Conway et al [45].

We calculated differences for the four dimensions of risk perceptions between the two survey waves to measure the change in the perceived risk assessments. The differences were calculated using the following formula: difference variables = risk perception$_{(t1)}$ – risk perception$_{(t2)}$. The means, SDs, and correlations for all constructs are reported in Table 3. Age, gender, and education were used as controls.
Table 3. Mean, SD, and correlations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Disclosure</strong></td>
<td>3.158 (0.909)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>---a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2. Clarity</strong></td>
<td>3.647 (0.834)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.645</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>3. Accuracy</strong></td>
<td>3.566 (0.898)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.587 0.705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4. Social influence</strong></td>
<td>2.841 (1.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.440 0.427 0.585</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5. Trust in government</strong></td>
<td>3.13 (0.979)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.332 0.334 0.505 0.454</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>6. Initial trust</strong></td>
<td>3.147 (1.081)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.551 0.545 0.742 0.71 0.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>7. Intention to use</strong></td>
<td>3.022 (1.444)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.434 0.429 0.619 0.685 0.466 0.803</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>8. Actual use</strong></td>
<td>1.378 (0.485)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.288 0.307 0.377 0.419 0.355 0.512 0.595</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>9. Privacy risk</strong></td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>-0.074 0.037 -0.033 -0.100 -0.047 -0.106 -0.070 0.224</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.02 .24 .30 .002 .14 &lt;.001 .03 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>10. Performance risk</strong></td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>-0.063 -0.001 -0.055 -0.148 -0.008 -0.109 -0.091 0.169 0.595</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.045 .97 .08 &lt;.001 .80 &lt;.001 .004 &lt;.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>11. Social risk</strong></td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.031 -0.044 -0.020 0.064 -0.023 -0.001 0.025 0.008 0.007 0.086</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.32 .16 .54 .04 .47 .98 .43 .81 .83 .006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>12. COVID-19 concerns</strong></td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.070 0.081 0.038 0.057 0.042 0.04 0.033 0.011 -0.023 0.027 0.041</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.03 .01 .23 .07 .19 .21 .30 .72 .48 .39 .19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aNot applicable.

Before conducting the structural equation modeling (SEM) analysis, we tested the reliability and validity of the measurement model. One item displayed poor factor loadings and was dropped (TR_5). All other factor loadings exceeded the threshold of 0.6. Internal consistency and composite reliability were assumed, as the Cronbach alpha met the quality criteria of >.7, and the average variance extracted exceeded 0.5 [90,91]. Composite reliability of all items exceeded the cut-off value of 0.6 [92]. The final questionnaire with all constructs, related survey items, their sources, and the aforementioned indexes is presented in Multimedia Appendix 2 [44,45,52,53,58,63,89,93].
**Data Analysis**

We used the R-based JASP software (University of Amsterdam) environment to evaluate our proposed research model [94] and the lavaan code to conduct CB-SEM [95] analysis. Before performing the SEM analyses, we tested the fit, reliability, and validity of the applied model. The comparative fit index (>0.95), Tucker-Lewis index (>0.95), root mean square error of approximation (<0.08), and standardized root mean square residuals (<0.08) complied with the conventional cut-off criteria [96,97]. Based on Kline [98], the $\chi^2 / df$ ratios indicated a sufficient model fit across models (<3). Common method bias was not a problem, as the Harman single factor test indicated that only a variance of 27.6% were explained by a single factor consisting of all model items [99]. In summary, all fit indexes revealed a very good overall model fit (see Table 4), with all indicators reaching their respective thresholds.
Table 4. Covariance-based structural equation modelling results.

<table>
<thead>
<tr>
<th>Items</th>
<th>$\beta$ (SE)$^a$</th>
<th>$P$ value</th>
<th>Assessment of hypotheses</th>
<th>Index values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypotheses</td>
<td></td>
<td></td>
<td></td>
<td>N/A$^b$</td>
</tr>
<tr>
<td>H$^1$1a</td>
<td>.140 (.030)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H1b</td>
<td>-.028 (.041)</td>
<td>.45</td>
<td>Rejected</td>
<td></td>
</tr>
<tr>
<td>H1c</td>
<td>.375 (.035)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>.201 (.022)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H3a</td>
<td>.377 (.025)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H3b</td>
<td>.207 (.033)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H4</td>
<td>.670 (.035)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>.599 (.013)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H6a</td>
<td>.222 (.048)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H6b</td>
<td>.169 (.049)</td>
<td>&lt;.001</td>
<td>Supported</td>
<td></td>
</tr>
<tr>
<td>H6c</td>
<td>.005 (.064)</td>
<td>.88</td>
<td>Rejected</td>
<td></td>
</tr>
<tr>
<td>H6d</td>
<td>.012 (.031)</td>
<td>.72</td>
<td>Rejected</td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Age $\rightarrow$ PRPP$^d$</td>
<td>-.090 (.002)</td>
<td>.005</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Age $\rightarrow$ PR$^e$</td>
<td>-.062 (.002)</td>
<td>.06</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Age $\rightarrow$ SR$^f$</td>
<td>-.004 (.002)</td>
<td>.91</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Age $\rightarrow$ CC$^g$</td>
<td>-.064 (.000)</td>
<td>.06</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Gender $\rightarrow$ PRPP</td>
<td>-.001 (.047)</td>
<td>.96</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Gender $\rightarrow$ PR</td>
<td>.000 (.048)</td>
<td>.99</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Gender $\rightarrow$ SR</td>
<td>.015 (.062)</td>
<td>.63</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Gender $\rightarrow$ CC</td>
<td>-.017 (.030)</td>
<td>.59</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Education $\rightarrow$ PRPP</td>
<td>-.006 (.020)</td>
<td>.85</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Education $\rightarrow$ PR</td>
<td>.000 (.021)</td>
<td>.99</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Education $\rightarrow$ SR</td>
<td>.020 (.027)</td>
<td>.54</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Education $\rightarrow$ CC</td>
<td>-.007 (.013)</td>
<td>.84</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Indexes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparative fit index</td>
<td>N/A</td>
<td></td>
<td></td>
<td>0.975</td>
</tr>
<tr>
<td>Tucker-Lewis index</td>
<td>N/A</td>
<td></td>
<td></td>
<td>0.972</td>
</tr>
<tr>
<td>RSMEA$^h$</td>
<td></td>
<td></td>
<td></td>
<td>0.040</td>
</tr>
<tr>
<td>SRMR$^i$</td>
<td></td>
<td></td>
<td></td>
<td>0.057</td>
</tr>
<tr>
<td>Chi-square ($df$)</td>
<td>N/A</td>
<td></td>
<td></td>
<td>1270.187 (491)</td>
</tr>
<tr>
<td>Chi-square / $df$</td>
<td>N/A</td>
<td></td>
<td></td>
<td>2.587</td>
</tr>
</tbody>
</table>

$^a$Standardized path coefficients; standard error of the estimators in parentheses.
$^b$N/A: not applicable.
$^c$H: hypothesis.
$^d$PRPP: reduction of privacy risks.
$^e$PR: reduction on performance risks.
$^f$SR: reduction of social risks.
$^g$CC: reduction of COVID-19 concerns.
$^h$RSMEA: root mean square error of approximation.
$^i$SRMR: standardized root mean square residuals.
Results

The standardized path coefficients, significance levels, and fit indexes are summarized in Table 4. As illustrated in Figure 2, information disclosure and accuracy are positively related to initial trust, supporting H1a (β=.140; P<.001) and H1c (β=.375; P<.001). In contrast, H1b was rejected (β=-.028; P=.45), as information clarity shows no relation to initial trust. H2 was supported (β=.201; P<.001) as trust in governance and initial trust were positively related. Furthermore, there was support for H3a (β=.377; P<.001) and H3b (β=.207; P<.001), as the results showed a positive relation between social influence toward initial trust and intention to use. The observed relationship between initial trust and intention to use was positive, supporting H4 (β=.670; P<.001). We also found support for H5 (β=.599; P<.001), as intention to use was positively related to the actual use of a COVID-19 tracing app. Finally, we found a positive relationship between actual use and privacy and performance risks, thus supporting H6a (β=.222; P<.001) and H6b (β=.169; P<.001). In contrast, H6c (β=.005; P=.88) and H6d (β=.012; P=.72) were rejected as actual use was not related to social risks or COVID-19 concerns, respectively. The control variables gender and education were not related to the reduction of the four dimensions of uncertainty reduction, while age was negatively related to privacy risk reduction.

Figure 2. Results of structural equation model. H: hypothesis. ***P<.001.

In addition to the hypothesized direct relationships between social influence and the intention to use the COVID-19 tracing app, we conducted a post hoc analysis to investigate the potential indirect effects of social influence on the intention to use the COVID-19 tracing app mediated by initial trust. The mediation effects were examined with the help of the procedure according to Baron and Kenny [100] and are depicted in Table 5. We found evidence that the indirect effect was significant (β=.253; P<.001). As the direct effect of social influence toward the intention to use has been shown to be significant before (H5), we postulated that the relationship of social influence and intention to use is partially mediated by initial trust.

Table 5. Mediating effect.

<table>
<thead>
<tr>
<th>Effect</th>
<th>β (SE)</th>
<th>P value</th>
<th>Mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indirect effect: social influence → initial trust → intention to use</td>
<td>.253 (.022)</td>
<td>&lt;.001</td>
<td>partial mediation</td>
</tr>
<tr>
<td>Total effect: social influence → intention to use</td>
<td>.460 (.029)</td>
<td>&lt;.001</td>
<td>–</td>
</tr>
</tbody>
</table>

aStandardized path coefficients; standard error of the estimators in parentheses.

Discussion

General Discussion

In this study, we investigated how uncertainty reduction measures can foster the adoption of COVID-19 tracing apps and, consequently, the reduction of uncertainty perception. In this section, we discuss the antecedents of initial trust, intention, and actual use of the app, as well as the reduction of specific uncertainties. Based on URT, transparency and social influence are antecedents of initial trust. In terms of transparency, we found that initial trust in COVID-19 tracing apps is positively influenced by the disclosure and accuracy of information. However, accuracy had a considerably higher effect on initial trust than the disclosure dimension. This shows that, although it is important to receive sufficient information, the perceived validity of the information is crucial. Unexpectedly, we found no effect between information clarity and initial trust in the Corona-Warn-App. This may be due to the peculiarities of the COVID-19 pandemic, as people likely became used to constantly encountering new complex information and thus accepted a lower level of information lucidity. Despite the missing effect between clarity and initial trust, our findings are consistent with the existing transparency-trust literature [51,62,63].

As proposed, social influence positively affects individuals’ initial trust. The integration of social influence in the URT context reveals that social influence serves as an active information-seeking strategy, thus meeting the demand of Venkatesh et al [28] to integrate UTAUT variables into URT. Especially in situations where direct interaction with the unknown technology is not possible, the communication with peers becomes important. In addition, we identified a positive relation between social influence and intention to use. This is in line with technology acceptance and health care literature [52,70,73]. In addition, we were able to show that initial trust partially mediates the relationship between social influence and intention to use COVID-19 tracing apps. Furthermore, we examined the effect of trust in the government on initial trust and intention to use.
in COVID-19 tracing apps and found a positive relationship between these concepts. This is consistent with the trust transfer theory and current studies on COVID-19 tracing apps [59,68]. It is important to note that trust in government has a smaller effect on individuals’ initial trust compared to transparency and social influence. Therefore, people who are critical of the government can still develop initial trust in the app through other short-term influenceable means such as transparent communication.

Additionally, we observed a positive relation between initial trust and intention to use. This result is consistent with URT [27,28] and confirms the common understanding of trust in the context of technology acceptance (for a meta-analysis, see Wu et al [101]). As expected, people who have a high intention to use a COVID-19 tracing app are more likely to use it. Nevertheless, our results also revealed, as most studies have, that an intention-behavior gap exists [102].

Considering uncertainty reduction specifically, we found that the actual app use increases COVID-19 tracing app–related uncertainty reduction. Individuals’ uncertainty reduction of perceived privacy and performance risks was significantly increased by using the app. Thus, we found support for Trang et al [22], who stated that data privacy and app performance (benefits) need to be considered in the development of tracing apps. In addition, our results did not indicate a reduction of social risks nor a reduction of general COVID-19 concerns. As COVID-19 concerns span broader health-related fears, they cannot be solely linked to the functionality of the app or interaction with it. Tracing apps do not provide direct protection but are mainly intended to identify infection chains to implement further appropriate actions such as intelligent testing and quarantine [9]. This explains why the use of a COVID-19 tracing app has no impact on the reduction of these general health-related fears. Further, it indicates that people using tracing apps are not getting more reckless but still recognize the virus’s threat. Regarding social risks, the use and nonuse of the app is less visible to nearby people than wearing a face mask or complying with social distance regulations. Therefore, individuals’ actual use behaviors might be unrelated to social consequences as long as the use of such an app is not mandatory, for example, to use public transportation or enter restaurants or other places. For the controls, we found that age was negatively correlated to the reduction of privacy risks. This effect is rather small and in line with research emphasizing that privacy concerns are more pronounced and stable among older people than among younger individuals [103].

**Theoretical Implications**

Our study design and findings contribute to the literature in several ways. First, we demonstrated with our study design how mass adoption problems can be investigated over time in the health care management context using the example of a COVID-19 tracing app. By applying URT, we contributed to its empirical validation in general and introduced it to the field of health care management. The application is particularly valuable in the health care context, as this area is characterized by uncertainties that may lead to serious and far-reaching consequences, as is apparent in times of the COVID-19 pandemic [104]. Second, it was shown that interactive information-seeking strategies, such as app use, are appropriate for reducing related uncertainties (eg, privacy and performance risks). By collecting the data in two measurement periods (before and after the release of the app) and calculating difference variables to quantify the uncertainty reduction, we validated the impact of the use of a technology on uncertainty reduction. The use of specific uncertainty reductions as outcome variables is theoretically stronger for URT than the use of outcome variables such as satisfaction proposed by Venkatesh et al [28]. Third, further theoretical contributions were made by integrating recent transparency research [49] into URT. Thereby, our results highlighted the importance of considering transparency as a multidimensional construct [49]. Transparency perceptions are essential as they form the basis for active and passive information-seeking strategies. By using the recent DCA-transparency scale [63], we further elaborated on the role of transparency (ie, information quality) in URT as proposed by Venkatesh et al [28]. Finally, it was shown that trust transfer theory holds true in the investigated setting. Although trust in the government is not a major antecedent for initial trust in COVID-19 tracing apps, individuals’ trust in the government should still be considered in governmental technology publishing.

**Implications for Practice**

The adoption rates of voluntary COVID-19 tracing apps differ largely among countries and are mostly below the critical thresholds, which hinders their effectiveness [14,20]. To improve acceptance, governments can adopt the following implications in their communication strategies. First, governments that introduce a voluntary COVID-19 tracing app (or other technologies) should engage in a transparent communication process. A supply of sufficient information, which must be perceived as accurate, is thus required. However, transparent communication only works if the service itself exceeds certain standards such as data privacy and security [22]. Second, interactive information-seeking strategies of individuals must be managed. These strategies (eg, app use) are shown to be efficient in terms of uncertainty reduction. Hence, governments should provide appropriate formats to enable interactive information seeking before release. Such formats can be demo versions, realistic previews, question and answer sessions, or even hackathons. Finally, our findings are extendable to other technologies and settings. For example, if there are other digital trends in the health care system (eg, digital health record or video doctor), our results can be applied to achieve (voluntary) technology (mass) acceptance. Whenever governments or organizations develop and publish new services (eg, disaster alarm app), other uncertainties such as financial risk, time risk, or psychological risk may arise and should be considered. The conscious management of the (transparent) publication process can promote a successful launch of a technology. By understanding the multidimensional nature of perceived information quality, both organizations and governments can reflect and develop their own technology implementation strategy. Hence, many of the implications outlined here may also be relevant to future pandemics and public health crises.
Limitations and Future Research

Although the results of this study provide important insights, the study has some limitations. As the results are based on data related to the German COVID-19 tracing app, the generalizability of our findings for other regions may be restrained due to cultural differences. Thus, future research should expand this study by including other countries. Further, actual app use was self-reported by the participants and might be untrue in some cases. However, the app adoption rate in our sample was comparable with the adoption rate in the German population during the second survey wave (see Table 2). To advance URT, researchers can examine the communication channels that are most suitable to ensure transparency and reduce different uncertainties. After some studies have dealt with the design [105], the technical configuration [22], and the ethical guidelines [106], we studied the requirements for adequate app implementation and communication. Therefore, future research should investigate means to ensure mid- and long-term app acceptance and use.

For most of the population, the Corona-Warn-App was a new concept at the time of its release. Since then, the app and its functionality have become relatively well known and widespread. For this reason, follow-up research should investigate the role of descriptive norms (ie, how others actually behave) besides subjective norms, which we have investigated in the form of social influence (ie, how important others think one should behave), for the adoption process [107].

Moreover, the data underlying this study originated a few days (t1) before and 4 weeks (t2) after the launch of the COVID-19 tracing app in Germany and, thus, between the first and second waves of infection. In the meantime, various measures against the pandemic have been implemented, and more information about the virus, its spread, and mortality are available. These insights should be considered in follow-up studies. For example, the distribution and adoption of new SARS-CoV-2 vaccines represent a milestone in the fight against the pandemic. Therefore, follow-up studies should examine whether these insights influence the use of the COVID-19 tracing app and uncertainty perceptions.

Conclusion

A key strategy in fighting the COVID-19 pandemic is the testing and subsequent isolation of individuals who are potentially infected. The automatic contact tracing via mobile apps offers an important contribution to the decision of which people need to be tested with regard to limited testing capacities. Our study offers original insights on the factors driving the mass acceptance of COVID-19 tracing apps to identify infection chains and control the pandemic. Building on URT and through a longitudinal empirical study on the adoption process, we investigated how uncertainty reduction measures affect the adoption of COVID-19 tracing apps and how their use affects the perception of different risks. We analyzed representative data through CB-SEM. The results revealed that the transparency dimensions of disclosure and accuracy, as well as social influence, trust in government, and initial trust positively affect the adaptation process, whereas no effect was observed for the transparency dimension clarity. Further, we showed that the actual use of COVID-19 tracing apps reduces the perceived uncertainty regarding performance and privacy risks, but no effect on the reduction of social risks and COVID-19 concerns was identified. Finally, we derived theoretical and practical implications concerning the communication strategy of contact tracing apps in particular and for health care technologies in general.
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Abstract

Background: The COVID-19 pandemic imposed an acute, sharp rise in the use of video consultations (VCs) by general practitioners (GPs) in Norway.

Objective: This study aims to document GPs' experiences with the large-scale uptake of VCs in the natural experiment context of the pandemic.

Methods: A nationwide, cross-sectional online survey was conducted among Norwegian GPs during the pandemic lockdown (April 14-May 3, 2020). Each respondent was asked to evaluate up to 10 VCs. Basic demographic characteristics of the GPs and their practices were collected. The associations between GPs' perceived suitability of the VCs, the nature of the patients' main problems, prior knowledge of the patients (relational continuity), and follow-up of previously presented problems (episodic continuity) were explored using descriptive statistics, diagrams, and chi-square tests.

Results: In total, 1237 GPs (26% of the target group) responded to the survey. Among these, 1000 GPs offered VCs, and 855 GPs evaluated a total of 3484 VCs. Most GPs who offered VCs (1000/1237; 81%) had no experience with VCs before the pandemic. Overall, 51% (1766/3476) of the evaluated VCs were considered to have similar or even better suitability to assess the main reason for contact, compared to face-to-face consultations. In the presence of relational continuity, VCs were considered equal to or better than face-to-face consultations in 57% (1011/1785) of cases, as opposed to 32% (87/274) when the patient was unknown. The suitability rate for follow-up consultations (episodic continuity) was 61% (1165/1919), compared to 35% (544/1556) for new patient problems. Suitability varied considerably across clinical contact reasons. VCs were found most suitable for anxiety and life stress, depression, and administrative purposes, as well as for longstanding or complex problems that normally require multiple follow-up consultations. The GPs estimate that they will conduct about 20% of their consultations by video in a future, nonpandemic setting.

Conclusions: Our study of VCs performed in general practice during the pandemic lockdown indicates a clear future role for VCs in nonpandemic settings. The strong and consistent association between continuity of care and GPs' perceptions of the suitability of VCs is a new and important finding with considerable relevance for future primary health care planning.

(J Med Internet Res 2021;23(2):e26433) doi:10.2196/26433
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Introduction

Background

The digitalization of medical consultations in general practice (family medicine) has in many countries received increasing interest in recent years, with a particular focus on video consultations (VCs) [1-3]. However, the implementation of VCs by general practitioners (GPs) has been relatively slow and supported by limited and inconclusive evidence [4]. The emergence of the COVID-19 pandemic introduced an abrupt and strong stimulus for rapid adoption of VCs in many contexts, producing an effect that was arguably most striking in settings where a digitalization process had already started [5,6].

Prepandemic research on VCs in general practice has mostly been characterized by small studies on selected patient groups [7,8]. Results indicate that VCs might be useful for selected patients or health problems and have the potential for increased patient empowerment, practical convenience, and efficiency gains [9,10]. However, concerns have been raised regarding the clinical quality and suitability of VCs, and both patients and clinicians still consider face-to-face consultations the gold standard [7,8,11,12]. More knowledge is needed about the optimal use of VCs in general practice, from both an organizational and a clinical perspective [13].

In the context of face-to-face consultations, continuity of care [14] has been associated with positive health outcomes for patients, including increased life expectancy [15,16]. There is little knowledge regarding the impact of VCs on the doctor-patient relationship and to what extent a pre-existing doctor-patient relationship might impact the quality and outcome of VCs. The introduction of VCs in situations where GPs deliver continuity of care to their patients (relational continuity) and are familiar with their ongoing health problems (episodic continuity) may have a positive impact compared to situations where continuity of care is not established [17].

Textbox 1. The Norwegian General Practitioner Scheme.

The Norwegian health care system is based on the principles of universal access, decentralization, and continuity of care [20]. Since 2001, all Norwegian citizens may sign up with (and change, if desired) a GP, and 99% have chosen to do so. The system is financed by taxation, together with income-related employee and employer contributions and out-of-pocket payments (copayments). Private medical insurance is limited. Although national health care policy is controlled centrally, responsibility for the provision of primary health care is decentralized. GPs act as coordinators of municipal services and gatekeepers to specialized care. On average, a GP has about 1100 patients and often provides other medical services in the municipality one day per week.

Evaluation of VCs During the COVID-19 Pandemic

In association with the COVID-19 pandemic, recommendations regarding the use of VCs by GPs and their patients have been issued based on clinical expertise and relevant evidence [13,21]. The lockdown led to a rapid uptake of VCs during a very short time period, creating a natural experiment where the effectiveness and suitability of VCs could be explored across a wide range of health problems [5].

Ideally, the large-scale implementation of VCs should have been rigorously monitored by detailed research on both GPs and patients. Due to the pressing circumstances of the lockdown, such systematic evaluation was not deemed feasible. However, conducting a large-scale survey of GPs’ experiences with the use of VCs during the lockdown was achievable and can contribute to filling important knowledge gaps.

The overall aim of this survey was to explore how GPs in Norway perceived the suitability of VCs compared to ordinary face-to-face consultations during the COVID-19 lockdown. In addition to addressing the suitability of VCs across a wide range of health problems (reasons for contact), we were also interested in knowing whether continuity of care (ie, prior knowledge of the patient/problem) had an impact on GPs’ perceptions of VC suitability.

Use of VCs in Norway Before and During the COVID-19 Pandemic

Before the COVID-19 pandemic, around 3% of all GP consultations in Norway were performed digitally [18]. The societal lockdown in Europe in spring 2020 had a strong impact on general practice in Norway. On March 16, 2020, the Norwegian Ministry of Health and Care Services encouraged all GPs to adopt a solution for VCs [19]. The reimbursement system for GPs was also temporarily modified to strengthen the use of medical consultations via text, video, or telephone (Textbox 1). Data from the main providers of VC solutions showed that, while almost all 4822 GPs in Norway installed a solution for VCs, less than 2000 GPs used VCs during the period April 15-May 3, 2020.

During the first phase of the lockdown in mid-March 2020, many GP offices restricted physical access and triaged all contacts via telephone or online communication. Almost 60% (171,169/299,148) of all GP consultations in Norway were performed digitally from March 16 to March 22 (Multimedia Appendix 1). In the last week of March, 25% (34,814/141,501) of all digital consultations were VCs (Multimedia Appendix 2). From May 11 to May 17, the proportion of digital consultations decreased to 30% (85,026/286,419), of which 19% (16,278/85,026) were VCs.

Most GP offices still offered face-to-face consultations for urgent issues. However, digital consultations were conducted even in situations where a physical examination would have been deemed necessary before the COVID-19 lockdown, such as acute abdominal pain or chest pain. At the time of data collection, the main technical solution for VCs in Norway was an external video application not integrated with the GP’s electronic patient record systems. However, the patients’ medical record was available to the GPs during the VCs.

http://www.jmir.org/2021/2/e26433/
Methods

Study Design and Setting
A prospective nationwide online cross-sectional survey was conducted among GPs in Norway during the COVID-19 pandemic lockdown (April 14-May 3, 2020). The survey was addressed to all GPs registered in Norway. Basic demographic characteristics of the GPs and their practices were collected. Each GP also indicated the number of consultations and other activities conducted during the day when the survey was taken.

A central part of the survey addressed GPs’ experiences with VCs before and during the pandemic. Each GP was asked to evaluate up to 10 consecutive (or otherwise unselected) VCs during the COVID-19 lockdown, preferably conducted during the same day. The evaluation of each VC included 13 questions that covered the GPs’ prior knowledge of the patient (relational continuity), whether the reason for contact was a new problem or a follow-up (episodic continuity), the total number of presented problems, the nature of the main problem (as perceived by the GP), the perceived suitability of VC compared to an envisaged face-to-face consultation for the main problem, and actions (one or more) taken by the GP during/after the VC. The GP’s perception of the patient’s satisfaction with the VC, the technical quality of each VC, and their willingness to use VC in a similar situation after the COVID-19 pandemic were also recorded. Finally, the GPs were asked to estimate the overall proportion of VCs they personally envisaged in their practice in a “normalized” future, in light of their accumulated experience with the medium.

Questions were multiple choice with 2-11 alternative answers, depending on the topic. Questions concerning users’ experiences were scored on a 3-point or 4-point Likert scale. Regarding patients’ reasons for contact, a total of 78 alternatives were offered. This list was informed by the International Classification of Primary Care, second edition (ICPC-2), but was less detailed. Regarding actions taken during or after each VC, 16 alternatives were offered. We consulted the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) to develop the survey and report its results [22]. The survey was pilot tested by a panel of experienced GPs. The survey was conducted in Norwegian through the Netigate application. The results have been translated into English for the purpose of publication.

Data Collection
To obtain access to GPs’ updated contact emails on very short notice, the research team collaborated with Norwegian Health Informatics, a web-based portal that hosts an online clinical decision support product (NEL), to which approximately 98% of all Norwegian GPs subscribe [23]. An invitation was sent to all subscribers by a unique link that ensured both the authenticity and anonymity of the respondents. GPs who did not receive a personal invitation by email or were nonsubscribers of NEL were encouraged by a well-established social media group for GPs to register their email addresses on the Norwegian Health Informatics website. It took approximately 30-60 minutes to complete the survey. Data collection was undertaken in the period April 14-May 3, 2020. Several reminders were sent by email and social media.

Data Analysis
Results were summarized by descriptive statistics, diagrams, and chi-square tests with 95% CIs. Background data from this survey were compared to available information on all GPs in Norway. The associations between suitability of VCs and relational continuity, episodic continuity, and the nature of the patients’ main problems were explored by diagrams, tables, and chi-square tests. The defined significance level was .05.

Before further analysis was performed, the 78 alternative reasons for contact were merged into 27 more overarching categories (e.g., knee, hip, shoulder, and back problems were merged into “musculoskeletal issues”). We also merged “better” and “same” into one category regarding suitability. Data were analyzed in IBM Statistical Package for the Social Sciences (SPSS; Version 26.0, IBM Corp).

Ethics
Ethical considerations were included in all phases of the survey. Participating GPs were informed that participation was voluntary and anonymous. We did not elicit sensitive information or demographic characteristics that could reveal the identity of the GPs. For the evaluated VCs, we did not elicit patients’ age, sex, specific diagnoses, or other sensitive or person-related information. Distribution of the survey to GPs’ email addresses was handled by an independent party (Norwegian Health Informatics). No linkage key was established, and participants’ IP numbers were not accessible to any party. Further approvals were thereby not required, according to Norwegian health research legislation, verified by the Norwegian Centre for Research Data (NSD).

Results
Characteristics of the GPs
A total of 1237 GPs participated in the survey, representing 26% (1237/4822) of the total GP population in Norway [24]. Of these, 1000 (81%) answered that they were equipped to offer VCs at the time of the survey, and 855 contributed evaluations of at least one VC (Table 1).

On average, each GP conducted 20 consultations during the surveyed working day. Of these, 6.9 (34.5%) were face-to-face consultations, 5.3 (26.5%) were VCs, 3.3 (16.5%) were text-based e-consultations, and 4.5 (22.5%) were telephone consultations. Of the 855 participants, 74 (9%) had no face-to-face consultations on the study day. Most of the respondents (80%; 687/855) did not have any experience with the use of VCs before the COVID-19 pandemic.
Table 1. Characteristics of the 855 general practitioners who evaluated one or more video consultations.

<table>
<thead>
<tr>
<th>Characteristics of the general practitioners (N=855)</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>480 (56.2)</td>
</tr>
<tr>
<td>Male</td>
<td>368 (43.0)</td>
</tr>
<tr>
<td>No answer</td>
<td>7 (0.8)</td>
</tr>
<tr>
<td><strong>Experience in years as a general practitioner</strong></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>174 (20.3)</td>
</tr>
<tr>
<td>6-10</td>
<td>189 (22.1)</td>
</tr>
<tr>
<td>11-20</td>
<td>287 (33.6)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>205 (24.0)</td>
</tr>
<tr>
<td><strong>Inhabitants of the municipality of practice</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>130 (15.2)</td>
</tr>
<tr>
<td>10,000-50,000</td>
<td>295 (34.5)</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>143 (16.7)</td>
</tr>
<tr>
<td>100,000-500,000</td>
<td>217 (25.4)</td>
</tr>
<tr>
<td>&gt;500,000</td>
<td>70 (8.2)</td>
</tr>
<tr>
<td><strong>Experience with video consultations before the COVID-19 pandemic</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>687 (80.3)</td>
</tr>
<tr>
<td>Limited (1-50 video consultations)</td>
<td>123 (14.4)</td>
</tr>
<tr>
<td>Relatively good (&gt;50 video consultations)</td>
<td>45 (5.3)</td>
</tr>
</tbody>
</table>

**Description of the VCs**

On average, each GP provided an evaluation of 3.8 VCs. The final data set included 3484 unique VCs between GPs and patients (Table 2).

In most VCs (79%; 2760/3484), the GP knew the patient well beforehand, while the GPs described only 8% (276/3484) of the patients as previously unknown. More than half of the consultations (55%; 1921/3481) were a follow-up of a previous problem. On average, 1.9 (median 2.0) problems/issues were discussed during each consultation. Half of the VCs (51%; 1766/3476) were considered to have similar or even better suitability to assess the main reason for contact compared to face-to-face consultations. For 15% (514/3476) of the VCs, the GPs expressed concern that they might not have detected potential signs of serious illness. The lack of opportunity to physically examine the patient was reported as a “major loss” or “some loss” in 25% (884/3475) and 36% (1232/3475) of the VCs, respectively. In 85% (2967/3475) of cases, the GPs perceived that the patient was satisfied with the VC. The technical quality was considered good in 90% (3118/3475) of the VCs. Half of the GPs (1704/3475) considered it realistic to handle a similar issue by VC after the COVID-19 pandemic.
Table 2. Characteristics of the 3484 recorded video consultations. Missing answers (ranging from 0-9 general practitioners per question) are not displayed.

<table>
<thead>
<tr>
<th>Characteristics of the video consultations (N=3484)</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General practitioner’s pre-existing knowledge of the patient</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>1788 (51.3)</td>
</tr>
<tr>
<td>Good</td>
<td>972 (27.9)</td>
</tr>
<tr>
<td>Some</td>
<td>448 (12.9)</td>
</tr>
<tr>
<td>None</td>
<td>276 (7.9)</td>
</tr>
<tr>
<td>Main reason for contact</td>
<td></td>
</tr>
<tr>
<td>New problem</td>
<td>1560 (44.8)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>1921 (55.1)</td>
</tr>
<tr>
<td>Total number of contact reasons discussed</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1471 (42.2)</td>
</tr>
<tr>
<td>2-4</td>
<td>1930 (55.4)</td>
</tr>
<tr>
<td>&gt;4</td>
<td>75 (2.2)</td>
</tr>
<tr>
<td>Suitability of video consultation compared to a face-to-face consultation for the same reason</td>
<td></td>
</tr>
<tr>
<td>Better or same</td>
<td>1766 (50.7)</td>
</tr>
<tr>
<td>Worse</td>
<td>1709 (49.1)</td>
</tr>
<tr>
<td>Suitability of video consultation to assess the severity of the main reason for contact compared to a face-to-face consultation</td>
<td></td>
</tr>
<tr>
<td>Better or same</td>
<td>1767 (50.7)</td>
</tr>
<tr>
<td>Worse</td>
<td>1709 (49.1)</td>
</tr>
<tr>
<td>Loss from not being able to examine the patient physically</td>
<td></td>
</tr>
<tr>
<td>No loss</td>
<td>1359 (39.0)</td>
</tr>
<tr>
<td>Some loss</td>
<td>1232 (35.4)</td>
</tr>
<tr>
<td>Major loss</td>
<td>884 (25.4)</td>
</tr>
<tr>
<td>Concern about not picking up signs of serious illness</td>
<td></td>
</tr>
<tr>
<td>Not worried</td>
<td>2009 (57.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>953 (27.3)</td>
</tr>
<tr>
<td>Worried</td>
<td>514 (15.0)</td>
</tr>
<tr>
<td>General practitioner’s perception of patient satisfaction with video consultation</td>
<td></td>
</tr>
<tr>
<td>Very satisfactory</td>
<td>988 (28.4)</td>
</tr>
<tr>
<td>Satisfactory</td>
<td>1979 (56.8)</td>
</tr>
<tr>
<td>Unsatisfactory</td>
<td>368 (10.6)</td>
</tr>
<tr>
<td>Do not know</td>
<td>140 (4.0)</td>
</tr>
<tr>
<td>General practitioner’s satisfaction with technology (connection, sound, image)</td>
<td></td>
</tr>
<tr>
<td>Very satisfactory</td>
<td>1433 (41.1)</td>
</tr>
<tr>
<td>Satisfactory</td>
<td>1685 (48.4)</td>
</tr>
<tr>
<td>Unsatisfactory</td>
<td>273 (7.8)</td>
</tr>
<tr>
<td>Video consultation terminated due to technical problems</td>
<td>84 (2.4)</td>
</tr>
<tr>
<td>Motivation to conduct a video consultation for a similar health problem (reason for contact) in a nonpandemic future</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1704 (48.9)</td>
</tr>
<tr>
<td>Do not know</td>
<td>768 (22.0)</td>
</tr>
<tr>
<td>No</td>
<td>1003 (28.8)</td>
</tr>
</tbody>
</table>
Suitability of VCs and Continuity of Care

The association between GPs' perceptions of the suitability of VCs and their previous knowledge of their patients (relational continuity) is presented in Figure 1. When the GPs knew their patients “very well” beforehand, VCs were considered as having “better” or “same” suitability, compared to face-to-face consultations in 57% (1011/1785) of cases. When the patient was “unknown,” the corresponding suitability rate dropped to 32% (87/274). The difference in proportions of better/same and worse suitability of VCs between the groups of relational continuity was statistically significant ($\chi^2 = 105.3$, $P < .001$).

In Figure 2, we present the association between the GPs’ perceptions of suitability of VCs and their previous knowledge of a given patient’s presented problem (episodic continuity). VCs were considered better/same compared to envisaged face-to-face consultations in 61% (1165/1919) of follow-up consultations, as opposed to 35% (544/1556) when the patient presented a new problem. The difference in proportions of better/same and worse suitability of VCs between the groups of episodic continuity was statistically significant ($\chi^2 = 227.9$, $P < .001$).

In Table 3, we have combined relational and episodic continuity of care. We present the proportion of VCs where the suitability is considered better or the same, compared to envisaged face-to-face consultations for the same contact reason. When the GP’s prior knowledge of a patient was “very good” or “good” and the problem was a “follow-up,” 62% (1070/1719) of the VCs were considered equally or better suited than envisaged face-to-face consultations. The corresponding proportion drops to 30% (155/521) when the GP’s prior knowledge of the patient was “some” or “none” and the problem was “new.” The differences in proportion of the suitability of VCs in Table 3 are statistically significant ($P < .001$).

Figure 1. Association between relational continuity (previous knowledge of the patient) and general practitioners’ perceived suitability of video consultations compared to an envisaged face-to-face consultation for the same issue (95% CIs are illustrated by lines). GP: general practitioner; VC: video consultation.
**Figure 2.** Association between episodic continuity (new problem or follow-up of previously defined problem) and general practitioners’ perceived suitability of the video consultations, compared to envisaged face-to-face consultations for the same problem (95% CIs are illustrated by lines). VC: video consultation.

**Table 3.** Video consultations perceived by the GPs as equally or better suited compared to an envisaged face-to-face consultation, shown as combinations of pre-existing knowledge of the patient (relational continuity) and the main reason for contact (episodic continuity).

<table>
<thead>
<tr>
<th>Main reason for contact</th>
<th>Pre-existing knowledge of patient</th>
<th>Very good/good (n=2754)</th>
<th>Proportion, % (95% CI)</th>
<th>Number of video consultations, n/N</th>
<th>Some/none (n=721)</th>
<th>Proportion, % (95% CI)</th>
<th>Number of video consultations, n/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>New problem (n=1556)</td>
<td></td>
<td>389/1035</td>
<td>38 (35-41)</td>
<td>155/521</td>
<td>30 (26-34)</td>
<td>1070/1719</td>
<td>95 (60-65)</td>
</tr>
<tr>
<td>Follow-up (n=1919)</td>
<td></td>
<td>1070/1719</td>
<td>62 (60-65)</td>
<td>95/200</td>
<td>48 (41-54)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Suitability of VCs and Reasons for Contact**

GPs considered VCs to be equally or better suited for several reasons for contact, compared to envisaged face-to-face consultations (Figure 3); examples include mental illness/life stress (509/684; 74%, 95% CI 71%-78%) and various administrative purposes (107/137; 78%, 95% CI 70%-84%). On the other hand, other issues, including musculoskeletal problems (187/469; 40%, 95% CI 36%-44%) and skin disorders (98/300; 33%, 95% CI 28%-38%), were regarded as less suitable for VCs. VCs were also considered less suitable in situations involving acute chest pain, stomach pain, and fear/investigation of a potential new cancer.
Furthermore, for each main reason for contact, the perceived suitability of VCs differed according to episodic continuity of care (Table 4). For instance, the suitability of VCs for skin disorders was 30% (69/234) for a new problem and 44% (29/66) for a previously discussed problem. Corresponding numbers were 18% (33/183) and 54% (154/286) for musculoskeletal problems, and 20% (4/20) and 77% (39/51) for neurology disorders. The impact of relational continuity of care on the suitability of VCs for individual health problems is not reported due to low statistical power (few unknown patients).
Table 4. Suitability of video consultations compared to face-to-face consultations, association with main reason for contact (new problem/follow up), and the 20 most common issues/presented problems, N=3350.

<table>
<thead>
<tr>
<th>Issue/presented problem</th>
<th>Main reason for contact</th>
<th>Follow-up (n=1866)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>New problem (n=1484)</td>
<td>Better or same (n=1140)</td>
</tr>
<tr>
<td></td>
<td>Better (n=726)</td>
<td>Worse (n=529)</td>
</tr>
<tr>
<td></td>
<td>Worse (n=955)</td>
<td>Better or same (n=1140)</td>
</tr>
<tr>
<td></td>
<td>Bad or same (n=137/579)</td>
<td>Worse (n=67/105)</td>
</tr>
<tr>
<td></td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Contacts, n/N</td>
<td>Contacts, n/N</td>
</tr>
<tr>
<td>Mental illness/life stress</td>
<td>67/105</td>
<td>64 (54-73)º</td>
</tr>
<tr>
<td>Musculoskeletal problems</td>
<td>33/183</td>
<td>18 (13-24)º</td>
</tr>
<tr>
<td>Suspicion of COVID-19 or COVID-19-related</td>
<td>99/222</td>
<td>45 (38-51)º</td>
</tr>
<tr>
<td>Skin disorders</td>
<td>69/234</td>
<td>30 (24-36)º</td>
</tr>
<tr>
<td>Children</td>
<td>52/173</td>
<td>30 (24-37)º</td>
</tr>
<tr>
<td>Lung</td>
<td>27/96</td>
<td>28 (20-38)º</td>
</tr>
<tr>
<td>Administrative issues</td>
<td>45/57</td>
<td>79 (67-88)º</td>
</tr>
<tr>
<td>Gynecology and pregnancy</td>
<td>24/50</td>
<td>48 (35-62)º</td>
</tr>
<tr>
<td>Infection</td>
<td>25/84</td>
<td>30 (21-40)º</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>6/15</td>
<td>40 (19-65)º</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>2/3</td>
<td>19 (9-34)º</td>
</tr>
<tr>
<td>Complex issues and disorders</td>
<td>10/20</td>
<td>50 (29-71)º</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>12/47</td>
<td>26 (15-39)º</td>
</tr>
<tr>
<td>ENT (ear, nose, and throat)</td>
<td>23/68</td>
<td>34 (23-46)º</td>
</tr>
<tr>
<td>Neurology</td>
<td>4/20</td>
<td>20 (7-41)º</td>
</tr>
<tr>
<td>Cancer follow-up</td>
<td>2/3</td>
<td>67 (18-96)º</td>
</tr>
<tr>
<td>Eye</td>
<td>12/36</td>
<td>33 (20-50)º</td>
</tr>
<tr>
<td>Urology</td>
<td>9/22</td>
<td>41 (23-62)º</td>
</tr>
<tr>
<td>Headache</td>
<td>1/8</td>
<td>13 (1-45)º</td>
</tr>
<tr>
<td>Intoxication and addiction</td>
<td>2/4</td>
<td>50 (12-88)º</td>
</tr>
</tbody>
</table>

ºNonoverlapping CIs.

Suitability of VCs and Actions Taken in the VCs

A total of 7647 actions were registered by the GP during/after the VCs (Table 5). The most common action (47%; 1646/3476) was “comprehensive advice and guidance,” followed by planning a new VC or text-based e-consultation (34%; 1197/3476). VCs were deemed to be less suitable in situations where a physical follow-up was subsequently planned (ie, a face-to-face consultation in the near future, referrals to medical imaging, laboratory examinations, and hospitalizations; Figure 4). Prescription of antibiotics or new medications were also situations where VCs were considered less suitable. Conversely, VCs were perceived as suitable for prolonging sick leaves.
Table 5. Action taken during/after the 3484 evaluated video consultations. Several actions could be registered for each video consultation.

<table>
<thead>
<tr>
<th>Type of actions taken during/after the video consultation (N=7647)</th>
<th>Count, n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehensive advice and guidance</td>
<td>1646</td>
<td>47</td>
</tr>
<tr>
<td>Planning a new video consultation or text-based e-consultation</td>
<td>1197</td>
<td>34</td>
</tr>
<tr>
<td>Prolongation of sick leave certificate</td>
<td>791</td>
<td>23</td>
</tr>
<tr>
<td>Planning of face-to-face consultation some time ahead</td>
<td>486</td>
<td>14</td>
</tr>
<tr>
<td>Prescription of new medication</td>
<td>429</td>
<td>12</td>
</tr>
<tr>
<td>Referral to laboratory testing</td>
<td>425</td>
<td>12</td>
</tr>
<tr>
<td>Renewal of established medication</td>
<td>408</td>
<td>12</td>
</tr>
<tr>
<td>Referral to other medical specialists (nonacute)</td>
<td>395</td>
<td>11</td>
</tr>
<tr>
<td>New sick leave certificate</td>
<td>391</td>
<td>11</td>
</tr>
<tr>
<td>No new appointment made; contact doctor if needed</td>
<td>390</td>
<td>11</td>
</tr>
<tr>
<td>Planning of face-to-face consultation in near future</td>
<td>388</td>
<td>11</td>
</tr>
<tr>
<td>Various other actions</td>
<td>268</td>
<td>8</td>
</tr>
<tr>
<td>Prescription of antibiotics</td>
<td>145</td>
<td>4</td>
</tr>
<tr>
<td>Referral to medical imaging</td>
<td>119</td>
<td>3</td>
</tr>
<tr>
<td>Prescription of sedatives or hypnotics (addictive drugs)</td>
<td>90</td>
<td>3</td>
</tr>
<tr>
<td>Hospitalization or acute referral</td>
<td>79</td>
<td>2</td>
</tr>
</tbody>
</table>

*aIn total, 8 evaluated video consultations did not have a registered action.*
Figure 4. Associations between general practitioners’ perceived suitability of video consultations and actions taken during/after the consultation. The actions taken are sorted by general practitioners’ perceived suitability (better or same) of the video consultation in question, displayed in decreasing order. 95% CIs are illustrated by lines. VC: video consultation.

Envisaging the Place for VCs in a Normalized Future

Based on their accumulated experience with VCs, participating GPs estimated that on average, 19% of all their consultations (median 20%) could be conducted via video in a normalized, nonpandemic future. Further analyses showed that this estimate was not associated with the GP’s geographic context, previous experience with VCs, age, or gender.

Discussion

Principal Findings

This online, cross-sectional survey conducted among GPs in Norway during the COVID-19 pandemic lockdown provides new knowledge about GPs’ experiences with large-scale uptake of VCs within the context of an established national primary health care system. Data collection took place in a phase of the lockdown when infection rates had peaked and most GPs had adapted their working practices, including implementation of VCs, to the pandemic circumstances.

Overall, VCs were perceived as equally or even more suitable than face-to-face consultations in about half of the 3484 evaluated cases. VCs appeared significantly more appropriate in the context of an established doctor-patient relationship and in relation to a previously defined reason for contact. GPs expressed concern about immediate patient safety (ie, the risk of missing signs of serious disease) in 15% (514/3476) of the evaluated cases.

Validating the Concept of Suitability

Most of the survey was developed around the perceived suitability of VCs in general practice, compared to ordinary face-to-face consultations. It was therefore essential to ensure that the participating GPs had a shared understanding of the concept of suitability. Face validity of the term was assessed when the survey was pilot tested and was found to be satisfactory. Moreover, GPs were instructed to evaluate the suitability of VCs without emphasis on the evident gain of reducing the risk of viral contamination. Furthermore, the analysis of the association between perceived suitability and actions taken in the VCs contributed to the validation of the
suitability concept. Consultations categorized with low suitability for VCs often had an “unfinished” character, thus requiring further clinical investigations and/or referrals that could have been more effectively managed in an ordinary face-to-face consultation (Figure 4).

**Impact of Continuity of Care on the Perceived Suitability of VCs**

A central finding in this survey was a strong and consistent association between both relational and episodic continuity of care and GPs’ perceptions of the suitability of VCs (Figures 1 and 2, Tables 3 and 4). When GPs knew the patients very well beforehand, VCs were considered equally or better suited than face-to-face consultations in 57% (1011/1785) of cases, as opposed to 32% (87/274) when the patient was previously unknown. Moreover, the suitability rate for follow-up consultations was 61% (1165/1919), while for new problems it was 35% (544/1556). It is important to note that these findings arose within the Norwegian GP list system and that the patient was totally new to the GP in only 8% (276/3484) of the evaluated VCs. To our knowledge, our study presents the first large-scale analysis of the impact of continuity of care on GPs’ perceptions regarding the clinical suitability of VCs. It remains to be seen whether the quantifiable, beneficial outcomes of continuity of care found in physical consultation settings can be replicated in relation to VCs. Beyond this question, our results are in good accordance with previous findings, deliberations, and recommendations regarding quality potentials and pitfalls related to VCs [10, 21, 25, 26].

**Suitability of VCs for Specific Contact Reasons**

The predefined list of medical issues used to categorize the main contact reason (presented problem) for each evaluated VC was developed for the purpose of this survey to provide a clinically relevant overview while being general enough to safeguard patient anonymity. We acknowledge that the opportunity to categorize only one (perceived by the GP as the main) reason for contact underrated the clinical complexity of the evaluated VCs, as many of them dealt with two or more health problems (Table 2). In our VC material, mental problems and life stress, musculoskeletal disorders, and COVID-19–related contacts occurred most frequently. When most countries in Europe imposed a lockdown in March 2020, VCs were predicted to be potentially useful for consulting about COVID-19 for people with heightened anxiety, mild symptoms suggestive of COVID-19, or more severe symptoms [13]. The results from our survey confirm these predictions.

Moreover, under the given circumstances, we found that VCs were suitable for a variety of mental health problems, along with other chronic or complex issues such as chronic pain, tiredness, sleeping problems, follow-up of established cancer treatment, and administrative purposes (Figure 3). These results are also in line with previous expectations that VCs could replace in-person visits for contacts related to chronic disease reviews, counselling, or other talking therapies, or administrative appointments such as sick leave certificates [13, 27]. Chronic and complex problems are prevalent in general practice and typically involve several consultations with the GP over time [28]. In the presence of continuity of care, such problems can typically be handled in a collaborative dialogical process between doctor and patient. Further research might elucidate to what extent effective clinical relationships can be established and maintained through VCs.

Contacts related to skin problems, pediatric issues, and acute and potentially severe health problems (such as abdominal pain, chest pain, and respiratory difficulties) were found to be the least suitable for VCs. Real-time video might be a feasible alternative to face-to-face and store-and-forward (asynchronous) consultations for selected skin issues [29, 30]. However, the evidence regarding the diagnostic accuracy of VCs is still weak [30]. Particular caution must be shown in situations where patient safety might be at risk, including the evaluation of potential malignancy [29-31]. Figure 3 provides an informative overview of GPs’ perceived suitability of VCs for various contact reasons, but there is a clear need for more research to refine the knowledge about suitability for VCs in a normalized setting.

Our material included only 23 cases where the main problem was categorized as “geriatric,” and the majority of these cases were classified with low suitability for VC. This aligns well with previous concerns that VCs may not be suitable for use by frail, older patients [8]. Overall, we believe that our results regarding clinical suitability are in good accordance with previous research and recommendations for VCs [13, 26], as well as with a recent paper on the interpretative and contextualized nature of diagnostic “knowing” in general practice [32].

**Characteristics of the GPs**

Our study participants constitute approximately 26% (1237/4822) of all registered GPs in Norway. Their demographic characteristics are well representative of the GP population in Norway, with the exception of a slightly higher representation of younger doctors [24]. Since the survey was distributed through a unique link to each respondent, multiple responses from the same source can be ruled out.

Before deciding to participate in the survey, invited GPs were informed that VCs would be a central topic, but not a prerequisite for participation. This may nonetheless have attracted GPs with a positive attitude toward digital solutions. As mentioned in the introduction, many GPs who acquired VC equipment in relation to the pandemic lockdown hardly used it in practice. As previously argued, the implementation of VCs is not mainly a simple question of equipment installation, but a complex process of integrating a new consultation modality into established working routines [33]. As explained in the introduction, our estimates suggest that almost 50% of Norwegian GPs who used VCs in April 2020 participated in this survey, which is a clear strength.

**Selection Mechanisms Behind the Evaluated VCs**

On average, each participating GP performed five VCs on the day of the survey, while typically evaluating three of these. The survey instructed the GPs not to purposefully select particular types of VCs for evaluation. Although we cannot rule out possible selection bias, it is unlikely that GPs would deliberately
restrict their contribution to specific cases. The risk of substantial confirmation bias is therefore considered low.

However, other important selection mechanisms may have influenced our VC material. The study was undertaken in a lockdown period when patients were typically recommended to consult their GPs digitally or by phone before a physical consultation could be considered. In some GP offices, patients could book a VC directly through an online booking system. Beyond this, there were no formal guidelines on how to select patients for VCs. Irrespective of variations in booking systems, many GP offices would arrange physical consultations for selected urgent health problems. Nevertheless, our material includes numerous cases that would normally be considered poorly suited for VC (eg, acute abdomen and chest pain). This aligns well with the fact that participating GPs relatively often reported that they missed the opportunity to perform a physical examination (61% of cases) or expressed concern that they might have misjudged the severity of the presented health problem (15% of cases). Our results cannot be generalized to the use of VCs under nondemic circumstances, but we believe they have substantial external validity.

Current Status and Future Perspectives
The COVID-19 pandemic has led to a crisis for many people and organizations worldwide. At the same time, it has offered opportunities to rethink what is important in general practice and really put new consultation modalities to the test [34]. Overall, our study indicates that VCs have a definite role in future general practice. A crucial question is how to apply VCs to appropriate purposes in an organizationally sustainable manner. On the positive side, VCs can facilitate access and provide rapid solutions in well-selected situations. They can also enhance access to care for disadvantaged or vulnerable patients who are digitally literate but reluctant to visit the GP office. On the flip side, too liberal a use of digital consultations may contribute to a more transactional and less relational way of dealing with deeply human issues, potentially undermining the health-promoting potential of person-centered, longitudinal care [17,25]. Furthermore, it is important to monitor the impact of the implementation of digital consultation modalities on the total clinical workload [35,36]. Patients’ thresholds for contacting the GP for self-limiting conditions may decrease when digital options are easily accessible. Ineffective selection of cases for VCs might trigger physical follow-up consultations for the same problem, leading to increased workloads without associated clinical benefit.

In our study, GPs experienced technical difficulties in 10% of the consultations, somewhat less than a comparable study performed in New York City in March 2020, where technical problems were reported in 13% of consultations [37]. This indicates that more seamless integration of VCs with GPs’ electronic record systems still remains a priority. Despite some technical challenges, the GPs reported that 85% of the patients seemed satisfied with the VCs, in accordance with existing knowledge on patient experience with VCs [9,37,38]. In about half the consultations, the GPs in our survey also deemed it realistic to handle a similar issue by VC in a future, normalized situation. At first glance, this might reflect a strong belief in digitalized health care. However, our findings emerged in an extraordinary setting, where many patients and GPs reportedly felt gratitude for being able to “see” each other at all, despite the ominous threat of contagion and dramatic lockdown measures.

Comparison of clinical practice during lockdown with practice-as-usual reveals numerous discrepancies, both obvious and subtle [39]. Experience-based insight into these differences and their impact on the effectiveness and quality of care is likely to explain why the typical GP in our survey envisaged conducting only about 20% of consultations by video in a normalized future. This prediction is substantially lower than the level of enthusiasm otherwise reflected in our material but would nevertheless represent an important organizational leap for Norwegian general practice as a whole.

Conclusion
Our study of VCs performed in Norwegian general practice during the pandemic lockdown indicates a future role for VCs in future, nondemic settings. The strong and consistent association between continuity of care and GPs’ perceptions of the suitability of VCs is a new and important finding with considerable relevance for future primary health care planning. In accordance with existing literature and guidance, GPs’ perceived suitability of VCs varied considerably across reasons for contact and presented health problems. The findings cannot be directly generalized beyond the specific context of the pandemic lockdown, but nevertheless provide interesting results regarding the performance of VCs for different reasons for contact and clinical conditions. The results indicate that GPs still consider the physical examination a crucial element of many consultations to enhance both diagnostic accuracy and quality of care in a wider sense. Reflecting on the accumulated experience with VCs, most participating GPs envisaged conducting 20% of their consultations by video in a future, nondemic setting.
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Abstract

Background: Many countries across the globe have released their own COVID-19 contact tracing apps. This has resulted in the proliferation of several apps that used a variety of technologies. With the absence of a standardized approach used by the authorities, policy makers, and developers, many of these apps were unique. Therefore, they varied by function and the underlying technology used for contact tracing and infection reporting.

Objective: The goal of this study was to analyze most of the COVID-19 contact tracing apps in use today. Beyond investigating the privacy features, design, and implications of these apps, this research examined the underlying technologies used in contact tracing apps. It also attempted to provide some insights into their level of penetration and to gauge their public reception. This research also investigated the data collection, reporting, retention, and destruction procedures used by each of the apps under review.

Methods: This research study evaluated 13 apps corresponding to 10 countries based on the underlying technology used. The inclusion criteria ensured that most COVID-19-declared epicenters (ie, countries) were included in the sample, such as Italy. The evaluated apps also included countries that did relatively well in controlling the outbreak of COVID-19, such as Singapore. Informational and unofficial contact tracing apps were excluded from this study. A total of 30,000 reviews corresponding to the 13 apps were scraped from app store webpages and analyzed.

Results: This study identified seven distinct technologies used by COVID-19 tracing apps and 13 distinct apps. The United States was reported to have released the most contact tracing apps, followed by Italy. Bluetooth was the most frequently used underlying technology, employed by seven apps, whereas three apps used GPS. The Norwegian, Singaporean, Georgian, and New Zealand apps were among those that collected the most personal information from users, whereas some apps, such as the Swiss app and the Italian (Immuni) app, did not collect any user information. The observed minimum amount of time implemented for most of the apps with regard to data destruction was 14 days, while the Georgian app retained records for 3 years. No significant battery drainage issue was reported for most of the apps. Interestingly, only about 2% of the reviewers expressed concerns about their privacy across all apps. The number and frequency of technical issues reported on the Apple App Store were significantly more than those reported on Google Play; the highest was with the New Zealand app, with 27% of the reviewers reporting technical difficulties (ie, 10% out of 27% scraped reviews reported that the app did not work). The Norwegian, Swiss, and US (PathCheck) apps had the least reported technical issues, sitting at just below 10%. In terms of usability, many apps, such as those from Singapore, Australia, and Switzerland, did not provide the users with an option to sign out from their apps.
Conclusions: This article highlighted the fact that COVID-19 contact tracing apps are still facing many obstacles toward their widespread and public acceptance. The main challenges are related to the technical, usability, and privacy issues or to the requirements reported by some users.

(J Med Internet Res 2021;23(2):e23467) doi:10.2196/23467
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Introduction

Overview

The COVID-19 pandemic, the virus of which causes a highly contagious respiratory infection, has spread rapidly across the world and surpassed 20 million cases by early August 2020 [1]. The economic impact of the pandemic is felt globally with many countries slipping into recession. The COVID-19 pandemic is also turning into a job crisis, which is threatening to dismantle several industries, from aviation and manufacturing to services, tourism, and agriculture [2].

The global public health and government responses to the pandemic have been fragmented due to the urgency of actions required as a result of the stochastic spread of the virus. Some countries are implementing policies to eradicate the virus, such as Vietnam and New Zealand [3]; some countries are trying to suppress and contain the spread of the virus, such as Australia [4]; and some countries are relying on building herd immunity, such as Sweden [5]. Nonetheless, the virus continues to spread arbitrarily between regions and countries, and the epicenter of the pandemic has been moving between continents. It started with China and moved to Italy, Spain, the United States, and Brazil, with India as the next in line. Several other countries are now experiencing a second wave after initially suppressing it, with clusters of new cases popping up in many countries [6].

The speed of the authorities’ response has also proven to be a major key in containing the spread of the virus. For instance, many experts weighed in on the relatively slow response of Italy to contain the virus [7] and the fast response of South Korea in suppressing it [8]. Despite the variations in the worldwide governmental crisis responses to the pandemic and the lack of clear and uniform advice on matters as simple as the role of a mask in containing the spread of the virus [9], the measures and policies used worldwide to contain the virus remained mostly precautionary in the absence of a vaccine or a treatment. Consequently, the direct safety advice as a result of the COVID-19 pandemic continues to be about maintaining good hand hygiene, practicing social distancing between people, testing as soon as virus symptoms appear, quarantining, and, importantly, contact tracing.

Contact tracing is the process of identifying, assessing, and managing people who have been exposed to a disease to prevent onward transmission [10]. Until a COVID-19 vaccine is commercially available to the public, contact tracing tools are vital in breaking the chains of transmission of the virus. This means identifying infected people and their close contacts, testing them, and isolating them for 14 days from day zero of the exposure. For countries that managed to control the exponential growth of the virus, known as flattening the curve, extensive contact tracing was essential in minimizing large-scale community transmissions. With countries recently coming out of lockdown and opening their economies and borders again, such as France and the United States, contact tracing is the key to rapidly identifying new cases; hence, maintaining low levels of community transmissions to remain successful in containing the outbreak of the virus. Thus, in addition to comprehensive testing capacity, contact tracing is increasingly becoming important in managing this pandemic until a vaccine or a reliable viral treatment is successful and made publicly available.

For contact tracing to be beneficial in preventing onward transmission, and thereby reducing the impact of a second wave of a contagious disease such as COVID-19, it should be implemented systematically. This means having a system to securely collect, compile, and analyze data about individuals in real time, while not impinging on their privacy. As with the lack of a uniform and standardized global response to the pandemic, contact tracing technologies and approaches adopted by several countries were also diverse. For instance, on the same day in which Canada announced that they were working on a new contact tracing app [11], the United Kingdom was abandoning their contact tracing app, stating that the technology does not work [12].

Background

Contact tracing using a mobile app relies on the concept of proximity tracking. The concept behind contact tracing is to identify and keep a record of people who may have been in close proximity (eg, typically less than 1.5 meters) to other people. Therefore, once an individual is identified to be infected with COVID-19, the app will be used to retrieve and trace the other close contacts. There have been various implementations for contact tracing apps, and a range of technologies, security, and privacy approaches have been adopted across the globe. Notably, the effectiveness of these contact tracing technologies remains to be seen. More evidence is required to demonstrate whether these tools were successful in contact tracing and to determine their usefulness.

Before the COVID-19 pandemic, a range of digital and mobile health tools had been utilized for the purposes of infectious disease control and public health interventions. Aba et al [13] illustrated the variety of functionalities provided by mobile apps to mitigate the spread of the Ebola virus in Africa, ranging from contract tracing to surveillance to case management. Mobile apps have also had a similar range of success in the use of public health interventions mitigating the spread of tuberculosis in Botswana [14].
The current contact tracing apps for COVID-19, which have been widely used by several countries, mostly use Bluetooth as the underlying technology for proximity sensing. In an effort to contribute toward having a unified solution for contact tracing and to counter the limitations of using Bluetooth on the iOS platform [15], Apple and Google have also recently released a new framework to support contact tracing [16]. However, apps that implement this framework have not matured enough yet. Nonetheless, surveying the current apps in use; analyzing their privacy features, penetration, and intake; and measuring their reception by the public, including the ensuing issues faced, have not been fully explored. This is demonstrated in a survey of the prior literature, which is presented in Table S1 from Multimedia Appendix 1. We briefly summarize a review of the main studies from the literature below.

The user acceptability of contact tracing apps in five countries hit by the pandemic using a survey were investigated in Altmann et al [17]; however, the study did not review specific contact tracing apps. Similarly, several studies [18-22] did not review current COVID-19 apps through direct access of app stores. For instance, the work reported in Anglemyer et al [18] did a meta-analysis on medical databases to review contact tracing apps. Others used various methodologies to conduct their reviews. Other works, such as the one reported in Collado-Borrell at al [23], attempted to identify smartphone apps that aimed to address the COVID-19 pandemic and analyzed their characteristics. However, the study did not investigate any specific app. It only classified the apps under specific categories, such as health, fitness, or medicine. The main security and data protection aspects relating to digital contact tracing frameworks and apps were also investigated in Martin at al [24]; the paper analyzed some of the privacy aspects, such as personal information access, data retention, and location tracking. The paper also highlighted some of the app’s public penetration; however, the study was only limited to apps from Google Play.

An overview of mobile apps being currently used for COVID-19 and their assessment using the Mobile Application Rating Scale was reported in Davalbhakta et al [25]. This study was limited only to India, the United States, and the United Kingdom. Other works, such as the one reported in Vaudena [26], studied Bluetooth-based contact tracing solutions, including Decentralized Privacy-Preserving Proximity Tracing (DP-3T) and Temporary Contact Numbers (TCN) protocols, from a centralized versus decentralized point of view. As such, the vulnerabilities and the advantages of both solutions were systematically reviewed. The work focused more on the underlying architecture used and the level of privacy protection each one presented; however, it did not review specific implementations of COVID-19 apps. Only a few apps were used to represent the centralized and decentralized approaches.

The work in Magklaras and Bojorquez [22] surveyed the data regulations and technology protocols relating to COVID-19 contact tracing apps. It also provided mapping for the global deployment of the COVID-19 contact tracing apps. The paper also discussed the challenges, including some privacy aspects, relating to Bluetooth-based contact tracking technologies. The work reported in Li and Guo [27] provided an in-depth review of COVID-19 tracing app technologies and processes, including app installation and registrations, encounter data processing and communication, and notifications. The paper also analyzed the security aspects of contact tracing app architectures (ie, centralized, decentralized, and hybrid) by assessing their risk against common security attacks, such as denial of service and carryover attacks. This paper as well as an additional review paper [28] discussed some users’ common concerns, but it did not qualitatively analyze any users’ reviews.

**Study Aims**

To this end, the work presented in this paper reviews and evaluates most categories of COVID-19 contact tracking mobile apps in use today. To our knowledge, this is the first research study that primarily investigated the public’s and users’ perceptions of COVID-19 contact tracing apps. This study also aimed at studying the privacy feature implementations and the level of penetration these apps achieved. In extension to the first aim, we aimed to determine the outreach of the collated apps in terms of number of downloads, as reported not only by the app stores but also by the authorities of each of the apps’ corresponding countries. This is in addition to providing a quantitative overview of the common complaints suggested by apps users in connection to privacy, battery drainage, technical difficulties, bugs, crashes, and more. Additionally, in relation to the second aim, the underlying apps’ architecture and associated aspects, such as how the communication or handshake between two devices in proximity took place and then how close contacts were reported, were also analyzed. We also investigated the timeline of when these apps were introduced. Lastly, extending from the third aim, we attempted to understand the nature, type, and extent of data capture of the apps, such as granularity of data that was captured (ie, location, identification, and accomplices), duration of data retention, option to discard and delete records, and whether opt-out options were provided to the user without uninstalling the app.

**Methods**

**Selection of Apps, User Intake, and Penetration**

This study classified contact tracing apps based on the type of technology used for contact tracing of infected masses. This study identified six distinct technologies and an additional category commonly used or incorporated into COVID-19 tracing apps. These included Bluetooth, the DP-3T protocol, GPS, Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT), the TCN protocol, Google and Apple, and other technologies, mainly the use of Quick Response (QR) codes paired with a digital diary. These technologies are outlined in Table S2 from Multimedia Appendix 1.

The classification criteria considered the underlying technology used by the apps rather than classifying the apps based on geographical or other architectural features. This is because most of the apps in use today use Bluetooth. Therefore, classifying the apps based on the underlying technology ensures that the research is capturing most contact tracing solutions in use. For instance, contact tracing solutions used by Singapore, Australia, and Malaysia use the same technology (ie, BlueTrace).
As such, there is little benefit to the research from surveying all three of these apps.

Therefore, the research evaluated 13 apps corresponding to 10 countries and covered all the contact tracing technologies identified above. All apps were free to download. The inclusion criteria also ensured that most of the COVID-19-declared epicenters (ie, countries) were included in the sample, such as Italy and the United States. The evaluated apps also included countries that did relatively well in controlling the outbreak of COVID-19, such as Singapore; countries that had a low daily number of new infections (ie, Australia); and countries that had a medium-level daily number of new infections (ie, Pakistan).

The Swiss app was included in this study, as Switzerland was among the few countries that did not implement a lockdown. Similarly, the Swedish app was also included, given Sweden’s unique approach to building herd immunity to combat COVID-19. Informational apps or unofficial contact tracing apps were excluded from this study, except for South Korea’s Corona 100m app, which uses GPS technology for contact tracing. This app was included because Corona 100m was among the first major contact tracing apps that launched across the globe and because South Korea is one of the few countries that managed to quickly suppress the transmission of the virus. Figure 1 shows the apps that were included in this study.

Table 1 details the architecture and approaches used by each of these technologies; these are as follows:

1. Country: For each type of technology used, a sample of countries that use this technology and their contact tracing apps are provided. Where there is more than one app used in a country, the name of the corresponding app is provided. It is worth noting that this is not a comprehensive list. The aim is to evaluate some of the countries for the purpose of adding context to the data presented in the table rather than creating an inventory of apps. The next section provides more details on the selection and inclusion criteria of the apps evaluated in this study.

2. Architecture: This criterion investigates whether or not the technology used by the contact tracing app incorporates the concept of uploading contact logs to a central reporting server. The criteria used are centralized, semicentralized, and decentralized. It has proven difficult to exclusively classify the architecture of each of these technologies, as implementations varied from one app to another. For instance, some apps uploaded contact logs to a central server, but the server did not have access to the uploaded contact logs, nor was it responsible for any further contact tracing processing, while others had access. As such, this criterion should be read in conjunction with the other criteria presented in Table 1, mainly the encounter handshake and infection reporting criteria.

3. Encounter handshake: This refers to how two devices coming into close contact perform a handshake (ie, exchange identification data). Most of the technologies surveyed exchanged some form of a temporary ID, while others exchanged some form of a unique identifier that was either encrypted or in plain text, which also depended on the specific implementation of each of the apps.

Figure 1. The 13 apps corresponding to 10 countries included in this study. DP-3T: Decentralized Privacy-Preserving Proximity Tracing; PEPP-PT: Pan-European Privacy-Preserving Proximity Tracing; QR: Quick Response.
4. Infection reporting. This refers to how the contact log is reported to the central server and the role of this server in contact tracing. Most of the apps relied on the users to upload the contact logs. Implementations varied as well based on whether the health authorities had access to the contact logs or not.

5. Privacy by design. As the name suggests, this criterion explored whether the technology embedded any privacy considerations into its design specifications.

To analyze the users’ intake of each of the 13 apps under review and the penetration by these apps, this study extracted the following data for each of the apps: the name and country where the app was launched, the number of installs as per Google Play and as reported by the local news in the home country of the app, the penetration percentage as per Google Play installs and as reported by local news sources, and the launch date of each of the apps.

The number of installs were not only sourced from Google Play but also from local news outlets from the home country of each of the corresponding apps. The penetration percentages sourced from Google Play and the ones extracted from local news sources were calculated by dividing the total number of installs by the total population of the home country.

<table>
<thead>
<tr>
<th>Example countries&lt;sup&gt;d&lt;/sup&gt;</th>
<th>App information</th>
<th>App technology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bluetooth</td>
<td>DP-3T&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Australia; Singapore; Malaysia (MyTrace)</td>
<td>Centralized</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Austria; Finland; The Netherlands</td>
<td>Unique 128-bit pseudorandom identifier by the server</td>
<td>Users exchange temporary IDs issued by the server</td>
</tr>
<tr>
<td>Iceland (Ranking C-19); Italy (Diary); Jordan (Aman)</td>
<td>France; Georgia; Italy (Immi)</td>
<td>Deutschland (ITO); Italy; The United States</td>
</tr>
<tr>
<td>Privacy by design</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>DP-3T: Decentralized Privacy-Preserving Proximity Tracing.
<sup>b</sup>PEPP-PT: Pan-European Privacy-Preserving Proximity Tracing.
<sup>c</sup>TCN: Temporary Contact Numbers.
<sup>d</sup>Where there was more than one app used in a country, the name of the corresponding app is provided within parentheses.

### Investigating the Privacy-by-Design Features and Privacy Implementations of COVID-19 Contact Tracing Apps

This study expands on previous work [29] that compared the privacy aspects of the COVIDSafe app (Australia, Bluetooth) and the COVID Tracer app (New Zealand, QR code). Each of the selected apps was downloaded and evaluated thoroughly. The study first identified the underlying technology used for contact tracing by an app and the amount of personal information each app collected (ie, personal information access). To do that, the following scale was used: if an app was only collecting the name, email, and phone number of the user, then the scale was designated as low; if, in addition to this personal information, the app collected the age of the user, then the scale was designated as medium; and if an app collected the name, email, phone number, age, and any additional information, such as the address, ethnicity, or location via GPS of the user, then this criterion was rated as high.

Additionally, the study analyzed the location features and tracking capabilities for each of the apps. It investigated whether an app was tracking the movement of individuals or not (ie, location tracking). It also investigated whether the app under review knew the identity of the people in close proximity to the user or just their locations or IDs (ie, true identity vs temporary ID, such as with the TCN protocol). The criterion tracking and identifying proxies combined the encounter handshake and infection reporting features.
Furthermore, this study investigated the record-keeping time frame of each app. This was achieved by researching the duration that the contact logs were kept on the device or the authority’s remote servers for each of the apps under review.

In terms of user control, this study examined two criteria: the user’s right to forget and the geo-restrictions imposed on an app. The first criterion considered whether or not users were informed about the procedures to delete the records collected by an app. The opting-out criterion explored whether the users were able to sing in and out of the app under review. Lastly, for each app under review, the study investigated whether an app could be downloaded from anywhere or whether it was a home or region geo-restricted app (ie, geo-restriction). We referred to governments’ media releases, white papers, and developers’ announcements for the apps that were in testing phases or were not available on the Apple App Store or Google Play.

Analysing the Public Reception of COVID-19 Contact Tracing Apps

We aimed to identify the audience uptake and users’ feedback of the COVID-19 contact tracing apps under review. Data were sourced by scraping the publicly available user reviews from the Apple App Store and Google Play webpages for each of the apps. Scraping is a process or tool used to extract data from a website; in this case, reviews from Google and Apple stores. Almost 30,000 reviews were scraped and analyzed in this study. The user reviews of each of the corresponding apps were then filtered and analyzed using a brute-force keyword search methodology; this means extracting the user reviews that contained a specific keyword used in the search. Table 2 lists the keywords used in scraping the reviews. The methodology used for analyzing these reviews also accounted for the variations of each of the keywords, referred to as subkeywords. For instance, the results of scraping and analyzing certain subkeywords—doesn’t work, didn’t work, not working, Doesn’t work, Didn’t work, and Not working—were all counted toward the results of the main keyword Malfunctioning. In other words, the results reported under the keyword Malfunctioning are a concatenation of each of the individual results returned by its list of subkeywords.

Table 2. The keywords used in this study.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Subkeywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drainage</td>
<td>drain; battery; Drain; Battery</td>
</tr>
<tr>
<td>Spyware</td>
<td>spy; spied; spyware; Spy; Spied; Spyware</td>
</tr>
<tr>
<td>Malfunctioning</td>
<td>doesn’t work; didn’t work; not working; Doesn’t work; Didn’t work; Not working</td>
</tr>
<tr>
<td>Crashes</td>
<td>crash; freeze; Crash; Freeze</td>
</tr>
<tr>
<td>Privacy concerns</td>
<td>privacy issue; privacy concern; location concern; tracking me; track me; tracking us; Privacy issue; Privacy concern; Location concern; Tracking me; Track me; Tracking us</td>
</tr>
<tr>
<td>Ineffective</td>
<td>useless; rubbish; garbage; Useless; Rubbish; Garbage</td>
</tr>
<tr>
<td>Bugs</td>
<td>bug; buggy; Bug; Buggy</td>
</tr>
<tr>
<td>Installation issues</td>
<td>can’t install; doesn’t install; couldn’t install; Can’t install; Doesn’t install; Couldn’t install</td>
</tr>
<tr>
<td>Incompatible</td>
<td>can’t download; couldn’t download; incompatible; Can’t download; Couldn’t download; Incompatible</td>
</tr>
</tbody>
</table>

Results

Selection of Apps, User Intake, and Penetration

In this section, we initially describe results on app penetration. A challenging aspect of sourcing the data reported in Table 3 [30-40] was encountered when calculating the intake of the apps under study. For instance, the number of downloads for an app does not represent the true value of the actual intake. Downloading an app does not necessarily mean the app is being used. Users may simply download the app and never use it or uninstall it. In addition, there were little data available on the number of uninstalls for each of the surveyed apps. Regardless of this limitation, the number of installations for an app was not available on the Apple App Store. This has made the task of calculating the uptake of an app even more complex.

Consequently, the research required access to a more precise estimate of the installation values as compared to what Google Play was showing. Therefore, apart from consulting Google Play’s number of installs, the study referred to reliable news sources to obtain the total number of registrations or downloads for each of the apps under review. The news sources were mainly from government or developer announcements, verifiable local news sources, and published research (ie, white papers). Some of the statistical information, such as the download intakes and any data sourced from local news, was available as of early July 2020. As such, there might be a slight variation in the values presented in Table 3 as compared those at the time of the archiving of this paper. Some apps were new, so this local value was not readily available for those either. Another challenge this research study ran into was the unavailability of some of the apps on the Google Play Store. This is because they were discontinued or because they were still in demo or beta stages.
Table 3. Penetration and intake of the 13 selected contact tracing apps.

<table>
<thead>
<tr>
<th>Country</th>
<th>App</th>
<th>No. of installs, n</th>
<th>Penetration, %</th>
<th>No. of days of the app’s launch since patient zeroa, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Local news</td>
<td>Google Play Storeb</td>
<td>Local news</td>
</tr>
<tr>
<td>United States</td>
<td>PathCheck SafePlaces</td>
<td>N/A(^c)</td>
<td>10,000</td>
<td>N/A</td>
</tr>
<tr>
<td>United States</td>
<td>NOVID</td>
<td>N/A</td>
<td>10,000</td>
<td>N/A</td>
</tr>
<tr>
<td>United States</td>
<td>Care19</td>
<td>33,000 [31]</td>
<td>10,000</td>
<td>0.01</td>
</tr>
<tr>
<td>Italy</td>
<td>Immuni</td>
<td>2,700,000 [32]</td>
<td>1,000,000</td>
<td>4.47</td>
</tr>
<tr>
<td>Italy</td>
<td>SM-COVID-19</td>
<td>52,000 [33]</td>
<td>50,000</td>
<td>0.09</td>
</tr>
<tr>
<td>Norway</td>
<td>Smittestopp</td>
<td>1,427,000 [34]</td>
<td>100,000</td>
<td>26.32</td>
</tr>
<tr>
<td>Singapore</td>
<td>TraceTogether</td>
<td>2,100,000 [35]</td>
<td>1,000,000</td>
<td>35.89</td>
</tr>
<tr>
<td>South Korea</td>
<td>Corona 100m</td>
<td>1,000,000 [36]</td>
<td>N/A</td>
<td>1.95</td>
</tr>
<tr>
<td>Pakistan</td>
<td>CoCare</td>
<td>N/A</td>
<td>500</td>
<td>N/A</td>
</tr>
<tr>
<td>Australia</td>
<td>COVIDSafe</td>
<td>6,130,000 [37]</td>
<td>1,000,000</td>
<td>24.03</td>
</tr>
<tr>
<td>New Zealand</td>
<td>NZ COVID Tracer</td>
<td>573,000 [38]</td>
<td>100,000</td>
<td>11.88</td>
</tr>
<tr>
<td>Switzerland</td>
<td>SwissCovid</td>
<td>1,600,000 [39]</td>
<td>500,000</td>
<td>18.48</td>
</tr>
<tr>
<td>Georgia</td>
<td>Stop Covid</td>
<td>100,000 [40]</td>
<td>100,000</td>
<td>2.51</td>
</tr>
</tbody>
</table>

\(^a\)The first case in the country was reported on the Johns Hopkins Coronavirus Resource Center portal [30].

\(^b\)All download values have been extracted from the app’s webpage on Google Play.

\(^c\)N/A: not applicable; data for apps were unavailable because the app was new, in the case of local news, or because it was discontinued or was still in demo or beta stages, in the case of the Google Play Store.

The results of this study show that South Korea was the first country to use a mobile app for contact tracing during the COVID-19 pandemic. The South Korean app, Corona 100m, was only introduced after 20 days from the first detected case of COVID-19 in South Korea. This was followed by Singapore, Norway, and Georgia, which introduced their apps around 50 days since patient zero. The United States, Italy, and Pakistan were slower, as they introduced their contact tracing app around the 100-day mark. As reported by local news, the Singaporean (36%) and Norwegian (26%) apps had the highest penetration intake, followed by the Australian and Swiss apps, which had around 20% penetration, and the New Zealand app, which achieved around 11% penetration. Interestingly, the Italian and US apps had the lowest penetration values. The penetration intake of the apps on the Android platform, which was calculated based on the Google Play–reported number of installs for each of the apps, showed that all apps under review, except for the Singaporean app, had very poor intake (<5%).

Furthermore, this research initially intended to calculate the success rate of each of the apps in contact tracing reporting. It also aimed to survey and compare the efficacy of the apps under review. However, this was challenged by the lack of any reliable relevant data available in relation to those aspects; thus, this part of the review had to be excluded. Therefore, it is unclear whether the early introduction of contact tracing apps has contributed toward their rapid public adoption or whether these apps have played a major role in the contact tracing efforts of COVID-19. Perhaps these apps have played some part in raising awareness among the public, as in the case of the Singaporean and Australian apps, which had higher penetration intake values and lower infection numbers comparatively. However, due to insufficient data, no conclusive results can be made on the correlation between the early introduction of a contact tracing app, its higher penetration intake, and the case where low number of COVID-19 transmissions were reported.

Investigating the Privacy-by-Design Features and Privacy Implementations of COVID-19 Contact Tracing Apps

In the subsequent sections in this paper, when referring to an app, the following notation shall be used: app name (country of origin, technology used for contact tracing).

Table S3 from Multimedia Appendix 1 reviews the privacy features of the 13 apps evaluated in this study. Each of these apps was downloaded and evaluated thoroughly as per the criteria shown in Table S3 from Multimedia Appendix 1. The research also referred to white papers and developers’ announcements for the apps that were in their testing phases or were not available or accessible on the Apple App Store and/or Google Play. The same methodology was followed for the apps that were not available in English, such as Immuni (Italy, Google and Apple application programming interface [API]) [41], SM-COVID-19 (Italy, ReCoVer) [42], and Smittestopp (Norway, Bluetooth and GPS) [43].

Nine of the apps were available for free on both the Apple App Store and Google Play. Two apps—SM-COVID-19 (Italy, Google and Apple) and CoCare (Pakistan, Bluetooth) [44]—were only available on Google Play, while Stop Covid (Georgia, PEPP-PT) [45] was only available on the Apple App
Store. The Corona 100m app (South Korea, location) [46] was not available on both stores. Smittestopp (Norway, Bluetooth and GPS) was not available to download due to geo-restrictions. The Australian COVIDSafe app required an Australian phone number and a postcode to run.

Bluetooth was the most frequently used underlying technology, employed by seven apps for digital contact tracing, whereas three apps performed contact tracing through location (eg, GPS). The apps using location as the underlying technology, namely Corona 100m (South Korea, location) and PathCheck SafePlaces (United States, location), tracked and recorded the locations visited by the users. Although Corona 100m (South Korea, location) was removed from Google Play, the app integrated GPS history, data from nationwide surveillance cameras, and credit card transactions. This has sparked privacy concerns, as users of the Corona 100m app could see the date when a COVID-19 patient was infected, along with his or her nationality, gender, age, and the locations they visited.

The Norwegian, Singaporean, Georgian [45], and New Zealand [47] apps were among the apps that collected the most personal information from the users, while some other apps, such as the Swiss app [48] and the Italian Immuni app, did not collect any user information. Other apps ranged from simply collecting users’ phone numbers to additionally collecting their names or email addresses.

Data destruction was incorporated into most of the apps, which automatically deleted the users’ records after 14 days, the observed minimum amount of time implemented in most of the apps. Some kept these records for 21 days (ie, Australia) and others for 30 days (ie, Switzerland and India); the New Zealand app kept them for 31 days, while the Georgian apps kept them for 3 years, the longest of any app.

Three of the US apps—PathCheck (United States, location) [49], NOVID (United States, Bluetooth radio waves and ultrasound) [50], and Care19 (United States, GPS) [51]—did not require users to sign up before using their app. On the other hand, many apps, such as the Singaporean TraceTogether app [52], the Australian COVIDSafe app [53], and the Swiss and Indian apps, did not provide the users with an option to sign out from their app. It is noteworthy to mention that the data presented in Table S3 of Multimedia Appendix 1 are accurate as of June 30, 2020.

Analyzing the Public Reception of COVID-19 Contact Tracing Apps

Figure 2 shows the percent occurrence for each of the keywords for each app. Figure 3 shows the average ratings of the reviews for each keyword. For example, consider if a user left a review for one of the apps saying, “the app keeps on crashing,” and then gave it a rating of 2 stars. This review will then be counted toward the average mentions of the keyword crashes shown in Figure 2. The 2-star rating will also be counted toward the corresponding keyword average rating shown in Figure 3. All small values were rounded up to 0.001.
Figure 2. Percent occurrence of each keyword for each app. NA: not applicable; user reviews were unavailable, as the corresponding apps were not available on the corresponding platforms.
Three of the applications—CoCare (Pakistan, Bluetooth), SM-COVID-19 (Italy, ReCoVer), and Corona 100m (South Korea, location)—were not available on the Apple App Store, whereas two apps—the Corona 100m (South Korea, location) and Stop Covid (Georgia, PEPP-PT)—were not available on Google Play. Based on the frequency of keyword occurrences, Drain, Malfunctioning, and Ineffective were the most frequent issues reported by the users in their reviews.

On the Apple App Store, the keyword rubbish had a 13.33% occurrence for PathCheck SafePlaces (United States, location), 5.56% for NOVID (United States, Bluetooth), 5.40% for Immuni (Georgia, PEPP-PT)—were not available on Google Play. Based on the frequency of keyword occurrences, Drain, Malfunctioning, and Ineffective were the most frequent issues reported by the users in their reviews.

On the Apple App Store, the keyword rubbish had a 13.33% occurrence for PathCheck SafePlaces (United States, location), 5.56% for NOVID (United States, Bluetooth), 5.40% for Immuni (Georgia, PEPP-PT)—were not available on Google Play. Based on the frequency of keyword occurrences, Drain, Malfunctioning, and Ineffective were the most frequent issues reported by the users in their reviews.

On the Apple App Store, the keyword rubbish had a 13.33% occurrence for PathCheck SafePlaces (United States, location), 5.56% for NOVID (United States, Bluetooth), 5.40% for Immuni (Georgia, PEPP-PT)—were not available on Google Play. Based on the frequency of keyword occurrences, Drain, Malfunctioning, and Ineffective were the most frequent issues reported by the users in their reviews.

This was represented by the keyword Malfunctioning, which had a 10.74% occurrence for NZ COVID Tracer (New Zealand, digital diary), 6.50% for COVIDSafe (Australia, Bluetooth), 6.67% for TraceTogether (Singapore, Bluetooth), 7.80% for Immuni (Italy, Google and Apple API), 11.11% for NOVID (United States, Bluetooth), and a sharp 12.77% occurrence for Care19 (United States, Apple and Google). Many users also had problems with the apps’ compatibility with their operating system and frequent crashes. For instance, CoCare (Pakistan, Bluetooth) had a 16.67% occurrence for the incompatibility issue.

Interestingly, and as shown in Figure 4, no significant battery drainage issue had been reported for most of the reviewed apps. The privacy concerns reported by the users were also very minimal across all apps, as shown in Figure 5.
Figures 4 and 5 provide overall insights into the technical issues reported by the users for each of the apps. These figures combine the results of the following keywords, along with their respective subkeywords: Malfunctioning, Crashes, Ineffective, Bugs, Installation issues, and Incompatible. It is obvious that most apps on the Apple App Store had the most reported technical issues when compared to their Google Play counterparts, except for the Swiss contact tracing app. The US PathCheck app had the least reported technical issues on Google Play, while the New Zealand app version on the Apple App Store had the most technical issues that were complained about across all apps and platforms.
Discussion

Principal Findings

Our research study has highlighted the hindrances in the successful deployment of COVID-19 contact tracing apps. The use of mobile technologies for contact tracing has been met with a number of challenges [54], many of which also emerged in the contextual evaluation of user reviews on COVID-19 contact tracing apps as described in our study. Among these, the most popular were technical malfunctions and drainage of battery.

Other challenges included privacy. Of course, this is anticipated, as you cannot expect to trace and track peoples' movements by a government authority without addressing privacy issues [55].
Nonetheless, in addition to privacy, there were many other challenges and limitations hindering the anticipated efficacy from contact tracing apps.

For instance, a mobile contact tracing app needs to be widely adopted by a population for it to be of benefit; this is challenging to achieve. Penetration of COVID-19 contact tracing apps remains low despite governments pushing for mass use [56]. The widespread adoption of contact tracing apps requires that people would have access to a smartphone and, in most cases, access to a reliable internet connection. Hence, in countries with large populations, such as Pakistan [57], the smartphone penetration percentage sits at only 15%, and in Indonesia this value sits at only 31%. Users may also feel uncomfortable if there is no clear opt-out strategy [58]. Nearly half of the apps reviewed in our study did not provide a transparent withdrawal avenue.

Furthermore, the approaches used by contact tracing apps rely mostly on one single parameter (ie, proximity, such as via Bluetooth) [59]. However, proximity by itself is not enough to determine the risk of someone being exposed to the virus. There are a number of other parameters involved, such as being indoors or outdoors, being in a room with good air circulation or not, and the issue of surface infection exposure, irrespective of the proximity of an individual to an infected person. Furthermore, although as shown in our review that Bluetooth was one of the more popular technologies to implement contact tracing apps, every country’s regulations may differ [60]; hence, a one-size-fits-all approach may be problematic.

Other challenges pertain to the limitations associated with the technology used for contact tracing. For instance, the use of GPS as a proximity technology is not reliable in indoor environments [61]. Determining the distance between two persons using Bluetooth technology also has its own set of challenges, such as signal strength attenuation caused by some environmental factors (eg, if the phone is placed inside a thick pocket or if the phone is at an angle facing a wall).

Nevertheless, contact tracing technologies surveyed in this work have been found to use a locationless tracking approach; that is, the app does not trace or record people’s movements, obviously for privacy purposes. Therefore, most of these apps can only determine if two people were in proximity at a given time, but they do not keep a log of the users’ movements. Consider, for example, if an infected person, labelled as Pi, is in a supermarket and Pi touches an item at time t–1 at a location designated as Li. Another person who is not infected, designated as Pn, is at a location designated as Ln. There is no proximity between Pi and Pn. Now assume Pi leaves the store at time t, when at the same time (ie, at t) person Pn moves from Ln to Li. There is a high chance that Pn is going to be infected if they touch the same item Pi touched at t–1 (ie, surface infection exposure). To be able to capture this exposure, contact tracing apps require the use of a location-oriented tracking approach in which the locations and movements of people are compared against each other to determine the overlapped and colluded locations. Future work will explore the use of our already well-established location obfuscation technique [62] in a contact tracing solution. The work will aim at providing a location-oriented contact tracing app without impinging on users’ privacy.

**Limitations**

One of the challenges encountered in scraping the reviews was analyzing the apps that were not available in English. For example, most of the reviews for the Immuni app (Italy, Google and Apple), SM-COVID-19 (Italy, ReCoVer), and Smittestopp (Norway, Bluetooth and GPS) were available in the Italian and Norwegian languages, respectively. For these reviews, along with the rest of the app reviews that were in different languages, the keywords along with their subkeywords were translated into the language of their home app country. The results were incorporated when calculating the overall average values for all the apps. The translated keywords along with the subkeywords used can be found in Table S4 from Multimedia Appendix 1. Another limitation in our methodology for review scraping lies in the presence of false negatives in some of the reviews. This is one of the limitations of brute-force keyword search methodology. Take, for instance, one of the reviews for COVIDSafe (Australia, Bluetooth) on Google Play:

*Installed from its release. Worked. No problems at all. It doesn't drain the battery. It doesn't crash. It's totally fine. I haven't been dragged into the back of a van, taken to an underground bunker and questioned by spies.*

The review is classified as a false negative for the words *drain and crash*. It can be debated that the number of false negatives could have been reduced by simply taking the *battery* subkeyword out from the keyword search (ie, battery; drain). However, in doing so, the number of 1-star reviews were significantly reduced by more than 50%. For instance, with NZ COVID Tracer (New Zealand, digital diary), the 1-star reviews dropped from 23 to 10 after taking the word *battery* out of the search filter. The reason behind this is that the users’ reviews were not systematic. Most users represented their opinions in natural language. Some samples of 1-star reviews for COVIDSafe (Australia, Bluetooth) commenting on the app’s drainage issue are as follows:

*It is of no use whatsoever. A waste of money & a waste of my battery life.*

*Battery went from 100% to zero in 5 hours with not much use. I usually get a full day out of it.*

*Hard on the battery.*

Therefore, for the sake of including these comments, the subkeyword *battery* was not removed from the keyword search results.

This study has a number of additional limitations. This paper is based solely on 13 evaluated apps. While the selection criteria ensured that apps were selected to represent each of the categories of technology used for contact tracing, it did not review all COVID-19 contact tracing apps. Also, the study relied on data that were extracted and accurate as of July 2020. Another major limitation of this work relates to the penetration intake calculations done for each of the apps. The study derived the percent penetration for each app by dividing the number of installs of an app by the population of the home country. This
method suffers from several shortcomings. The number of downloads or installs cannot be precise; it ignores the fact that some users may install, uninstall, and reinstall the app several times or on more than one device owned by the user. A user may also download the app and never use it. Many users may not download an app yet may still post a review about it. For these reasons, the study attempted to gauge the penetration intake for each of the apps by analyzing the local government announcements and reports published by local news agencies. However, since the reported download values cannot be verified nor the methods used to derive them, the trustworthiness of these values also remains invalidated. Lastly, although the study evaluated about 30,000 user reviews, the reviews cannot be verified.

**Conclusions**

While public health agencies attempt to understand the efficacy of nonpharmaceutical interventions [63], contact tracing has been a key part of the worldwide measure in response to the COVID-19 pandemic. For contact tracing to work effectively, solutions such as tracing apps should be implemented systematically. This requires the secure collection, processing, storage, and discarding of contact tracing information of people in real time, without impinging on their privacy and rights. The success of contact tracing apps greatly depends on their large uptake within a population, in addition to strong public health enforcement. This article highlighted the fact that COVID-19 contact tracing apps are still facing many obstacles toward their widespread and public acceptance.
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Abstract

Background: As the number of COVID-19 cases increased precipitously in the United States, policy makers and health officials marshalled their pandemic responses. As the economic impacts multiplied, anecdotal reports noted the increased use of web-based crowdfunding to defray these costs.

Objective: We examined the web-based crowdfunding response in the early stage of the COVID-19 pandemic in the United States to understand the incidence of initiation of COVID-19–related campaigns and compare them to non–COVID-19–related campaigns.

Methods: On May 16, 2020, we extracted all available data available on US campaigns that contained narratives and were created between January 1 and May 10, 2020, on GoFundMe. We identified the subset of COVID-19–related campaigns using keywords relevant to the COVID-19 pandemic. We explored the incidence of COVID-19–related campaigns by geography, by category, and over time, and we compared the characteristics of the campaigns to those of non–COVID-19–related campaigns after March 11, when the pandemic was declared. We then used a natural language processing algorithm to cluster campaigns by narrative content using overlapping keywords.

Results: We found that there was a substantial increase in overall GoFundMe web-based crowdfunding campaigns in March, largely attributable to COVID-19–related campaigns. However, as the COVID-19 pandemic persisted and progressed, the number of campaigns per COVID-19 case declined more than tenfold across all states. The states with the earliest disease burden had the fewest campaigns per case, indicating a lack of a case-dependent response. COVID-19–related campaigns raised more money, had a longer narrative description, and were more likely to be shared on Facebook than other campaigns in the study period.

Conclusions: Web-based crowdfunding appears to be a stopgap for only a minority of campaigners. The novelty of an emergency likely impacts both campaign initiation and crowdfunding success, as it reflects the affective response of a community. Crowdfunding activity likely serves as an early signal for emerging needs and societal sentiment for communities in acute distress that could be used by governments and aid organizations to guide disaster relief and policy.

(J Med Internet Res 2021;23(2):e25429) doi:10.2196/25429
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Introduction

As the number of COVID-19 cases precipitously accelerated in March throughout the United States, government and public health departments marshalled their pandemic responses. Support efforts quickly became necessary as shortages of medical supplies and testing worsened by the continued spread of the virus affected health care organizations, medical offices, and nursing homes [1]. The first effects of the pandemic were related to health; however, economic ramifications, including rapidly increasing unemployment and loss of revenue, quickly followed the spread of the disease and public health efforts to contain it [2,3]. Temporary and permanent closure of small businesses, furloughing of whole sectors of the economy (e.g., airline and restaurant industries), and food price inflation created social, financial, and medical strain on the population [4,5]. Subsequent effects of the pandemic, such as the increased number of deaths and associated funeral costs, added more financial stress to the lives of Americans.

Donation-based web-based crowdfunding has become an increasingly popular tool to finance medical treatment, respond to financial hardships and natural disasters, and defray the downstream economic impacts of personal health care costs [6,7]. Previous research has shown that crowdfunding has been used to address the needs of individuals and communities after natural disasters [8]. However, the crowdfunding success of these donation-based platforms relies more heavily on emotional delivery to engage backers [9] as well as on social media for quick diffusion [10].

Despite anecdotal reports of the increased use of web-based crowdfunding to mitigate the economic impacts of COVID-19 [11], details on how crowdfunding has been used for COVID-19 relief efforts in the United States remain scarce. We evaluated web-based crowdfunding campaigns in the United States in the early stages of the COVID-19 pandemic on the GoFundMe platform, which represents 90% of the social crowdfunding market in the United States as of 2018 [12]. We hypothesized that (1) COVID-19–related campaigns raised more money and were more widely distributed on social media than non–COVID-19–related campaigns during the same timeframe and (2) COVID-19–related campaigns were initiated disproportionately in the early days and weeks of the pandemic, unrelated to the rate of incident COVID-19 cases.

Methods

Data Collection and Analysis

On May 16, 2020, we extracted all active US campaigns created between January 1 and May 10, 2020, on GoFundMe, the largest web-based crowdfunding platform in the United States. The time frame reflects approximately two months before and after the World Health Organization declared COVID-19 a pandemic on March 11, 2020. We used the Beautiful Soup library [13] to web scrape all data available for the GoFundMe campaigns and excluded all campaigns that originated outside the United States. We list all extracted data fields in Table S1 in Multimedia Appendix 1. We used keywords relevant to the COVID-19 pandemic to identify and label the subset of COVID-19–related campaigns (Table S2 in Multimedia Appendix 1). The University of Texas Southwestern Human Research Protection Program Policies, Procedures, and Guidance did not require institutional review board approval, as all data were publicly available.

We examined weekly new COVID-19–related campaigns juxtaposed with the weekly numbers of new COVID-19 cases both nationally and by state or territory. We evaluated the incidence of campaigns by state adjusted for new COVID-19 cases by week to determine the temporal association between disease spread and campaign initiation. To enable comparison among states, we defined week 0 as the first week in which each state had at least 100 new weekly cases. We displayed all states; however, we only highlighted the top six states by overall campaign per million. Given the presence of zip code–level data, we also explored more granular community trends. We also evaluated changes in COVID-19–related campaigns per million for each state and campaign categories over time. To better understand campaign narratives and motivation, we conducted a natural language processing (NLP) analysis of the campaign text to identify clusters of keywords that represent campaigns [14]. We used the term frequency–inverse document frequency (TF-IDF) technique to create a matrix of all of the words in the campaign narratives weighted by the frequency of the word in that document relative to the frequency of the same word in all documents [15]. We then used k-means clustering on the resulting matrix to identify clusters of campaigns and represent these clusters by the 20 most central words to that cluster [16]. Because there were 19 GoFundMe categories in the COVID-19–related campaign subset (out of 20 possible GoFundMe categories), we chose 19 topic clusters a priori.

We compared campaign characteristics, including fundraising, campaign information, and campaign category, for COVID-19–related and non–COVID-19–related campaigns over the same time period from March 11 to May 10, 2020. We used Mann-Whitney U, chi-square, and Fisher exact tests where appropriate to determine significance. The α level of significance was set a priori at .05, and all significance testing was two-sided. We did not adjust for multiple comparisons, as this was an exploratory study and should be interpreted as hypothesis-generating. Analyses were performed using Python, version 3.7.2 (Python Software Foundation).

Availability of Data and Materials

The data that support the findings of this study are available upon request.

Results

Of 310,695 total new campaigns created between January 1 and May 10, 2020, we analyzed 232,827 campaigns from the United States across all categories. Of these campaigns, 51,763/232,827 (22.2%) were identified as COVID-19–related, and these campaigns collectively raised US $237,418,235 by May 10, 2020. The vast majority of COVID-19–related campaigns were established after March 11 (50,828/51,763, 98.2%). New GoFundMe campaigns peaked in mid-March, mainly due to new campaigns related to or referencing COVID-19, and
declined in April (Figure 1). Total campaigns increased by 77% and 10% in the weeks of March 16 and 23 and then dipped by 19% and 16% in the following two weeks. In parallel, COVID-19–related campaigns increased by 736% and 512% in the weeks of March 9 and 16 and then eventually decreased by 25% and 23% in the weeks of March 30 and April 6. The COVID-19–related increase in campaigns was observed before the national peak of new COVID-19 cases in April. Subsequently, the incidence of new campaigns declined, while the incidence of new COVID-19 cases remained steady or declined slightly.

**Figure 1.** New GoFundMe campaigns by week versus incident COVID-19 cases by week. Percent changes of campaigns created from the previous week are shown above each bar.

Adjusting for the weekly incidence of COVID-19 cases, new COVID-19–related campaigns in all US states peaked within two weeks of the first week when 100 new cases were diagnosed in that state. For many states, the rate of COVID-19–related campaigns per case dropped by at least tenfold after the first two to three weeks (Figure 2). Population-rich states that also experienced early spread of COVID-19, such as New York, New Jersey, Massachusetts, Washington, and Illinois, had the most COVID-19–related campaigns per million inhabitants (Figure 3); however, they were ultimately among the states with the lowest number of COVID-19–related campaigns per 1000 cases during the study period.
Figure 2. COVID-19–related GoFundMe campaigns per 1000 COVID-19 incident cases for each state. Week 0 is defined as the first week in which a state had more than 100 cases to enable direct comparison among states. All states are shown, but only the top 6 states for total COVID-19 cases per million are highlighted in color (ordered from most to fewest in the legend).
From March 11 to May 10, 2020, non-COVID-19–related campaigns (91,631/142,459, 64.3%) raised a median of US $625 (IQR $135-$2300), while COVID-19–related campaigns (50,828/142,459, 35.7%) raised a median of $930 (IQR $220-$3075), nearly 50% more per campaign ($930-$220=$610). Fundraising goals were higher in COVID-19–related campaigns (median $5000, IQR $2000-$10,000) than non–COVID-19–related campaigns (median $4000, IQR $1250-$10,000; $5000-$1250=$3750). Even with the higher fundraising goals, COVID-19–related campaigns (median 25.0%, IQR 5.5%-69.5%) raised a higher percentage of their fundraising goals than non–COVID-19–related campaigns (median 22.2%, IQR 5.0%-65.5%) by date of data extraction ($<.001). COVID-19–related campaigns (median 23, IQR 0-163) had significantly more Facebook shares than non–COVID-19–related campaigns (median 0, IQR 0-145; $<.001). COVID-19–related campaigns also had longer narratives in their campaign description, were more likely to be listed as a charity, and were more likely to have the campaigner be the same as the beneficiary (Table 1).
Table 1. Baseline GoFundMe campaign characteristics stratified by COVID-19–related status. Only campaigns created after March 11, 2020, are included.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fundraising</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal (US $), median (IQR)</td>
<td>5000 (1500-10,000)</td>
<td>5000 (2000-10,000)</td>
<td>4000 (1250-10,000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Raised (US $), median (IQR)</td>
<td>722 (160-2,565)</td>
<td>930 (220-3075)</td>
<td>625 (135-2300)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of goal funded (US $), median (IQR)</td>
<td>23.3 (5.2-66.9)</td>
<td>25.0 (5.5-69.5)</td>
<td>22.2 (5.0-65.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Donors, median (IQR)</td>
<td>12 (3-35)</td>
<td>14 (4-40)</td>
<td>11 (3-32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Amount per donation (US $), median (IQR)</td>
<td>56.3 (35.4-86.8)</td>
<td>59.9 (39.0-92.7)</td>
<td>54.5 (33.8-83.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Met funding goal, n (%)</td>
<td>20,593 (14.5)</td>
<td>7302 (14.4)</td>
<td>13,291 (14.5)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Campaign information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campaigner = beneficiary, n (%)</td>
<td>119,243 (83.7)</td>
<td>43,445 (85.5)</td>
<td>75,798 (82.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Is listed as a charity, n (%)</td>
<td>7144 (5.0)</td>
<td>3629 (7.1)</td>
<td>3515 (3.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Words in narrative, median (IQR)</td>
<td>145 (84-240)</td>
<td>187 (115-299)</td>
<td>125 (72-207)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Characters in narrative, median (IQR)</td>
<td>56.3 (35.4-86.8)</td>
<td>1072 (652-1729)</td>
<td>691 (393-1154)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Active donation days, median (IQR)</td>
<td>23 (14-33)</td>
<td>24 (15-38)</td>
<td>22 (13-31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook shares, median (IQR)</td>
<td>4 (0-152)</td>
<td>23 (0-163)</td>
<td>0 (0-145)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GoFundMe hearts, median (IQR)</td>
<td>12 (3-33)</td>
<td>14 (4-38)</td>
<td>10 (3-31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Campaign category (top 8 of 20)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accidents &amp; Emergencies, n (%)</td>
<td>25,306 (17.8)</td>
<td>10,705 (21.1)</td>
<td>14,601 (15.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical, Illness &amp; Healing, n (%)</td>
<td>22,669 (15.9)</td>
<td>8484 (16.7)</td>
<td>14,185 (15.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Funerals &amp; Memorials, n (%)</td>
<td>19,577 (13.7)</td>
<td>3242 (6.4)</td>
<td>16,335 (17.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Community &amp; Neighbors, n (%)</td>
<td>14,237 (10.0)</td>
<td>7008 (13.8)</td>
<td>9027 (7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Business &amp; Entrepreneurs, n (%)</td>
<td>11,451 (8.0)</td>
<td>6458 (12.7)</td>
<td>7229 (5.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Animals &amp; Pets, n (%)</td>
<td>11,158 (7.8)</td>
<td>2131 (4.2)</td>
<td>9027 (9.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Babies, Kids, &amp; Family, n (%)</td>
<td>6265 (4.4)</td>
<td>1990 (3.9)</td>
<td>4275 (4.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Volunteer &amp; Service, n (%)</td>
<td>5176 (3.6)</td>
<td>2643 (5.2)</td>
<td>2533 (2.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Given the non-Gaussian populations, we used Mann-Whitney U, chi-square, and Fisher exact tests to detect statistical differences among the three groups.

Creators of COVID-19–related campaigns most commonly selected the following categories (in descending order by number of campaigns): (1) Accidents & Emergencies, (2) Medical, Illness & Healing, (3) Community & Neighbors, (4) Business & Entrepreneurs, (5) Funerals & Memorials. In total, 19 of the 20 possible GoFundMe categories were represented in the COVID-19–related campaigns. Accidents & Emergencies as well as Community & Neighbors and Medical, Illness & Healing had the earliest peaks (Figure 4A). A week later, the category Business & Entrepreneurs peaked; however, this appeared to be driven by an isolated spike on March 24 (Figure 4B). Medical, Illness & Healing peaked next within the following 2 weeks. As these initial spikes decreased significantly, Funerals & Memorials campaigns lagged behind the first peak by 4 weeks. Compared to non-COVID-19–related campaigns after March 11, COVID-19–related campaigns had more campaigns in Accidents & Emergencies, Community & Neighbors, and Business and Entrepreneurs and fewer campaigns in Funerals & Memorials and Animals & Pets. Our NLP analysis provides granular insight into motivators for campaigns (Table 2). The largest cluster (Cluster 0) was about community support and fundraising for schools and children in a time of need. There are also multiple clusters about health care workers and personal protective equipment (Clusters 7, 11, and 18), small businesses and jobs (Clusters 3, 5, 6, and 9), as well as funerals and medical costs (Clusters 8, 15, and 17). We also observed the clustering of likely Spanish-only campaigns in Cluster 12. Cluster 19, with only 3 campaigns, likely accounts for outliers among the other campaigns and is included for completeness.
Figure 4. COVID-19–related GoFundMe campaigns per category (A) by week and (B) by day. Only the top 8 of the 20 possible categories are shown. The legend is ordered from most to least common category. Dates on the x-axis start from February 25, as few COVID-19–related campaigns were present before this date.
Table 2. Keywords at the center of the 19 clusters of campaigns obtained through the term frequency–inverse document frequency natural language processing technique and k-means clustering. The top 20 words for each cluster and the number of campaigns per cluster are displayed.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of campaigns</th>
<th>Top 20 words in the cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10,421</td>
<td>community, school, support, students, time, need, pandemic, children, money, funds, thank, donation, make, continue, people, like, year, new, donations, teachers</td>
</tr>
<tr>
<td>2</td>
<td>6493</td>
<td>know, time, family, home, work, just, thank, life, need, able, baby, love, cancer, going, like, money, years, little, pandemic, people</td>
</tr>
<tr>
<td>3</td>
<td>4032</td>
<td>business, small, businesses, salon, support, open, time, community, smallbusinessrelief, clients, doors, rent, thank, able, stay, family, years, close, like, continue</td>
</tr>
<tr>
<td>4</td>
<td>3785</td>
<td>families, people, food, need, money, community, family, support, provide, supplies, time, pandemic, children, funds, feed, affected, work, basic, make, world</td>
</tr>
<tr>
<td>5</td>
<td>3715</td>
<td>job, work, pay, rent, money, just, corona, virus, car, bills, need, know, time, thank, able, family, really, lost, going, well</td>
</tr>
<tr>
<td>6</td>
<td>3171</td>
<td>staff, support, bar, time, doors, community, restaurant, family, thank, love, bartenders, know, team, members, employees, work, close, industry, times, soon</td>
</tr>
<tr>
<td>7</td>
<td>2935</td>
<td>healthcare, workers, medical, hospitals, patients, hospital, ppe, nurses, care, supplies, health, masks, equipment, protective, need, doctors, support, local, lives, working</td>
</tr>
<tr>
<td>8</td>
<td>2776</td>
<td>family, father, funeral, passed, away, life, loved, time, dad, 2020, brother, april, expenses, wife, husband, thank, know, lost, love, friend</td>
</tr>
<tr>
<td>9</td>
<td>2613</td>
<td>employees, team, restaurant, support, time, community, staff, family, doors, business, thank, customers, members, industry, restaurants, fund, work, close, crisis, open</td>
</tr>
<tr>
<td>10</td>
<td>2530</td>
<td>food, meals, local, community, restaurants, workers, support, meal, feed, provide, need, people, healthcare, families, hospital, donations, feeding, pandemic, money, responders</td>
</tr>
<tr>
<td>11</td>
<td>1567</td>
<td>masks, mask, hospitals, n95, workers, healthcare, medical, need, face, supplies, ppe, fabric, make, materials, surgical, sewing, protective, donate, hospital, purchase</td>
</tr>
<tr>
<td>12</td>
<td>1533</td>
<td>que, en, la, el, para, por, su, los, se, una, es, lo, mi, las, esta, del, familia, sus, ayuda, todos</td>
</tr>
<tr>
<td>13</td>
<td>1320</td>
<td>artists, industry, workers, fund, musicians, relief, support, community, music, service, work, people, need, funds, income, time, restaurant, financial, pandemic, assistance</td>
</tr>
<tr>
<td>14</td>
<td>1187</td>
<td>surgery, vet, dog, pain, just, life, time, know, needs, leg, family, right, old, emergency, hospital, work, going, need, cancer, tumor</td>
</tr>
<tr>
<td>15</td>
<td>1175</td>
<td>hospital, family, medical, bills, ventilator, time, blood, home, days, care, icu, prayers, thank, know, heart, life, doctors, weeks, positive, april</td>
</tr>
<tr>
<td>16</td>
<td>871</td>
<td>difference, contribution, benefit, cause, join, impact, raising, advance, thanks, making, means, donation, make, money, want, information, food, america, foundation, community</td>
</tr>
<tr>
<td>17</td>
<td>867</td>
<td>mother, family, mom, time, lost, funeral, life, thank, home, sister, daughter, know, children, son, passed, single, years, friend, work, care</td>
</tr>
<tr>
<td>18</td>
<td>749</td>
<td>shields, face, 3d, shield, ppe, printing, printer, printers, materials, masks, workers, medical, hospitals, healthcare, filament, produce, print, equipment, production, need</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>quarnatines, exposure, 14, response, self, support, consider, donating, days, stay, want, virus, home, family, time, alejandro, eua, eubank, eubanks, eu</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Early in the COVID-19 pandemic, COVID-19–related campaigns were created more frequently. There was a substantial increase in overall GoFundMe web-based crowdfunding campaigns in March, mostly attributable to COVID-19–related campaigns. COVID-19–related campaigns raised more money than other campaigns, had longer narrative descriptions, and were more likely to be shared on Facebook. However, as the COVID-19 pandemic progressed, we suspect that the novelty of these campaigns wore off. As COVID-19 became a familiar and ubiquitous problem, the number of campaigns per COVID-19 case declined across all states. As proposed by Elmer et al [17], we agree that crowdfunding serves as a lens for the affective responses to the pandemic, showing both the economic uncertainties and the anxieties within a community.

We speculate that as in commercial advertising, the creativity and novelty of a campaign as well as its quick diffusion play major roles in the campaign’s success, enabling it to progress from “friend and family funding” to crowdfunding. The subsequently declining number of COVID-19–related campaigns may be explained by potential campaign developers weighing the effort required to create a campaign with a shrinking potential for reward. Initially, the novelty and early shock of COVID-19 cases provided the chance for a campaign to “go...
viral”: reach many people, especially through social media; and generate large donations. Social media and mobilizing users outside the immediate family and friend network are key to attract the attention of a larger group of funders [18] and achieve crowdfunding success [19]. In fact, the use of social media has been shown to predict the volume of emergency relief donations in cases of natural disasters more accurately than conventional techniques, highlighting the importance of quick diffusion [10].

Limitations

As newly generated GoFundMe campaigns failed to meet the needs of those seeking support, as demonstrated by the small fraction of funding goals met by the data extraction date, the signal of new campaigns at and after times of distress can provide unique insight into the community affected. The organic, user-generated content of these campaigns can inform both direct emerging needs (whether resource-related or financial) as well as the societal perception and sentiment in a time of crisis [17]. This signal does not appear to be limited to medical emergencies but also extends to natural disasters. Future research will show which types of negative events that affect communities are reflected by a spike in GoFundMe campaigns and how the content of the campaigns can be leveraged systematically.

Limitations

Although we were able to analyze the full available set of GoFundMe campaigns, which strengthened our study, it had several limitations. Web-based crowdfunding only provides a lens to view those who have access to the technical and social resources to be a part of a crowdfunding campaign (either to businesses, greatly increased unemployment, created food and housing insecurities, generated unexpected expenses such as funeral costs, and increased debt [5]. The campaign categories reflected the progression of the COVID-19 funding response, with the earliest peaks for accidents and emergencies and late growth and plateaus for funerals and memorials. Our NLP analysis provides further evidence of the content of the campaigns, as the clusters identified align with the specified categories listed.

The spike in small business campaigns was likely heavily based around the launch of the Small Business Relief Initiative on March 24, 2020 [26], and specifically, its GoFundMe.org (the charitable arm of GoFundMe) Small Business Relief Fund. The relief fund provided “one-time $500 matching grants to qualifying small businesses that created a fundraiser through the Small Business Relief Initiative or already had an existing GoFundMe until the relief fund [was] depleted.” For “fundraisers started prior to this announcement or outside of this partnership, the organizer [could] update their fundraiser description with the hashtag #SmallBusinessRelief to receive funds,” which likely accounted for the presence of this phrase in Cluster 3 in our NLP analysis. Importantly, another part of the initiative involved automatically creating fundraisers for small businesses with Yelp pages, where customers could donate directly on Yelp or on GoFundMe; however, because we only scraped GoFundMe-based campaigns that included a user-generated narrative, these fundraisers were not part of our dataset.

Although GoFundMe campaigns failed to meet the needs of those seeking support, as demonstrated by the small fraction of funding goals met by the data extraction date, the signal of new campaigns at and after times of distress can provide unique insight into the community affected. The organic, user-generated content of these campaigns can inform both direct emerging needs (whether resource-related or financial) as well as the societal perception and sentiment in a time of crisis [17]. This signal does not appear to be limited to medical emergencies but also extends to natural disasters. Future research will show which types of negative events that affect communities are reflected by a spike in GoFundMe campaigns and how the content of the campaigns can be leveraged systematically.

Limitations

Although we were able to analyze the full available set of GoFundMe campaigns, which strengthened our study, it had several limitations. Web-based crowdfunding only provides a lens to view those who have access to the technical and social resources to be a part of a crowdfunding campaign (either to
create and coordinate a campaign directly or to be connected to another person who can fulfill that role). Therefore, only a subset of the population experiencing unmet financial strain or needs is represented. Moreover, we used data from one crowdfunding platform only. Although GoFundMe is the largest platform in the United States by number of campaigns, our study may have suffered from selection bias. Because of the large number of campaigns, we are unable to validate that campaigns using COVID-19–related keywords were indeed designed to mitigate the effect of COVID-19. Although we note significant differences in campaign and funding characteristics between COVID-19–related and non–COVID-19–related campaigns, future work will be important to further understand reasons for these differences and their implications in long-term crowdfunding. Finally, we only analyzed the first few months of COVID-19–related campaigns; therefore, more longitudinal analysis will be important to understand more completely how peaks and troughs in COVID-19 incidence nationally and in more granular communities affect campaign frequency.

Conclusions
Web-based crowdfunding activity leverages galvanized public reaction early in a public health emergency such as the COVID-19 pandemic. However, as disease spread persisted and economic burden continued to grow nationally, the creation of new campaigns faded. Web-based crowdfunding appears to be a stopgap for only a minority of campaigners. The novelty of an emergency likely impacts both campaign initiation and crowdfunding success, as it reflects the affective response of a community.

More importantly than its rather weak effect of mitigating the effect of the crisis, crowdfunding activity likely provides an early signal of the emerging needs and societal sentiment of communities in acute distress. This activity could be monitored by local, state, and federal government agencies, such as the Federal Emergency Management Association (FEMA), to provided targeted support and policy. Future research will determine what emergencies generate the strongest signals in crowdfunding activities and how content can be leveraged systematically.
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Abstract

Background: The COVID-19 pandemic has had profound and differential impacts on metropolitan areas across the United States and around the world. Within the United States, metropolitan areas that were hit earliest with the pandemic and reacted with scientifically based health policy were able to contain the virus by late spring. For other areas that kept businesses open, the first wave in the United States hit in mid-summer. As the weather turns colder, universities resume classes, and people tire of lockdowns, a second wave is ascending in both metropolitan and rural areas. It becomes more obvious that additional SARS-CoV-2 surveillance is needed at the local level to track recent shifts in the pandemic, rates of increase, and persistence.

Objective: The goal of this study is to provide advanced surveillance metrics for COVID-19 transmission that account for speed, acceleration, jerk and persistence, and weekly shifts, to better understand and manage risk in metropolitan areas. Existing surveillance measures coupled with our dynamic metrics of transmission will inform health policy to control the COVID-19 pandemic until, and after, an effective vaccine is developed. Here, we provide values for novel indicators to measure COVID-19 transmission at the metropolitan area level.

Methods: Using a longitudinal trend analysis study design, we extracted 260 days of COVID-19 data from public health registries. We used an empirical difference equation to measure the daily number of cases in the 25 largest US metropolitan areas as a function of the prior number of cases and weekly shift variables based on a dynamic panel data model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R.

Results: Minneapolis and Chicago have the greatest average number of daily new positive results per standardized 100,000 population (which we refer to as speed). Extreme behavior in Minneapolis showed an increase in speed from 17 to 30 (67%) in 1 week. The jerk and acceleration calculated for these areas also showed extreme behavior. The dynamic panel data model shows that Minneapolis, Chicago, and Detroit have the largest persistence effects, meaning that new cases pertaining to a specific week are statistically attributable to new cases from the prior week.

Conclusions: Three of the metropolitan areas with historically early and harsh winters have the highest persistence effects out of the top 25 most populous metropolitan areas in the United States at the beginning of their cold weather season. With these persistence effects, and with indoor activities becoming more popular as the weather gets colder, stringent COVID-19 regulations will be more important than ever to flatten the second wave of the pandemic. As colder weather grips more of the nation, southern metropolitan areas may also see large spikes in the number of cases.

(J Med Internet Res 2021;23(2):e26081) doi:10.2196/26081
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Introduction
In December 2019, a novel coronavirus, SARS-CoV-2, leading to severe pneumonia and acute respiratory disease, was observed in Wuhan, China (Figure 1) [1-4]. On January 21, 2020, the first confirmed case of COVID-19 was recorded in the United States [5]. As cases began to spread globally at an alarming rate, the World Health Organization officially recognized COVID-19 as a pandemic on March 11, 2020 [6]. Around the world, countries quickly implemented public health policies to mitigate the health and economic impacts caused by the virus [7]. The US federal government did not create a national unified pandemic control strategy [8-10], leading local state and city officials to implement their own public health and safety measures to “flatten the curve” [11]. However, by late May, many state and city leaders lifted their public health measures, leading to another alarming rise in COVID-19 case numbers [12,13]. As of October 29, 2020, there are 8,937,926 confirmed COVID-19 cases and 228,439 COVID-19–related deaths across the United States [14].

Figure 1. Timeline illustrating important events of the COVID-19 pandemic as related to US metropolitan areas.

Metropolitan areas largely drove the first wave of COVID-19 in the country [15], with northern travel hubs such as New York City, Chicago, Boston, Detroit, and Seattle seeing early spikes in the number of cases and deaths [14] (we refer to the area by the first city in its Census Bureau designation; eg, New York City for the New York-Newark-Jersey City, NY-NJ-PA core-based statistical area). Initial outbreaks around major east and west travel hubs are particularly important because they are gateways of international travel and have high population densities [16,17]. Genomic evidence from early SARS-CoV-2 strains suggests that initial infections in the United States were introduced to Washington State, a hub for travel to East Asia, by travelers from China [18-20]. There is also evidence that suggests New York City likely served as a primary entry point to the United States for the SARS-CoV-2 contagion from European hotspots in Spain and Italy early in the pandemic [19,21,22]. Chicago, Boston, and Detroit were likely additional entry points because of the large number of international travelers—Detroit’s metro airport had over 1100 flights per day to 4 continents including direct flights to China and Europe [23], and was the least busy of the airports.

COVID-19 became endemic in the United States at the end of March [9], when many of these northern metro areas and travel hubs saw significant uptrends in their COVID-19 caseloads. In many of these areas, the first wave peaked in late March or early April after lockdowns and other preventive measures were imposed. For example, Washington State recorded its first death on February 19, 2020, and Governor Jay Inslee declared a state of emergency later that same day [24]. This led to increasingly stringent lockdown measures from Inslee, Seattle Mayor Jenny Durkan, and country executives, culminating in the governor issuing a “Stay Home Stay Safe” lockdown on March 23 [25,26]. Michigan’s first case was recorded on March 10, and Michigan Governor Gretchen Whitmer imposed a “stay at
home” lockdown on March 23 [27,28]. In the Seattle metropolitan area, the first wave peaked the week of March 20-26, as it did in Detroit (authors’ calculations using data from USAFacts.org [29]). New York peaked the week of March 27 to April 2, Boston the week of April 10-16, and Chicago the week of April 17-24. The ebb from the first peak is associated with the imposition of varying degrees of lockdown measures, social distancing, and mask wearing, among other COVID-19 responses and policies [11,30-33].

The first wave of the pandemic crested in southern cities about 3 months later, corresponding to a US-wide peak on July 16 with 77,352 new cases that day [19]. Phoenix peaked the week of July 3-9, with an average of 1404 new cases per day. Los Angeles peaked the week of July 10-16 with an average of 2080 new cases per day during that week; Miami also peaked that same week with an average of 1660 new cases per day.

The impact of the first wave on southern cities is associated with a lack of COVID-19 prevention measures in these areas [9,16,17,34,35]. For example, in Texas, on April 27, 2020, Governor Greg Abbott issued an executive order reopening the state including in-person retail and dining and prohibiting municipalities from imposing sanctions on individuals who chose not to wear a face mask [36], despite opposition from local government leaders [37,38]. On June 17, the governor allowed local jurisdictions to require face masks and, on July 2, mandated face masks across the state [37,38]. In Dallas and Houston, the pandemic initially peaked the week of July 10-16 and then ebbed (authors’ calculations based on data from USAFacts.org [29]).

The United States is now entering the second wave of the COVID-19 pandemic [39,40]. As of November 2020, only 3 US counties have not reported a case of COVID-19, each of which has a population of less than 1000 people [41]. Many cities and states have reopened, citing the need to keep their economies functioning [42]. There has been considerable pushback against COVID-19 precautions, such as social distancing and face mask wearing. The pushbacks have reached the extremes of violent protests in Texas [43], and an alleged plot to kidnap the Governor of Michigan [44]. With the second—historically more deadly [45,46]—year of the pandemic coming up in a few months, surveillance of the disease will be even more relevant for determining appropriate COVID-19 precautions. The onset of the second wave requires taking initiative rather than relying on reactive public health measures, and in order to be proactive, an improved surveillance system is needed.

A robust surveillance system should answer relevant questions about the second wave: how many new cases appear in the metropolitan area per day per 100,000 population? Is the number of new cases an acceleration from the previous week, and is the acceleration indicative of explosive growth? Is there evidence of new cases an acceleration from the previous week, and is the number of new cases per day during that week? Miami also peaked that same week with an average of 1660 new cases per day.

The objective of this paper is to provide novel, policy-relevant surveillance information about the second wave of COVID-19 in the 25 largest metropolitan areas in the United States. This information is of critical importance to controlling the second wave because in the absence of a national coronavirus policy, a COVID-19 policy is made and implemented at the state and local levels, including the metropolitan area [9,47]. Guidelines on reopening such as a 14-day downward trend in the number of new cases per day are difficult to implement at the local level without accurate quantitative data on the number of new cases and a local, area-specific trend. For example, in Los Angeles and New York City, day-to-day fluctuations in new case numbers were directly correlated to testing numbers rather than biological factors [48]. Additionally, there can be differences between state and local policies, leading to friction between governors and mayors with perhaps negative impacts on public adherence to social distancing, face mask wearing, and other public health guidelines and behaviors [49]. Consequently, surveillance information is needed at the metropolitan level to help inform policy needs and policy effectiveness.

Methods
Overview
This paper uses the dynamic panel data (DPD) modeling application and surveillance approach [50,51], which has been applied to sub-Saharan Africa, South Asia, and at the state level in the United States [52-54]. We apply these methods to the 25 most populous US metropolitan areas, as defined by the US Census Bureau [55]. For each metropolitan area, a panel data set is constructed using counties as the cross-sectional variable and days as the time variable.

The DPD modeling method is a novel approach to medical surveillance applications. Traditional contagion modeling techniques, including agent-based modeling and system dynamics, are complex, require sophisticated software (system dynamics), and are labor intensive, which makes them impractical for rapid surveillance across dozens of cities and counties in the United States, especially given the data that are readily available and easily accessible. Surveillance methods should rapidly generate understandable indicators to inform current decision making [56]. Our surveillance method can quickly be applied to existing data to generate indicators of pandemic outbreak locations and where explosive growth is likely to occur. The DPD-based modeling and surveillance method was validated previously [50,51]; these papers contain more detailed explanations and additional references to other methods.

Data
Data on the cumulative number of positive COVID-19 cases based on testing for each county and each day were downloaded from USAFacts.org [29] on October 17, 2020, as an excel file and are complete from January 22 through October 15, 2020. Data from March 20 to October 15 were used for statistical analysis and tables presented in this paper, which provides 30 weeks of data from the approximate start of the pandemic in the United States. On March 20, the country had 6367 new cases, the first day in which the number of new cases exceeded 5000 [57]. The only cleaning or processing of the data was to...
create the novel surveillance metrics described below based on Oehmke et al [50].

**Surveillance Methods**

Following the procedures described by Oehmke et al [50], we calculated the novel surveillance metrics of speed, acceleration, and jerk for the COVID-19 caseloads for each of the 25 most populous metropolitan areas. Speed is defined as the number of new cases per day per 100,000 population; since reporting coverage depends on the day of the week, we report a weekly average value. Acceleration is the change in speed from one week to the next. It provides the primary indication of whether the pandemic is getting worse (positive acceleration) or better (negative acceleration or deceleration). Jerk is calculated as the change in acceleration from the prior week to the current week. Jerk is the second indicator of whether the pandemic is getting worse, with a positive jerk signaling growing acceleration that is possibly associated with a super-spread event, ineffective reopening policy, colder weather, or other behavior or environmental change. A negative jerk indicates a slowing acceleration, possibly leading to a plateau or even a peak followed by deceleration in the pandemic.

**Dynamic Panel Data Regression Methods**

The DPD model generates the 7-day persistence surveillance indicator. This model relies in part on discerning common trends across counties within a metropolitan area, if present, to inform the modeling of overall metropolitan area trends in general and the 7-day persistence effect in particular.

We cannot replicate the full model described elsewhere [50,51] since testing data are available only on the number of positive tests administered by each county. Instead, we use the abbreviated model:

\[
I_{t+1} = \beta_0 + \beta_1 I_t + \beta_2 I_{t-1} + \beta_3 I_{t-2} + \epsilon_t
\]

where the subscripts \(i\) and \(t\) denote the county within the metro area and the day of the measurement, respectively. \(I_{t}\) is the number of new cases in county \(i\) on day \(t\), \(\epsilon_t\) is an error term, and the \(\beta\) parameters are those to be estimated. \(\beta_3\) and \(\beta_2\) quantify the 1-day and 2-day lag effects, and \(\beta_1\) determines the base coefficient value for calculating the 7-day persistence effect. \(\beta_3\) measures the number of new cases today that are statistically attributable to new cases 7 days ago, that is, it measures the propensity of the pandemic to travel in week-long “echoes” in which people newly diagnosed a week ago also infected others a week ago, and these others are diagnosed as new cases today. These week-long echoes could be caused by idiosyncratic factors such as super-spread events and/or by systemic factors such as a systemic disregard for social distancing and mask wearing. The indicator variables \(I_{10.9-10.15}\) and \(I_{10.2-10.8}\) define the weeks October 9-15 and October 2-8, respectively, so that the coefficients \(\beta_3\) and \(\beta_2\) quantify weekly shifts in the 7-day persistence effect. A positive weekly shift could be caused by a super-spread event that occurred during the week in question, by reopening, by the removal of mask-wearing requirements, or similar events.

We applied the DPD model to the 25 most populous metropolitan areas in the United States. The model was estimated using the generalized method of moments (GMM) approach [58] as implemented by Arellano and Bond [59] for DPD models and applied to the COVID-19 pandemic by Oehmke et al [50,51]. The Wald chi-square test was administered to test model fit based on the null hypothesis that the regression contains no explanatory power. The Sargan chi-square test was applied to determine model validity by testing the null hypothesis that the model is valid [58]. Statistical significance was determined at the 5% level. All estimations were conducted in STATA/MP 16.1 (StataCorp LLC) using the xtabond command.

Because of the use of lagged values in these formulae, we reported results for each of the 55 “weeks” (7-day periods) from Monday, March 2, 2020, through Sunday, January 3, 2021, in the Multimedia Appendices 1 and 2. This paper contains the results for the week of October 9-15, 2020.

**Results**

**Persistence Rates**

Complete data for persistence rates by International Standards Organization (ISO) week and metropolitan area are provided in an excel sheet (Multimedia Appendix 1). The full set of persistence results cover the week beginning on April 6, 2020, through the week ending on January 3, 2021. To optimize computer resources, weekly persistence rates were estimated using data for the annual quarter containing the week; for example, persistence rates for ISO week 53 (December 28, 2020, to January 3, 2021) are estimated from data for the fourth quarter of 2020.

We were unable to estimate a persistence rate for Phoenix for the week ending January 3, 2021, due to insufficient data at the time of estimation. The metropolitan areas of Los Angeles and Riverside comprise only 2 counties, and San Diego comprises 1 county, so at times there was insufficient cross-county variation for the application of DPD techniques. In this case, we estimated values for the combined Southern California region (combined Los Angeles, Riverside, and San Diego metro areas). In particular, persistence rates reported for Riverside and San Diego for the fourth quarter (ISO weeks 41 through 53) are estimates for the Southern California region.

A positive persistence rate most likely indicates continuing unsafe COVID-19 behaviors that recur over time, whereby infected individuals in a given week transmit the infection to other individuals who appear as COVID-19 cases the next week, leading to a “persistence” in the number of COVID-19 cases reported each week. Large positive persistence rates are associated with increasing case rates, and rates greater than 1 are indicators of potentially explosive growth. A negative persistence rate could indicate a choppy, up-and-down movement in the number of COVID-19 cases from week to week, or a period of downturn and decline in the number of cases.

Entering 2021, the metropolitan areas with the largest persistence were New York City (1.83), Miami (1.00),
Philadelphia (1.61), Tampa (1.08), Charlotte (1.29), and Orlando (1.04). These areas are at high risk for increased COVID-19 caseloads during the first full week of January, with a potential for explosive growth.

**Surveillance Results**

We report novel surveillance results of speed, acceleration, and jerk for each of the 44 “weeks” (7-day periods) from the week beginning on March 2, 2020, through the week ending on January 3, 2021, in Multimedia Appendix 2. Table 1 contains the results for the week of October 9-15, 2020. In relation to the timeline presented in Figure 1, notable findings are that for New York City and Seattle jerk turned negative the week of March 27 to April 2, 2020, 1 week after shutdowns. In Detroit, jerk turned negative the week of April 3-9, 2020, 2 weeks after the shutdown in Michigan. The negative jerks indicate a slowing of the pandemic acceleration; the chronological propinquity to the shutdown orders was consistent with a strong and rapid impact of these orders on the pandemic. The average number of daily new positive results for the week of October 9-15 ranged from 19 for San Antonio to 627 for Los Angeles (Table 2). The metropolitan areas with the greatest speed were Minneapolis (30) and Chicago (21). The metropolitan areas with the slowest speed were Portland (3) and San Francisco (5).

In the New York metropolitan area, the first wave peaked during the week of March 20-26, 2020, with an average of 12,855 new cases per day or a speed of over 68 new cases per day per 100,000 population. During the week of April 10-16, 2020, this area started to gain control of the pandemic, characterized by a negative acceleration (−10) and the area’s largest negative jerk (−33). The next 8 weeks were characterized by negative acceleration, with speed declining to an average of 3 new cases per day per 100,000 population during the week of May 29 to June 4, 2020, and remaining at values of 3 or 4 before starting a second wave ascent the week of September 18-24, 2020. This general pattern was replicated to a large degree in other northern cities hit early by the first wave.

Although Dallas recorded its first 3 cases on March 9, case counts increased relatively slowly during an early Dallas shutdown to an average of 175 new cases daily and a speed of 2.3 new cases per 100,000 during the week of April 17-23. After the governor ordered Texas to reopen on April 17, case counts increased noticeably but not explosively, reaching a speed of 4.9 new daily cases per 100,000 the week of May 29 to June 4. During that week, acceleration and jerk turned positive and stayed positive through the week of July 10-16, possibly associated with the hot weather that encouraged people to visit crowded beaches or otherwise break social distancing and other COVID-19 protocols [60-62], which is considered risky behavior [63]. The first wave peaked in Dallas during the week of July 10-16 with an average of 2084 new cases per day that week and a speed of over 27.5 new cases per 100,000. Following the reimposition of COVID-19 prevention measures on July 2, acceleration turned negative and the number of cases declined during the weeks spanning July 17 to September 10, with the exception being the week of August 14-20 when a spike was associated with clearing a backlog of unreported prior test results [64]. However, even the trough during the week of September 4-10 had an average of 640 new cases per day and a speed of 8.4 new daily cases per 100,000, which is higher than during the early shutdown. In Dallas, the pandemic has now re-emerged with an average of 1116 new cases per day and a speed of 14.7 new daily cases per 100,000. Other southern metropolitan areas including Houston, Miami, Phoenix, and Tampa experienced similar first wave patterns, although evidence of a second wave has not hit all southern cities.
Table 1. Novel surveillance metrics for the week of October 9-15, 2020.

<table>
<thead>
<tr>
<th>Metropolitan area</th>
<th>Number of daily new positive results, weekly average</th>
<th>Speed&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Acceleration&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Jerk&lt;sup&gt;c&lt;/sup&gt;</th>
<th>7-day persistence effect&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. New York</td>
<td>67</td>
<td>8</td>
<td>–1</td>
<td>–3</td>
<td>0.68</td>
</tr>
<tr>
<td>2. Los Angeles</td>
<td>627</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>2.90</td>
</tr>
<tr>
<td>3. Chicago</td>
<td>142</td>
<td>21</td>
<td>6</td>
<td>3</td>
<td>7.18</td>
</tr>
<tr>
<td>4. Dallas</td>
<td>101</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1.54</td>
</tr>
<tr>
<td>5. Houston</td>
<td>73</td>
<td>8</td>
<td>–2</td>
<td>–5</td>
<td>2.47</td>
</tr>
<tr>
<td>6. Washington, DC</td>
<td>21</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1.52</td>
</tr>
<tr>
<td>7. Miami</td>
<td>265</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>4.58</td>
</tr>
<tr>
<td>8. Philadelphia</td>
<td>65</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>1.48</td>
</tr>
<tr>
<td>9. Atlanta</td>
<td>26</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>1.14</td>
</tr>
<tr>
<td>10. Phoenix</td>
<td>255</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>2.78</td>
</tr>
<tr>
<td>11. Boston</td>
<td>70</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>2.16</td>
</tr>
<tr>
<td>12. San Francisco</td>
<td>42</td>
<td>5</td>
<td>–1</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td>13. Riverside</td>
<td>263</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>3.51</td>
</tr>
<tr>
<td>14. Detroit</td>
<td>82</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>8.37</td>
</tr>
<tr>
<td>15. Seattle</td>
<td>94</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>5.21</td>
</tr>
<tr>
<td>16. Minneapolis</td>
<td>63</td>
<td>30</td>
<td>12</td>
<td>10</td>
<td>14.60</td>
</tr>
<tr>
<td>17. San Diego</td>
<td>286</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>2.31</td>
</tr>
<tr>
<td>18. Tampa</td>
<td>89</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>2.87</td>
</tr>
<tr>
<td>19. Denver</td>
<td>54</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>2.87</td>
</tr>
<tr>
<td>20. St Louis</td>
<td>37</td>
<td>22</td>
<td>5</td>
<td>12</td>
<td>3.18</td>
</tr>
<tr>
<td>21. Baltimore</td>
<td>38</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>2.29</td>
</tr>
<tr>
<td>22. Charlotte</td>
<td>40</td>
<td>18</td>
<td>0</td>
<td>4</td>
<td>3.72</td>
</tr>
<tr>
<td>23. Orlando</td>
<td>72</td>
<td>10</td>
<td>0</td>
<td>–2</td>
<td>2.81</td>
</tr>
<tr>
<td>24. San Antonio</td>
<td>19</td>
<td>3</td>
<td>–6</td>
<td>–7</td>
<td>–1.96</td>
</tr>
<tr>
<td>25. Portland</td>
<td>29</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0.31</td>
</tr>
</tbody>
</table>

<sup>a</sup>Number of daily new positive results, weekly average.

<sup>b</sup>Change in speed between the weeks of October 2-8 and October 9-15.

<sup>c</sup>Change in acceleration between the weeks of October 2-8 and October 9-15.

<sup>d</sup>Number of cases this week statistically attributable to cases last week.
Table 2. Dynamic panel data regression of COVID-19 speed and 7-day persistence effect.

<table>
<thead>
<tr>
<th>Metropolitan area</th>
<th>Wald ( \chi^2 ) test of regression significance (( P ) value)</th>
<th>Sargan ( \chi^2 ) test of model validity (( P ) value)</th>
<th>7-day persistence coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base effect (( P ) value)</td>
<td>Shift, October 9-15 (( P ) value)</td>
<td>Shift, October 2-8 (( P ) value)</td>
</tr>
<tr>
<td>New York (n=23)</td>
<td>193.68 (&lt;.001)</td>
<td>636.36 (.46)</td>
<td>0.0536 (.50)</td>
</tr>
<tr>
<td>Los Angeles (n=2)</td>
<td>25.03 (&lt;.001)</td>
<td>49.87 (.60)</td>
<td>0.3101 (&lt;.001)</td>
</tr>
<tr>
<td>Chicago (n=14)</td>
<td>130.28 (&lt;.001)</td>
<td>418.07 (.27)</td>
<td>-0.0271 (.33)</td>
</tr>
<tr>
<td>Dallas (n=11)</td>
<td>48.67 (&lt;.001)</td>
<td>322.71 (.36)</td>
<td>0.4104 (&lt;.001)</td>
</tr>
<tr>
<td>Houston (n=9)</td>
<td>8.79 (.12)</td>
<td>257.55 (.46)</td>
<td>0.0951 (.08)</td>
</tr>
<tr>
<td>New York (n=23)</td>
<td>20.58 (.001)</td>
<td>736.88 (.11)</td>
<td>0.0250 (.55)</td>
</tr>
<tr>
<td>Miami (n=3)</td>
<td>16.63 (.005)</td>
<td>79.46 (.56)</td>
<td>0.3279 (.04)</td>
</tr>
<tr>
<td>Philadelphia (n=8)</td>
<td>8.32 (.14)</td>
<td>227.22 (.48)</td>
<td>0.0609 (.46)</td>
</tr>
<tr>
<td>Atlanta (n=28)</td>
<td>46.85 (&lt;.001)</td>
<td>851.42 (.14)</td>
<td>0.0929 (.02)</td>
</tr>
<tr>
<td>Phoenix (n=2)</td>
<td>8.22 (.15)</td>
<td>50.58 (.57)</td>
<td>0.0454 (.73)</td>
</tr>
<tr>
<td>Boston (n=7)</td>
<td>27.97 (&lt;.001)</td>
<td>196.40 (.52)</td>
<td>0.0973 (.29)</td>
</tr>
<tr>
<td>San Francisco (n=5)</td>
<td>10.59 (.06)</td>
<td>139.02 (.51)</td>
<td>0.1751 (.054)</td>
</tr>
<tr>
<td>Riverside (n=2)</td>
<td>34.37 (&lt;.001)</td>
<td>47.07 (.70)</td>
<td>0.6413 (&lt;.001)</td>
</tr>
<tr>
<td>Detroit (n=6)</td>
<td>245.98 (&lt;.001)</td>
<td>189.22 (.14)</td>
<td>0.5905 (.37)</td>
</tr>
<tr>
<td>Seattle (n=3)</td>
<td>24.02 (&lt;.001)</td>
<td>85.39 (.38)</td>
<td>0.1948 (.45)</td>
</tr>
<tr>
<td>Minneapolis (n=15)</td>
<td>115.52 (&lt;.001)</td>
<td>531.86 (&lt;.001)</td>
<td>0.0300 (.55)</td>
</tr>
<tr>
<td>San Diego (n=1)</td>
<td>2.58 (.77)</td>
<td>24.75 (.42)</td>
<td>0.1719 (.29)</td>
</tr>
<tr>
<td>Tampa (n=4)</td>
<td>7.18 (.21)</td>
<td>113.02 (.43)</td>
<td>0.3055 (.42)</td>
</tr>
<tr>
<td>Denver (n=10)</td>
<td>47.41 (&lt;.001)</td>
<td>268.99 (.74)</td>
<td>-0.0811 (.48)</td>
</tr>
<tr>
<td>St Louis (n=15)</td>
<td>7.40 (.19)</td>
<td>443.33 (.32)</td>
<td>0.1025 (.13)</td>
</tr>
<tr>
<td>Baltimore (n=7)</td>
<td>37.22 (&lt;.001)</td>
<td>212.36 (.23)</td>
<td>0.1081 (.10)</td>
</tr>
<tr>
<td>Charlotte (n=11)</td>
<td>6.42 (.27)</td>
<td>314.04 (.49)</td>
<td>0.1578 (.08)</td>
</tr>
<tr>
<td>Orlando (n=4)</td>
<td>20.00 (&lt;.001)</td>
<td>111.72 (.46)</td>
<td>0.1970 (.08)</td>
</tr>
<tr>
<td>San Antonio (n=8)</td>
<td>1.59 (.90)</td>
<td>224.59 (.53)</td>
<td>-0.0396 (.56)</td>
</tr>
<tr>
<td>Portland (n=7)</td>
<td>2.53 (.77)</td>
<td>197.38 (.50)</td>
<td>-0.2356 (.20)</td>
</tr>
</tbody>
</table>

Dynamic Panel Data Model Results

Table 1 contains the regression diagnostics for the models. The Sargan tests of model validity failed to reject the null hypothesis of validity for all metro areas except for Minneapolis (\( \chi^2 = 531.86, P < .001 \)), showing model validity for all areas but Minneapolis. Rejection of the null hypothesis for the Sargan test for Minneapolis means that the model is not valid for this metro area and is insufficient to capture the rapid acceleration and jerk exhibited by Minneapolis. Minneapolis exhibited extreme behavior, with its speed jumping from an average number of 17 daily new positive results standardized per 100,000 population for the week of October 2-8 to 30 (67% increase) for the week of October 9-15. No other metropolitan area has exhibited that high a speed for the week of October 9-15.

Potential risk factors for the Minneapolis increase include the advent of colder fall weather, although the week of October 9-15 was warmer than average [65], and the phase II reopening of the University of Minnesota. During the prior weeks, the number of new cases reported at the University of Minnesota increased from 4 in the beginning of September to 52 the first week in October (Figure 2), which numerically contributes to Minneapolis’ rapid acceleration and large jerk. The influence of universities reopening is consistent with state-level findings reported by Oehmke et al [50].
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The Wald test of model significance shows that the model explains a statistically significant proportion of the variation in the caseload for 16 of the 25 most populous metropolitan areas. The lack of statistical significance in the other 9 most populous metropolitan areas is indicative of the absence of both 1-day and 7-day persistence effects, since the regression equation is designed specifically to measure these persistence effects. The lack of a persistence effect is most likely to occur when the number of new cases per day is relatively flat (constant speed). For example, the Wald test for the Tampa metropolitan area is 7.18 ($P = .21$), and for the weeks included in the regression analysis the speed was 9, 10, 8, 9, and 10, respectively. In other words, the lack of a significant persistence effect is consistent with and corroborates the finding of a low-level and flat profile for the pandemic in the Tampa metropolitan area during those weeks. Of the 9 areas where the model was not statistically significant, 8 had fewer than 10 counties. In the ninth area, St. Louis, the speed ranged from 17 to 24 for the past 3 months with no discernable upward or downward trend—in this case, a simple constant provides a reasonably good model and the DPD model contributes only minimally.

Detroit’s speed increased from 59 for the week October 2-8 to 82 in the week October 9-15. Its persistence factor increased by 0.6095 for the week of October 9-15 from 0.5095 to 1.290, which is indicative of explosive growth, although neither the base persistence effect nor the weekly shift effect was individually statistically significant. Chicago had one of the largest percentage increases in speed, from 87 the week of September 25 to October 1 to 100 for the week of October 2-8 to 142 for the week of October 9-15, an 80% increase in just 2 weeks, and Chicago’s persistence for the weeks of October 2-8 and October 9-15 increased by 0.2238 and 0.5085, respectively. Minneapolis had the second highest increase in speed over the 2 weeks, from 38 at the beginning of the 2-week period to 42 at the end of the second week to 63 at the end of the third week. This represents a 67% increase in just 14 days. For the week of October 9-15, Minneapolis experienced a persistence shift of 0.8143, the largest persistence shift recorded during the 2-week period. An increasing persistence (positive and statistically significant shift) would be expected to lead to greater speed in the next week.

**Discussion**

**Principal Findings**

The DPD model successfully represented COVID-19 case dynamics for all metropolitan areas, except for the Minneapolis-St. Paul-Bloomington area that experienced extreme events. Calculating speed, acceleration, and jerk also helped with understanding case dynamics in metro areas, especially as they refer to characterizing a peak or wave progression. The first wave of COVID-19 hit northern metropolitan areas first. These areas were able to flatten the curve by imposing shutdowns, social distancing, mask wearing, and other COVID-19 protocols. The first wave did not hit southern metropolitan areas as early or as hard as northern areas; southern metropolises reopened and only after reopening did the first wave truly hit. The current situation in the New York metropolitan area exemplifies the usefulness of the novel

---

**Figure 2.** Number of positive COVID-19 cases recorded by the University of Minnesota, Twin Cities.
metrics. The second wave hit New York during the week of August 28 to September 3, based on changes in acceleration and jerk from negative to positive values. The onset was confirmed the week of September 11-17, when acceleration nearly tripled from the prior week, and jerk more than quadrupled to a value of 0.98. However, the governors of New York and New Jersey did not impose additional restrictions until November 11, and then the restrictions were primarily curfews on bars and late-night entertainment, based on information available at the time [66]. Use of novel metrics could have influenced earlier, more forceful, and more proactive COVID-19 policy.

Limitations

A limitation of this data set is that it does not have data on the total number of tests reported per day at the county level. A limitation of the estimation technique is that the metropolitan areas of San Diego and Riverside, comprising one and two counties, respectively, had insufficient cross-sectional information and the estimation had to be conducted for a combined southern California region.

Conclusion

Our analysis including the use of novel surveillance metrics shows that the second wave of the pandemic has arrived in the United States and is accelerating, especially in northern metropolitan areas. For metropolitan areas in the Midwest, specifically Chicago, Detroit, and Minneapolis, there has been rapid and potentially explosive growth in cases during the first half of October 2020. This type of growth can be seen from the cities’ speed, acceleration, and jerk, as well as the increasing 7-day persistence effects. It is critical for those cities already feeling the second wave to react swiftly and strongly. For those cities who have so far escaped the second wave, it is critically important to studiously monitor surveillance data to ascertain if and when the second wave is beginning to hit, and then to be proactive in re-imposing COVID-19 protocols. The overall conclusion is that improved COVID-19 surveillance metrics can help cities be proactive in managing the pandemic, leading to fewer cases and saving lives.
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Abstract

Background: The Centers for Disease Control and Prevention (CDC) is a national public health protection agency in the United States. With the escalating impact of the COVID-19 pandemic on society in the United States and around the world, the CDC has become one of the focal points of public discussion.

Objective: This study aims to identify the topics and their overarching themes emerging from the public COVID-19-related discussion about the CDC on Twitter and to further provide insight into public’s concerns, focus of attention, perception of the CDC’s current performance, and expectations from the CDC.

Methods: Tweets were downloaded from a large-scale COVID-19 Twitter chatter data set from March 11, 2020, when the World Health Organization declared COVID-19 a pandemic, to August 14, 2020. We used R (The R Foundation) to clean the tweets and retain tweets that contained any of five specific keywords—cdc, CDC, centers for disease control and prevention, CDCgov, and cdcgov—while eliminating all 91 tweets posted by the CDC itself. The final data set included in the analysis consisted of 290,764 unique tweets from 152,314 different users. We used R to perform the latent Dirichlet allocation algorithm for topic modeling.

Results: The Twitter data generated 16 topics that the public linked to the CDC when they talked about COVID-19. Among the topics, the most discussed was COVID-19 death counts, accounting for 12.16% (n=35,347) of the total 290,764 tweets in the analysis, followed by general opinions about the credibility of the CDC and other authorities and the CDC’s COVID-19 guidelines, with over 20,000 tweets for each. The 16 topics fell into four overarching themes: knowing the virus and the situation, policy and government actions, response guidelines, and general opinion about credibility.

Conclusions: Social media platforms, such as Twitter, provide valuable databases for public opinion. In a protracted pandemic, such as COVID-19, quickly and efficiently identifying the topics within the public discussion on Twitter would help public health agencies improve the next-round communication with the public.

(J Med Internet Res 2021;23(2):e25108) doi:10.2196/25108
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Introduction

Since first identified in Wuhan, China, in December 2019, COVID-19 has spread rapidly around the world. On March 11, 2020, the World Health Organization (WHO) declared the coronavirus outbreak a pandemic and was unable to determine the duration of the pandemic [1]. As of August 5, 2020, 213 countries and territories around the world have reported a total of 18,939,540 confirmed cases and a death toll of 709,700 [2].
The United States reported its first case on January 20, 2020 [3]; the country had 4,802,491 total COVID-19 cases and 157,631 total deaths as of August 5, 2020 [4].

The Centers for Disease Control and Prevention (CDC) is the “nation’s health protection agency, working 24/7 to protect America from health and safety threats” [5]. Since January 21, 2020, the CDC has launched an agencywide response to this pandemic, including preparing health care providers and health systems, supporting governments at various levels on the front lines, and learning and sharing COVID-19 knowledge via a variety of communication channels. Amid the unprecedented public health crisis caused by the pandemic, the bewildered public in dire need of guidance depends on the quick response of public health authorities and is in greater demand for information and advice from them [6]. Previous studies found that the public willingness to take the advice (eg, handwashing) proposed by public health agencies, which will further impact the success of disease control strategies and policies, is related to the trust that the public has in the agencies [7-12]. During the Zika outbreak, studies found a substantial topic discrepancy between public concern and the CDC’s response to Zika [13-16], undermining the efficacy of the CDC’s Zika control efforts. Considering that the COVID-19 pandemic will last for a protracted time, timely information about public opinion regarding the CDC’s COVID-19 response efforts and their concerns about COVID-19 can provide insight to improve the next round of communication with the public.

Social media platforms such as Twitter have not only become increasingly important for the public to seek, share, and discuss information, but have also provided valuable platforms for the surveillance of public opinion, allowing for the monitoring of the public’s questions, concerns, and responses to health threats [17-19]. In previous public crises, such as the Ebola virus [20], Zika virus [13,17,21], and H1N1 virus outbreaks [22], Twitter was used as an up-to-date information source to gauge the public’s knowledge and reactions to the epidemics. During the Zika outbreak, it was found that inaccurate information proliferated on social media, and conspiracy theories regarding the Zika virus were more popular than public health education materials from health agencies [23]. Therefore, using social media to monitor public knowledge, to evaluate the information spread online, and to address the identified problems in a timely manner is crucial in battling public health crises. In addition, when an epidemic situation is not clear, the discussion on social media can provide timely information for improving epidemic surveillance and forecasting [24-27]. Therefore, the value of online discussion on social media platforms, especially during infectious disease epidemics, has gained ever more attention by public health agencies and officials [24-26]. The CDC has been actively using Twitter to reach out with timely health and safety information [28] and even hosted live Twitter chats to directly communicate with the general public in the periods of the Ebola outbreak [20] and the Zika outbreak [13].

The ongoing COVID-19 pandemic demands continuous and evolving efforts of using social media data to understand the public’s thoughts and concerns. While a series of studies made significant contributions along these lines, the majority of existing studies analyzed data collected before the middle of April 2020 [29-39]. In addition, there have been scarce social media studies with a focus on the CDC during the COVID-19 pandemic [6], the main source for evidence-based information about the pandemic [40]. To fill the gaps in knowledge after the WHO’s declaration of a pandemic, we used text mining methods to analyze COVID-19-related tweets about the CDC from March 11 to August 14, 2020. By doing so, this study identified the topics emerging from the tweets and the overarching themes of these topics, shedding light on a series of questions: What are the public concerns over COVID-19? What does the public expect from the CDC? and How does the public comment on the current performance of the CDC in response to COVID-19?

Methods

Data Extraction and Preprocessing

The IDs from a total of 128,432,021 tweets, without retweets, from March 11 through August 14, 2020, were obtained using the data set maintained by Georgia State University’s Panacea Lab [41]. These tweets were collected by the Panacea Lab using the following 13 keywords: COVID19, CoronavirusPandemic, COVID-19, 2019nCoV, CoronaOutbreak, coronavirus, WuhanVirus, covid19, coronaviruspandemic, covid-19, 2019ncov, coronaoutbreak, and wuhanvirus. Since Twitter’s Terms of Service do not allow the full JavaScript Object Notation (JSON) for data sets of tweets to be distributed to third parties, Georgia State University’s Panacea Lab can only provide tweet IDs [42], which can be hydrated to obtain the JSON objects from these tweets.

During the tokenizing stage, we used the gsub function in R (The R Foundation) to extract the tweets whose language field in the tweets’ metadata was specified as English. All text mining was done using R 4.0.2 GUI (graphical user interface) 1.72 Catalina build (7847) on a Mac running 10.15 Catalina.

We converted all the tweets to lowercase and created a script to remove the URLs, mentioned names, non-ASCII (American Standard Code for Information Interchange) characters such as emojis, and anything other than English letters or spaces (eg, “1,” “!”, etc). Using the R package dplyr, version 1.0.2, we cleaned the tweets by removing duplicates, retained only tweets that contained any of five specific keywords—cdc, CDC, centers for disease control and prevention, CDCgov, and cdcgov—and eliminated all 91 tweets posted by the CDC itself. The final cleaned data set consisted of 290,764 unique tweets from 152,314 different users. We further cleaned the tweets by removing words and characters that were of little or no analytical value (eg, “the,” “very,” “&,” etc). We performed this task by creating our own list of stop words by appending the 13 keywords related to “COVID19” and the five keywords related to “CDC” to the English stop words list from the R package tidytext, version 0.2.6; this was done because we already knew that every tweet would contain one or more of those keywords, and having them in the tweets does not contribute to further our understanding of the main content of the tweets. Lastly, we stemmed and lemmatized the words to their root forms using the R package tm, version 0.1.4 (eg, studying, studies, and
studied were converted to study). See Figure 1 for a summary of our data extraction and preprocessing procedure.

**Figure 1.** Flowchart for data extraction and preprocessing. CDC: Centers for Disease Control and Prevention.
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**Topic Modeling**

Topic modeling provides an automatic, or unsupervised, way of summarizing a large collection of documents. It can help discover hidden themes in the collection, group documents into the discovered themes, and summarize the documents by topic. Topic modeling is often referred to as soft clustering, but it is more robust and provides better and more realistic results than typical clustering (eg, k-means clustering) or hard clustering [43]. A typical clustering algorithm assumes a distance measure between topics and assigns one topic to each document, whereas topic modeling assigns a document to a collection of topics with different weights or probabilities without any assumption on the distance measure between topics. There are many topic models available. “The most widely used model for topic modeling is the latent Dirichlet allocation (LDA) model” [43], developed by David Blei, Andrew Ng, and Michael I Jordan in 2002 [44].

To extract common topics from this sheer number of tweets, we used the LDA algorithm for topic modeling. We performed the LDA algorithm on the data using the R `textmineR` package, version 3.0.4. The LDA algorithm requires manually inputting the number of expected topics. We ran the LDA algorithm on the data by varying the topic number from 2 through 40. For each topic number, we calculated the coherence score using the `textmineR` package; we ended up choosing 16 topics for the final model, as the topic number that was equal to 16 yielded the highest coherence score. The top eight terms from each of the 16 topics were generated. We also used the `geo_freqpoly` function in the R package `ggplot2`, version 3.3.2, to generate the frequency polygons (see Figure 2) in order to visualize the weekly frequency of the 16 topics from March 11 to August 14, 2020. For each tweet, the LDA assigned a probability to a tweet and we grouped the tweets according to the most prevalent topics. We assigned the topic with the highest probability to a tweet and we grouped the tweets according to the most prevalent topics. To obtain representative tweets for each topic, we randomly sampled 100 tweets from each topic; the two authors then independently examined the sampled tweets, followed by a group discussion to select the most representative ones. If one of the authors thought that there were no conspicuous topics that emerged from the first 100 sampled tweets, another 100 tweets would be sampled and further reviewed; the authors continued this process until the two judged that there was a clear common topic and they reached a consensus. We used the `textmineR` package’s topic label function to generate an initial labeling for the topics. After carefully reading through the sampled tweets from each topic, the two authors refined the machine-generated labeling to give each topic the most accurate, concise, and coherent description (see Table 1). Through discussions, the authors further grouped the topics into overarching themes.
Results

Overview

The Twitter data generated 16 topics that the public linked to the CDC when they talked about COVID-19. Table 1 shows the topics generated, the number and percentage of each topic, description of topics, and the representative tweets. The topics are sorted according to the number of the tweets in decreasing order. Among the topics, the most discussed was COVID-19 death counts, accounting for 12.16% of the total tweets included in the analysis, followed by general opinions about the credibility of the CDC and other authorities and the CDC’s COVID-19 guidelines, with over 20,000 tweets for each topic. The topics in Table 1 can be categorized into four overarching themes, as discussed in the four sections following the table.
Table 1. COVID-19-related tweets about the Centers for Disease Control and Prevention (CDC) by topic.

<table>
<thead>
<tr>
<th>Topic No.</th>
<th>Terms contributing to topic model</th>
<th>Total tweets (N=290,764), n (%)</th>
<th>Description</th>
<th>Examples of representative tweets (date posted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Death, report, count, week, numb, total, data, and pneumonia</td>
<td>35,347 (12.16)</td>
<td>Discussion of COVID-19 death counting, focusing on whether the accounting of COVID-19 cases is accurate</td>
<td>“Actually, they aren’t even lying about it. The CDC was frank about changing their accounting of COVID-19 cases to encompass contacts with presumptive cases, statistically causing this sudden huge case explosion. [link]” (July 13, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“COVID death counts are inflated. According to CDC: ‘ideally testing for COVID-19 should be conducted but it is acceptable to report COVID-19 on a death certificate without this confirmation if the circumstances are compelling within a reasonable degree of certainty.’ Read and rt! [link]” (August 7, 2020)</td>
</tr>
<tr>
<td>2</td>
<td>Lie, Fauci, people, Trump, trust, doctor, listen, and vaccine</td>
<td>26,026 (8.95)</td>
<td>General opinions about credibility of the CDC and other authorities</td>
<td>“Coronavirus is not political. The curve has not flattened and we are still dying. Trump and our leaders need to listen to scientists and the CDC. You are, most definitely, a cultist.” (July 10, 2020)(July 28, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“People: I don’t believe anything about the coronavirus I hear from the government, Dr. Fauci, CDC, FDA, WHO, JLA, OPP, or anyone else I’ve ever heard of. Nope.” (July 28, 2020)</td>
</tr>
<tr>
<td>3</td>
<td>Guideline, follow, follow_guideline, people, stay, recommendation, social, and distance</td>
<td>20,032 (6.89)</td>
<td>CDC’s COVID-19 guidelines, with a considerable number of tweets about the social distancing and stay-at-home orders</td>
<td>“Bottom line: the more adherent we are to the CDC guidelines, the faster the economy will recover. Stop gathering, put masks on and we will get out of this. Labor secretary: discipline now in following COVID-19 guidelines will end economic slump ‘quickly’. [link]” (April 4, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“Coming back to work after 3 months stay-home order (COVID-19) following all safety measures CDC guidelines. Safety and health of staff and clients are utmost importance. #COVID19 #safetyfirst #von #mianailspa. [link]” (June 24, 2020)</td>
</tr>
<tr>
<td>4</td>
<td>Mask, wear, wear_mask, spread, recommend, people, cloth, and public</td>
<td>19,934 (6.86)</td>
<td>CDC’s recommendation of wearing face masks to slow the spread of virus</td>
<td>“@[tag] @[tag] @[tag] well, here’s the us’ CDC giving guidelines on how to convert a bandana or even a t-shirt to a face covering. gil! [link]” (April 11, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“CDC recommends people wear cloth face coverings in public settings when around people outside of their household, especially when other social distancing measures are difficult to maintain. [link]” (June 29, 2020)</td>
</tr>
<tr>
<td>5</td>
<td>Datum, Trump, hospital, administration send, report, Trump_administration, and control</td>
<td>19,098 (6.57)</td>
<td>Commenting on COVID-19 data reporting being routed away from the CDC</td>
<td>“@[tag] let’s make sure coronavirus reporting isn’t politicized. If data isn’t going to the CDC it needs to be transparent. What a crazy move in the middle of a pandemic!” (July 15, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“This is a very bad thing: white house strips CDC of data collection role for COVID-19 hospitalizations. [link]” (July 15, 2020)</td>
</tr>
<tr>
<td>6</td>
<td>Test, positive, antibody, test_positive, result, virus, kit, and antibody_test</td>
<td>18,937 (6.51)</td>
<td>Tweets focusing on the accuracy and inaccuracy of antibody tests</td>
<td>“@[tag] @[tag] CDC? the agency that used COVID19 tainted tests in the beginning of February? Where did CDC get the tests?” (April 22, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“@[tag] @[tag] hahaha from the CDC.... the CDC also say that a positive antibody test may not be ‘COVID19’ and may be an antibody picked up from a virus such as the common cold.... most of these tests are faulty....” (July 4, 2020)</td>
</tr>
<tr>
<td>7</td>
<td>Trump, pandemic, response, fund, test, cut, president, and administration</td>
<td>18,888 (6.50)</td>
<td>Commenting on the Trump administration’s health care policies, focusing on cutting CDC funding and dismantling the pandemic response team</td>
<td>“@[tag] @[tag] President Obama created the best pandemic unit in the world. The whole world looked at it as shining example. That pandemic teams’ purpose was to secure preparedness for the USA! Republicans fired them in 2018, cut funds for CDC and gave tax breaks to rich!” (March 16, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“The Trump administration is trying to block funding for coronavirus testing and contact tracing, as well as for the CDC, in the upcoming coronavirus relief bill [link]” (July 18, 2020)</td>
</tr>
<tr>
<td>8</td>
<td>Symptom, read, update, pandemic, virus, outbreak, guidance, and list</td>
<td>18,326 (6.30)</td>
<td>CDC adding new symptoms of COVID-19 to its list; six symptoms in April and three in June 2020</td>
<td>“The us centers for disease control and prevention has added six new symptoms of COVID-19 to its list: chills, repeated shaking, muscle pain, headache, sore throat, new loss of taste or smell.” (April 28, 2020)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>“New post!!! Follow the link provided World_News CDC: here are 3 ‘new’ COVID-19 coronavirus symptoms to make 12- Forbes [link]” (June 27, 2020)</td>
</tr>
<tr>
<td>Topic No.</td>
<td>Terms contributing to topic model</td>
<td>Total tweets (N=290,764), n (%)</td>
<td>Description</td>
<td>Examples of representative tweets (date posted)</td>
</tr>
<tr>
<td>----------</td>
<td>----------------------------------</td>
<td>---------------------------------</td>
<td>-------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>9</td>
<td>School, reopen, child, risk, guideline, kid, guidance, and report</td>
<td>18,201 (6.26)</td>
<td>Worries about re-opening schools, and discussion of children’s risk of COVID-19</td>
<td>“Exactly why we shouldn’t be opening schools before they can meet the CDC requirements. [link]” (July 18, 2020) “And this is what returning to school will look like...260 at Georgia overnight camp test positive for coronavirus, CDC says [link]” (August 2, 2020)</td>
</tr>
<tr>
<td>10</td>
<td>Flu, people, die, death, million, American, vaccine, and month</td>
<td>16,950 (5.83)</td>
<td>Comparing the number of COVID-19 deaths with the number of flu deaths</td>
<td>“COVID-19 has led to more than 454,000 illnesses and more than 20,550 deaths worldwide. In the US alone, the flu (also called influenza) has caused an estimated 38 million illnesses, 390,000 hospitalizations and 23,000 deaths this season, according to the CDC.” (April 11, 2020) “[@tag] according to the CDC there were between 12k and 61k flu deaths per year over the past 10 years. Taking the worst year (which was an outlier) COVID-19 has killed roughly 3x as many victims in half the time. COVID-19 is not the flu!!” (August 10, 2020)</td>
</tr>
<tr>
<td>11</td>
<td>Spread, virus, China, surface, travel, easily, Wuhan, and January</td>
<td>15,223 (5.24)</td>
<td>A wide range of discussion surrounding the spread of COVID-19: China’s warning of human-to-human transmission in January 2020, travel restrictions, and surface spread</td>
<td>“Coronavirus ‘does not spread easily’ by touching surfaces or objects, CDC says. But it still ‘may be possible.’ [link] via [@tag] possible but not likely - time to get over it. like any germ.” (May 21, 2020) “Once people start traveling again, the risk of transmission will surge. ‘It keeps me up at night,’ CDC’s Dr. Cochi in [@tag] about growing immunity gaps for measles, polio and other vaccine-preventable diseases as countries pause vaccination campaigns to mitigate #COVID19 spread [link]” (June 16, 2020)</td>
</tr>
<tr>
<td>12</td>
<td>Health, public, datum, public_health, government, report, and agency</td>
<td>15,010 (5.16)</td>
<td>Tweets discussing the CDC not leading the control over COVID-19</td>
<td>“With the white house now having all COVID-19 data and not allowing the CDC to monitor it, the information will no longer be provided to the public. This is a scary time where the government will no longer tell us about the pandemic.” (July 16, 2020) “US government health advisers say hospitals are ‘scrambling’ after Trump administration’s ‘abrupt’ change to COVID-19 data reporting requirements – ‘it’s another example of CDC being sidelined’. [@tag], told @tag [link]” (August 14, 2020)</td>
</tr>
<tr>
<td>13</td>
<td>Rate, news, death_rate, death, estimate, low, infection, and report</td>
<td>13,963 (4.80)</td>
<td>Death rate of COVID-19, with a considerable number of tweets emphasizing the low death rate</td>
<td>“Best estimate is 0.4 percent death rate for COVID-19 patients with symptoms: CDC [link]” (May 22, 2020) “The CDC just confirmed that #COVID19 has a 0.2% fatality rate, which is lower than the seasonal flu. Some other news you may have missed while being intentionally distracted [link]” (June 11, 2020)</td>
</tr>
<tr>
<td>14</td>
<td>Director, Dr, Redfield, warn, Fauci, wave, bad, and Robert</td>
<td>13,393 (4.61)</td>
<td>Quoting CDC director Dr Robert Redfield’s statements, especially the warning of a deadlier second wave</td>
<td>“CDC director warns that COVID-19 could return in winter combined with flu in deadlier second wave - Q13 Fox News [link]” (April 22, 2020) “CDC director: ‘The fall and the winter of 2020 and 2021 are going to be the probably one of the most difficult times that we experienced in American public health.’[link]” (July 15, 2020)</td>
</tr>
</tbody>
</table>
Theme 1: Knowing the Virus and the Situation

Based on the number of tweets, the most tweeted theme was knowing the virus and situation (132,139/290,764, 45.45%). This theme consisted of seven topics: discussion of COVID-19 death counting (35,347/290,764, 12.16%), accuracy of antibody test (18,937/290,764, 6.51%), new symptoms added to the list of COVID-19 (18,326/290,764, 6.30%), number of COVID-19 deaths (16,950/290,764, 5.83%), spread of COVID-19 (15,223/290,764, 5.24%), death rate of COVID-19 (13,963/290,764, 4.80%), and the CDC director Dr Robert Redfield’s warning of a deadlier second wave (13,393/290,764, 4.61%). This theme reflected the public’s desire to know the virus, such as how it spreads, symptoms of infection, the risk of death, and the situation, such as whether the current response is accurate and effective and how the situation will change.

COVID-19 death–related discussion, including death counting, death number, and death rate, dominated this theme. Revealed by the quantity of tweets, the public’s most prominent concern was death, with over 22.79% of tweets relating to the death number of COVID-19. Most of the tweets under this theme were about death reporting [45] and 10.54% of tweets were about death counting. Different from the other topics, the tweets under this topic did not point to one or a few specific things; instead they usually expressed general opinions and sometimes together with emotions. Words reflecting “credibility,” such as “lie,” “trust,” “listen,” “hoax,” “conspiracy,” “stupidity,” and “fail,” were frequently used by Twitter users. However, it was noted that the negative words did not always point to the CDC; instead, there were a substantial number of tweets grouped under this same theme asking people to stand with the CDC and listen to the scientists (see the representative tweets of this topic in Table 1).

Theme 2: Policy and Government Actions

The second most tweeted theme was policy and government actions (92,633/290,764, 31.86%). This theme consisted of six topics: commenting on COVID-19 data reporting being routed away from the CDC (19,098/290,764, 6.57%), the Trump administration’s health care policies (18,888/290,764, 6.50%), the policy of reopening schools (18,201/290,764, 6.26%), the CDC not leading the control over COVID-19 (15,010/290,764, 5.16%), the practice of sending COVID-19 patients to nursing homes (10,906/290,764, 3.75%), and the tension between the White House and the CDC (10,530/290,764, 3.62%). Tweets under this theme featured comments that challenged the government’s actions and policies. Many tweets mentioned that the dismissal of the pandemic response team in 2018 and cutting away from the CDC during the COVID-19 pandemic. When the government announced on July 15, 2020, that COVID-19 hospital data would not be reported to the CDC, the number of tweets related to the topic of the CDC not leading the control over COVID-19 for a single day and a single week both set the record (5954 tweets on July 15, 2020, and 13,392 tweets in the week starting on July 15, 2020; see Figure 2 for reference). The dominant voices were complaints against this policy change.

Theme 3: Response Guidelines

The third most tweeted theme was response guidelines (39,966/290,764, 13.75%), which was about how to respond to COVID-19. This theme covered two topics: the CDC’s COVID-19 guidelines with a focus on social distancing and stay-at-home orders (20,032/290,764, 6.89%) and the CDC’s recommendation of wearing face masks (19,934/290,764, 6.86%). Both of these topics were highly discussed on Twitter, ranking third and fourth, respectively, according to the number of tweets for a single topic. Most of the tweets under this theme suggested that the CDC’s guidelines for individuals, businesses, and other organizations should be followed. Many tweets provided the CDC links to the public for further details; one of the most common CDC links mentioned by Twitter users was the video tutorial released by the CDC about making cloth masks.

Theme 4: General Opinion About Credibility

The topic of general opinion about credibility of the CDC and other authorities in charge, such as Dr Fauci, Dr Birx, President Donald Trump, the Food and Drug Administration, and the WHO, stands alone as a category of themes, being the fourth most tweeted theme (26,026/290,764, 8.95%) and the second most tweeted topic, trailing only behind the topic of COVID-19 death counting. Different from the other topics, the tweets under this topic did not point to one or a few specific things; instead they usually expressed general opinions and sometimes together with emotions. Words reflecting “credibility,” such as “lie,” “trust,” “listen,” “hoax,” “conspiracy,” “stupidity,” and “fail,” were frequently used by Twitter users. However, it was noted that the negative words did not always point to the CDC; instead, there were a substantial number of tweets grouped under this same theme asking people to stand with the CDC and listen to the scientists (see the representative tweets of this topic in Table 1).

Discussion

Principal Findings

Revealed by the quantity of tweets, the public’s most prominent concern was death, with over 22.79% of tweets relating to death-related discussion. Previous infowveillance studies of Twitter data in the early period of COVID-19 found that 4.34% of tweets were about death reporting [45] and 10.54% of tweets pertained to deaths caused by COVID-19 [29]. The substantial increase in the death-related discussion with the progression of the pandemic highlighted the urgency of communicating adjusting information to the public, which refers to the information helping them to cope psychologically in threatening situations [46]. Fear and stress were common emotions during the COVID-19 pandemic [29]. Much fear derives from uncertainty and the unknown. Furthermore, the perceived threat in challenging situations motivated people to actively seek information to ease the uncertainty caused by the crisis [47,48]. This explained why a considerable amount of discussion focused on the death number, and death rate, dominated this theme.
on understanding the COVID-19 virus and how the virus has been coped with. In order to put the impact of COVID-19 into perspective, many tweets compared the death rate of COVID-19 with influenza, H1N1 swine flu, Ebola, and pneumonia, which are more familiar to the public. Discussion about the accuracy of COVID-19 death counting and antibody tests also shows the public’s concerns about the current actions of the agencies in charge in response to COVID-19. These findings indicate that in large-scale public health crises such as the COVID-19 pandemic, an imperative component of communication to the public should be informing them of the knowledge of the virus and the factual information about the situations to alleviate fears and confusion. More direct interaction with the public on social media, such as holding an online chat as the CDC had done in the Ebola [20] and Zika outbreaks [13], may also help provide the public with reassurance. In addition, comprehensibility is an important consideration for COVID-19 communication to the public: using language that fits the level of public knowledge helps address the possible misunderstanding of information and avoid the dissemination of misinformation and even rumors.

The majority of the public discussion involved how to act during the COVID-19 pandemic. This echoed past crisis research: in risky environments, the first information that should be conveyed to the public is the information that instructs the public on how to protect themselves in the threatened environments [46]. It also showed that taking actions to prevent the virus from spreading, such as wearing masks and observance of social distancing orders, is a constant topic of the public from the pre-pandemic period to the peripandemic period [29,45]. The CDC’s instructions on how to act in the context of the COVID-19 pandemic, such as guidelines for reopening, recommendations on wearing masks, and how to make masks, have successfully attracted the public attention as soon as they were released. The public not only spread the guidelines widely on Twitter, but they also tweeted explicitly to urge people to follow the CDC’s guidelines by providing official CDC links in their tweets. This reflected the public’s urgent need for such information to guide their actions, and they took the instructing information from the CDC very seriously. During the unprecedented crisis of COVID-19, scientific understanding of the virus takes time and keeps evolving. Our study suggested that in the next round of COVID-19 communication, the CDC should continue to strive to translate scientific findings into practical instructions, to provide guidance on how to act for both individuals and organizations, and, finally, to protect the public during the pandemic.

As to the CDC’s performance in the COVID-19 response, the public expressed mixed comments. One factor contributing to this may be that the CDC has not played a central role in controlling the pandemic; this deviated from what the CDC had done historically during epidemics [49,50]. Even so, it is noted that the discussions on Twitter showed that most of the Twitter users still looked up to the CDC as the authority in disease control and had great expectations for the CDC to lead the fight against COVID-19. While there were negative words (e.g., “liars,” “hoax,” “stupidity,” and “failed”) in the public’s general opinions about agencies in charge during the pandemic, including the CDC, it was noticeable that many tweets attributed the current performance of the CDC to the government’s policy, criticizing the Trump administration’s policies and actions for undermining the functioning of the CDC in response to COVID-19. An early study on the outreach efforts of public health authorities on Facebook found that the spike in public response happens in conjunction with specific events [6]. In our study, the trigger event for a record number of tweets was the announcement that the reporting of COVID-19 hospital data would be sent to the Trump administration rather than the CDC, and the dissenting voice dominated the discussion on this topic. To a large extent, this finding is consistent with the findings of a survey study that showed that Americans’ average trust rating for the CDC was significantly higher than that for President Trump [40]. The significance of positive public perception of public health agencies has been receiving increasing recognition [9,10,51,52]. It has been found that greater trust in the CDC was associated with increased knowledge and a lower acceptance of misinformation [40]. The widespread dissemination of the CDC guidelines, as well as the fast speed at which they were circulated, on the one hand reflected the public’s urgent need for information as discussed above and, on the other hand, it reflected their trust in the CDC. Even though the CDC’s coping so far has not been satisfactory as shown in the tweets, the public’s general trust in the CDC is an intangible asset that the CDC can tap into in the next round of the fight against COVID-19.

Limitations
There are a few limitations to this study. First of all, tweets from accounts marked as private might be missed in the data collection, and tweets generated by bots or fake accounts might not have been filtered. Second, this study identified topics from the public discussion about the CDC but did not examine the temporal variance of topics. Although this is not in our research scope, it may deepen our understanding of how the public changed their focus as time and specific situations during that time changed. Therefore, we highly suggest that future studies put emphasis on the temporal dimension of online public discussion about COVID-19 to get more insight into the formation and variation of the discussion topics. Third, this study did not investigate the public’s emotions shown in the tweets, which is an important dimension of the public discussion. Future research in this line of study may shed light on the public’s affective response to the CDC’s actions and may inform the CDC about the public’s emotions to be addressed during the pandemic. Lastly, Twitter users do not represent the US population [20]. Therefore, as with all social media analyses, findings of this study cannot be generalized to the whole American public.

Conclusions
In public health crises, social media platforms, such as Twitter, can provide valuable databases for public health agencies to understand the public’s concerns, focus of attention, and expectations. The ability of text mining to derive high-quality information from massive data sets is ideal for performing surveillance work. Especially in a protracted pandemic such as COVID-19, quickly and efficiently identifying the topics within the public discussion on Twitter would provide insight for the
next round of public health communication in order to mitigate public concerns and avoid the spread of misinformation.
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Abstract

Background: The World Health Organization has recognized the importance of assessing population-level mental health during the COVID-19 pandemic. During a global crisis such as the COVID-19 pandemic, a timely surveillance method is urgently needed to track the impact on public mental health.

Objective: This brief systematic review focused on the efficiency and quality of data collection of studies conducted during the COVID-19 pandemic.

Methods: We searched the PubMed database using the following search strings: ((COVID-19) OR (SARS-CoV-2)) AND ((Mental health) OR (psychological) OR (psychiatry)). We screened the titles, abstracts, and texts of the published papers to exclude irrelevant studies. We used the Newcastle-Ottawa Scale to evaluate the quality of each research paper.

Results: Our search yielded 37 relevant mental health surveys of the general public that were conducted during the COVID-19 pandemic, as of July 10, 2020. All these public mental health surveys were cross-sectional in design, and the journals efficiently made these articles available online in an average of 18.7 (range 1-64) days from the date they were received. The average duration of recruitment periods was 9.2 (range 2-35) days, and the average sample size was 5137 (range 100-56,679). However, 73% (27/37) of the selected studies had Newcastle-Ottawa Scale scores of <3 points, which suggests that these studies are of very low quality for inclusion in a meta-analysis.

Conclusions: The studies examined in this systematic review used an efficient data collection method, but there was a high risk of bias, in general, among the existing public mental health surveys. Therefore, following recommendations to avoid selection bias, or employing novel methodologies considering both a longitudinal design and high temporal resolution, would help provide a strong basis for the formation of national mental health policies.

(J Med Internet Res 2021;23(2):e25118) doi:10.2196/25118
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Introduction

The World Health Organization has recognized the importance of assessing population-level mental health during the COVID-19 pandemic. More than 463 articles on the mental health impact of COVID-19 have been published in 2020, and several more mental health surveys are underway [1]. Most of these studies evaluated the psychiatric symptoms among the general public and health care workers, and some others evaluated patients with COVID-19 or those with psychiatric disorders [2]. In a global crisis such as the COVID-19 pandemic, time-sensitive policy decision-making underscores the importance of fostering an agile empirical approach that can monitor population-level mental health in a timely manner. Any change in the mental health impact of COVID-19 is likely to be dynamic. For example, the 20% decrease in suicide rate in Japan observed during the early stage of the pandemic seemed to have reversed in August 2020, when a 7.7% rise was reported [3]. Therefore, a timely surveillance method is urgently needed to track the impact of COVID-19 on public mental health. This brief systematic review focused on studies on the general public conducted during the COVID-19 pandemic and analyzed the efficiency and quality of data collection in the existing literature.

Methods

We used the following search strings to select relevant articles in the PubMed database: ((COVID-19) OR (SARS-CoV-2)) AND ((Mental health) OR (psychological) OR (psychiatry)). We screened the titles, abstracts, and texts of the published articles to exclude irrelevant studies. We also excluded articles published on preprint platforms such as bioRxiv, because we were unable to analyze the time between the receipt of the articles and their availability online. A PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram detailing the study retrieval process is shown in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of article selection for the systematic review.

We used the Newcastle-Ottawa Scale to evaluate the quality of each research article. The Newcastle-Ottawa Scale includes four criteria for selection bias, with scores ranging between 0 and 5; scores <3 points are regarded as high risk for selection bias in a cross-sectional study [1,4]. The four quality assessment criteria were as follows: sample representativeness (1 point), predetermined and satisfactory sample size (1 point), comparability between respondents and nonrespondents (1 point), and ascertainment of the measurement tool (2 points for the validated measurement tool; 1 point for the nonvalidated measurement tool, but the tool is available or described).

Results

In all, we found 37 relevant mental health surveys of the general public during the COVID-19 pandemic by searching the PubMed database, as of July 10, 2020. All these public mental health survey studies examined had a cross-sectional study design. The journals efficiently made these articles available online in an average of 18.7 (range 1-64) days from the date they were received. The average duration of recruitment period of these studies was 9.2 (range 2-35) days, and the average sample size was 5137 (range 100-56,679). The correlation coefficient ($r=0.164, P=.40$) between these durations and the corresponding sample sizes suggested that the samples in the studies selected from the existing literature were collected in an efficient manner; even larger sample sizes did not require proportionately longer to collect the data. Although there was a potential publication bias in the recruitment or data collection period, it is noteworthy that approximately 92% (34/37) of the studies reported the use of a web-based or an app-based survey.
thereby promoting the efficiency of large-scale data collection, especially during the COVID-19 pandemic.

Unlike most studies on health care workers, which have a low risk of selection bias [1], our review showed that 73% (27/37) of the selected studies evaluating the mental health impact of COVID-19 on the general public had Newcastle-Ottawa Scale scores of <3 points, which suggests that these studies were of very low quality to be considered for inclusion in a meta-analysis. All of the selected studies met the criterion of validated measurement tools, but only 8 studies met the criterion of sample representativeness, 5 met the criterion of justified sample size, and 1 met the criterion of comparability between respondents and nonrespondents (Table 1).
Table 1. Public mental health surveys conducted during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Sample size (n)</th>
<th>Recruitment period (2020)</th>
<th>Duration of recruitment period (days)</th>
<th>Duration between article submission and online publication (days)</th>
<th>Newcastle-Ottawa Quality Assessment Scale scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmed et al [5]</td>
<td>1074</td>
<td>_a</td>
<td>32</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Bryan et al [6]</td>
<td>10,625</td>
<td>March 18 to April 4</td>
<td>18</td>
<td>1 0 1 1 0 2 4</td>
<td></td>
</tr>
<tr>
<td>Cao et al [7]</td>
<td>7143</td>
<td>—</td>
<td>6</td>
<td>1 0 1 2 4</td>
<td></td>
</tr>
<tr>
<td>Castelli et al [8]</td>
<td>1321</td>
<td>March 19 to April 5</td>
<td>18</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Choi et al [9]</td>
<td>500</td>
<td>April 24 to May 3</td>
<td>10</td>
<td>1 1 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Cortes-Alvarez et al [10]</td>
<td>1105</td>
<td>March 30 to April 5</td>
<td>7</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Fitzpatrick et al [11]</td>
<td>10,368</td>
<td>March 23-29</td>
<td>7</td>
<td>1 0 0 2 3</td>
<td></td>
</tr>
<tr>
<td>Gao et al [12]</td>
<td>4827</td>
<td>January 31 to February 2</td>
<td>3</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Huang and Zhao [13]</td>
<td>7236</td>
<td>February 3-17</td>
<td>15</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Lei et al [14]</td>
<td>1593</td>
<td>February 4-10</td>
<td>7</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Li et al [15]</td>
<td>4607</td>
<td>February 2-9</td>
<td>8</td>
<td>1 0 0 2 3</td>
<td></td>
</tr>
<tr>
<td>Liang et al [16]</td>
<td>584</td>
<td>January 30 to unknown</td>
<td>—</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Liu et al [17]</td>
<td>285</td>
<td>January 30 to February 8</td>
<td>10</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Ma et al [18]</td>
<td>728</td>
<td>April 9-30</td>
<td>22</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Mazza et al [19]</td>
<td>2766</td>
<td>March 18-22</td>
<td>5</td>
<td>1 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>McGinty et al [20]</td>
<td>1468</td>
<td>April 7-13</td>
<td>4</td>
<td>1 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Moccia et al [21]</td>
<td>500</td>
<td>April 10-13</td>
<td>4</td>
<td>1 1 0 2 4</td>
<td></td>
</tr>
<tr>
<td>Moghanibashi-Mansourieh [22]</td>
<td>10,754</td>
<td>March 1-9</td>
<td>9</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Naser et al [23]</td>
<td>4126</td>
<td>March 22-28</td>
<td>7</td>
<td>0 1 0 2 3</td>
<td></td>
</tr>
<tr>
<td>Ozdin and Bayrak Özdin [24]</td>
<td>343</td>
<td>April 14-16</td>
<td>3</td>
<td>0 1 0 2 3</td>
<td></td>
</tr>
<tr>
<td>Qiu et al [25]</td>
<td>52,730</td>
<td>January 31 to February 10</td>
<td>11</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Rehman et al [26]</td>
<td>403</td>
<td>April 3-6</td>
<td>4</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Roy et al [27]</td>
<td>662</td>
<td>March 22-24</td>
<td>3</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Smith et al [28]</td>
<td>932</td>
<td>March 17 to unknown</td>
<td>—</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Shi et al [29]</td>
<td>56,679</td>
<td>February 28 to March 11</td>
<td>13</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Sonderskov et al [30]</td>
<td>2458</td>
<td>March 31 to April 6</td>
<td>7</td>
<td>13 0 0 2 3</td>
<td></td>
</tr>
<tr>
<td>Tan et al [31]</td>
<td>673</td>
<td>February 24-25</td>
<td>2</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
<tr>
<td>Tian et al [32]</td>
<td>1060</td>
<td>January 31 to February 2</td>
<td>3</td>
<td>0 0 0 2 2</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

The general public surveys examined in this review most commonly used the web-based format to promote efficiency of large-scale data collection, especially in the countries with significant COVID-19 outbreaks that had introduced social distancing or lockdown measures. However, the web-based survey approach has an inherent methodological limitation to show the comparability between respondents and nonrespondents. The sample representativeness of the target population is critical for selection bias. Web-based survey platforms using sampling methods could avoid such selection bias. Two published surveys [6,11] used Qualtrics Panels, a web-based survey platform that uses quota sampling methods to identify participants who meet a given study’s eligibility criteria, with a target to recruit a sample that is demographically similar to the 2010 United States census distributions for age, sex, and race or ethnicity (with a ±10% variation). Qualtrics Panels maintains a database of several million US residents who have volunteered to participate in periodic survey-based research. Another study [20] used AmeriSpeak, a probability-based research panel designed to be representative of the adult US population. AmeriSpeak data is sourced from National Opinion Research Center’s area probability sample and a US postal service address–based sample covering approximately 97% of all US households. In this national survey study [20], a higher proportion (13.6%) of the US adult sample reported symptoms of serious psychological distress in 2020 than in 2018 (3.9%).

The limitations of cross-sectional studies should also be noted when interpreting the role of the COVID-19 outbreak on the mental health of the general public. These epidemiological studies identified general risk factors during the COVID-19 outbreak, rather than the specific impacts of COVID-19 on the mental health of the public. For example, a cross-sectional study of 4827 participants [12] showed that lower education levels and higher social media exposure result in a high risk of individuals developing depressive symptoms, but these findings did not suggest that COVID-19 had an impact on the public’s mental health. There was only one longitudinal study [35], which conducted two-wave surveys during the initial COVID-19 outbreak (ie, January 31 to February 2, 2020) and during the peak 4 weeks later (ie, February 28 to March 1). Although this study recruited 1210 and 861 participants within 3 days by using a web-based survey approach, no significant longitudinal changes in stress, anxiety, or depression levels were observed. These findings might result from a lack of baseline data, few follow-ups with the same respondents (333/1210, 27.52%), or insufficient temporal resolution to detect mental health changes. Only one study compared the prevalence of symptoms of serious psychological distress before and during the COVID-19 pandemic by using an identical measure. This survey, which used AmeriSpeak for sample recruitment, showed that the prevalence of serious psychological distress symptoms among US adults was higher during the COVID-19 pandemic in 2020 than that reported in the 2018 National Health Interview Survey [20]. However, this study did not monitor the changes in population-level mental health through the unfolding pandemic. Timely mental health survey studies with a high temporal

<table>
<thead>
<tr>
<th>Publication</th>
<th>Sample size (n)</th>
<th>Recruitment period (2020)</th>
<th>Duration of recruitment period (days)</th>
<th>Duration between article submission and online publication (days)</th>
<th>Newcastle-Ottawa Quality Assessment Scale scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ustun [33]</td>
<td>1115</td>
<td>March 23 to April 3</td>
<td>12</td>
<td>—</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Verma and Mishra [34]</td>
<td>354</td>
<td>April 4-14</td>
<td>11</td>
<td>—</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Wang et al [35]</td>
<td>1210</td>
<td>January 31 to February 2</td>
<td>3</td>
<td>4</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Xiao et al [36]</td>
<td>170</td>
<td>—</td>
<td>—</td>
<td>11</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Yuan et al [37]</td>
<td>939</td>
<td>—</td>
<td>—</td>
<td>22</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Yuan et al [38]</td>
<td>100</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Zhang and Ma [39]</td>
<td>263</td>
<td>January 28 to February 5</td>
<td>9</td>
<td>20</td>
<td>0 0 2 2</td>
</tr>
<tr>
<td>Zhang et al [40]</td>
<td>369</td>
<td>February 20-21</td>
<td>2</td>
<td>10</td>
<td>1 0 2 3</td>
</tr>
<tr>
<td>Zhu et al [41]</td>
<td>2279</td>
<td>February 12 to March 17</td>
<td>35</td>
<td>1</td>
<td>0 0 2 2</td>
</tr>
</tbody>
</table>

a Data not available.
resolution, such as internet search data (eg, Google Trends) [42] and sentiment analysis on social media (eg, Weibo posts) [43], are warranted in the future to monitor the long-term impacts of the fast-moving COVID-19 outbreak.

In conclusion, this systematic review found that the data collection methods used in the public mental health surveys in the existing literature were efficient but generally had a high risk of bias. Therefore, following recommendations to avoid selection bias, or to apply novel methodologies considering both longitudinal design and high temporal resolution, would help provide a strong basis for the formation of national mental health policies.
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Abstract

Background: COVID-19 has spread very rapidly, and it is important to build a system that can detect it in order to help an overwhelmed health care system. Many research studies on chest diseases rely on the strengths of deep learning techniques. Although some of these studies used state-of-the-art techniques and were able to deliver promising results, these techniques are not very useful if they can detect only one type of disease without detecting the others.

Objective: The main objective of this study was to achieve a fast and more accurate diagnosis of COVID-19. This study proposes a diagnostic technique that classifies COVID-19 x-ray images from normal x-ray images and those specific to 14 other chest diseases.

Methods: In this paper, we propose a novel, multilevel pipeline, based on deep learning models, to detect COVID-19 along with other chest diseases based on x-ray images. This pipeline reduces the burden of a single network to classify a large number of classes. The deep learning models used in this study were pretrained on the ImageNet dataset, and transfer learning was used for fast training. The lungs and heart were segmented from the whole x-ray images and passed onto the first classifier that checks whether the x-ray is normal, COVID-19 affected, or characteristic of another chest disease. If it is neither a COVID-19 x-ray image nor a normal one, then the second classifier comes into action and classifies the image as one of the other 14 diseases.

Results: We show how our model uses state-of-the-art deep neural networks to achieve classification accuracy for COVID-19 along with 14 other chest diseases and normal cases based on x-ray images, which is competitive with currently used state-of-the-art models. Due to the lack of data in some classes such as COVID-19, we applied 10-fold cross-validation through the ResNet50 model. Our classification technique thus achieved an average training accuracy of 96.04% and test accuracy of 92.52% for the first level of classification (ie, 3 classes). For the second level of classification (ie, 14 classes), our technique achieved a maximum training accuracy of 88.52% and test accuracy of 66.634% by using ResNet50. We also found that when all the 16 classes were classified at once, the overall accuracy for COVID-19 detection decreased, which in the case of ResNet50 was 88.92% for training data and 71.905% for test data.

Conclusions: Our proposed pipeline can detect COVID-19 with a higher accuracy along with detecting 14 other chest diseases based on x-ray images. This is achieved by dividing the classification task into multiple steps rather than classifying them collectively.

(J Med Internet Res 2021;23(2):e23693) doi:10.2196/23693)
Introduction

Background

The COVID-19 pandemic has been causing significant health concerns since 2019. Symptoms of the disease include fever, cough, headache, and severe respiratory complications, which can subsequently lead to death. When this disease first started to spread in December 2019, numerous unknown facts were reported in Wuhan, China, where the first outbreak occurred [1]. By early January 2020, the government of China and the World Health Organization recognized SARS-CoV-2, the novel coronavirus known to cause COVID-19, as a pathogenic virus that belongs to the same family (Coronaviridae) as the virus known to cause severe acute respiratory syndrome (SARS). A SARS outbreak was previously reported in China in 2002-2003 [2].

Medical x-rays (short for x-radiation) are a form of visible light rays but with higher energy that penetrate the body to generate images of tissues and structures within the body, including bones, chest, and teeth. X-ray imaging is a very effective diagnostic tool and has been used for several decades by specialists to detect fractures, certain tumors, pneumonia, and dental problems [3]. In advanced cases, computed tomography (CT) can be used to produce a series of body images, which is later assembled into a 3D x-ray image that is processed by a computer. However, the traditional x-ray is a lot faster, easier, cheaper, and less harmful than a CT scan [4].

Research has shown that deep learning can be used to make predictions based on medical images by extracting characteristic features, including the shape and spatial rotation, from the images. Convolutional neural networks (CNNs) have played a very vital role in feature extraction and learning patterns that enable prediction. For example, a CNN is used to improve extraction high-speed video-endoscopy when the training data is very limited [5]. Advancements in image processing tools have brought about a radical change in the current techniques for the detection of pulmonary diseases. Researchers are employing traditional computer vision as well as deep learning algorithms to achieve satisfactory performance [3]. Several primary benefits are strongly correlated with the advancement of radiographic image classification tools. For example, in rural areas, owing to a shortage of doctors and places where doctors cannot be reached, such tools can prove useful. Once these tools become pervasive in the health care industry, radiologists, clinic practitioners, and even patients may utilize radiographic image classification tools to monitor and treat several diseases. As a result, this can reduce the burden on radiologists all over the world, by abolishing the requirement to examine every x-ray image for anomalies. Instead, the doctors will only need to focus on the patients whose x-ray images are flagged by this tool. The use of such tools can also eliminate the subjective opinion of doctors, increase the speed of early diagnosis of disease, and identify the minor details that may be overlooked by the human eye in some cases.

For this study, owing to computational restraints, we did not build a model from scratch, as such models require extremely high-end computers. Rather, we used CNN as a class of deep neural networks to propose a model to classify COVID-19 x-ray images from x-ray images of a wide range of chest diseases. Although the x-ray images of the other diseases are inadequate for proper training and to achieve state-of-the-art results, we generalized the data by considering data augmentation. This mainly rescales the x-ray images and flips them horizontally, in addition to a few other functionalities such as shift range, zooming, and rotation.

The strength of this study is that it classifies x-ray images at two different stages. The first stage involves enhancing the model to detect COVID-19–specific x-ray images at a faster speed than x-ray images of other chest diseases. This will result in a significant increase in the classification speed. Thus, considering a part of a dataset of chest x-ray (CXR) images for the analysis will result in low-quality output and unsatisfactory diagnoses. Accordingly, if the case is not classified as “normal” or “COVID-19” at this stage, then the classification is continued to the second stage, which involves classification for 14 other chest and related conditions (ie, atelectasis, cardiomegaly, effusion, infiltration, mass, nodule, pneumonia, pneumothorax, consolidation, edema, emphysema, fibrosis, pleural, and hermia). This also saves processing power if the x-ray image has been classified as “normal” or “COVID-19” in the first stage itself. To further enhance the accuracy of detection, we used UNet to complete lung and heart segmentation. Because we used a pretrained model, we were able to independently train 5 different models for each stage. Models with the best training and test accuracy were then selected for further analyses.

Based on our findings, we found that ResNet50 is the best model for classification in both scenarios: classifying 3 classes and 14 classes. Moreover, image segmentation helps in increasing the classification accuracy by up to 5%. We also trained a model for all 16 classes and found that classifying for a large number of classes significantly reduces the overall accuracy of the model.

The main contributions of this study are as follows:

1. Introduction of new classification pipeline for more accurate, automated classification in case of a large number of classes, primarily to increase the accuracy of a specific class.
2. Use of augmentation and semantic segmentation to increase accuracy of the model.
3. Comparison between different deep learning models on the basis of classification in cases of small and large number of classes.

In this paper, we first review previous studies that used deep neural networks for the detection of COVID-19 and other chest diseases. Then, we discuss the datasets used for our experiments as well as the study methodology, including data preprocessing, data segmentation, and the setup for classification of the models.
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Finally, we present the results and analyses on the basis of the models and dataset available.

**Previous Work**

Recently, with the rapid development of artificial intelligence, an increasing number of researchers have begun to pay attention to intelligent, deep learning–based diagnostic techniques. Some of them have achieved significantly prominent results. In this section, we first review the current, state-of-the-art techniques concerning the application of artificial intelligence to chest diseases in general, and then, we discuss the literature related to COVID-19 detection using deep neural networks.

**Detection of Chest Diseases Based on CXR Images by Using Deep Neural Networks**

Sivasamy and Subashini [6] used a Keras framework to classify CXR images to predict lung diseases and reported an accuracy of 86.14%. The accuracy of the model improved as the number of epochs for training was increased. Wang et al [7] used pixel-wise annotated digital reconstructed radiograph data to train an unsupervised multiorgan segmentation model based on x-ray images. In this case, the gaps in nodules annotated directly on 2D x-ray images are quite challenging and time-consuming due to the projective nature of x-ray imaging. Rajpurkar et al [8] proposed a binary classifier for the detection of pneumonia from frontal-view CXR images that achieved an f1 score of 0.435. Salehinejad et al [9] used a Deep Convolutional Generative Adversarial Network (DCGAN) tailored model designed for training with x-ray images wherein a generator is trained to generate artificial CXR images. Their model obtained its best accuracy when trained on an augmented dataset with DCGAN-synthesized CXRs to balance the imbalanced real dataset (D3). Chandra and Verma [10] used 5 different models to identify pneumonia and reported 95.631% as the best accuracy. The model is limited to analyzing only nonrigid, deformable, registration-driven automatically lung regions and segmented region of interest–confined feature extraction. Previous studies using state-of-the-art techniques have achieved effective results with one or two cardiothoracic diseases, but these techniques could lead to misclassification.

A few techniques have targeted all 14 classes of chest diseases. Wang et al [11] presented the largest publicly available dataset of CXR images, which has provided a new dimension to the research community. They achieved promising results using a deep CNN and suggest that this dataset could be further extended by using more disease labels. Smit et al [12] proposed a deep learning–based technique to identify the 14 underlying chest diseases. They trained the model to input a single-view chest radiograph and output the probability of each of the 14 observations. Several models were trained to identify the one with the best accuracy. They used DenseNet121 for their research and found that it yielded the best accuracy, but it was limited to the CheXpert dataset and liable to overfitting. A pretrained DenseNet121 model and feature extraction techniques were used for accurate identification of 14 thoracic diseases in the study by Ho and Gwak [13].

**Detection of COVID-19 Cases Based on CXR Images by Using Deep Neural Networks**

There are several state-of-the-art studies on deep learning and machine learning models for COVID-19 diagnosis. A study by Apostolopoulos and Mpesiana [14] took advantage of CNNs for the automatic detection of COVID-19 by using CXR images. They adopted transfer learning to solve for the small image dataset challenge. Their COVID-19 dataset consisted of 224 sample medical images. Despite the size limitation, their results showed effective automatic detection of COVID-19–related diseases. Abbas et al [15] used the CNN-based DeTraC framework. They also used transfer learning to achieve the best performance. This model achieved 95.12% accuracy and 97.91% sensitivity. Chen et al [16] provided a prediction of patients with or without COVID-19 by using the UNet++ based segmentation model. Narin et al [17] classified CXR images using the ResNet50 model and obtained the highest classification performance with 98% accuracy, using a dataset comprising only 50 COVID-19 and 50 normal samples. Li et al [18] also used a ResNet50 model with a dataset comprising 468 COVID-19 samples, 1551 community-acquired pneumonia samples, and 1445 non-pneumonia samples; this model achieved 90% sensitivity. Using deep learning approaches to extract and transform features, Li et al proved their model’s efficacy in COVID-19 diagnosis [18]. Furthermore, Sethy and Behera [19] used deep learning to extract deep features from x-ray images and then used state vector machine to classify them into COVID-19–positive and COVID-19–negative classes; they achieved an accuracy of 95%. Hemdan et al [20] used transfer learning and fine-tuning on state-of-the-art networks like VGG and ResNetV2 to classify COVID-19–positive and COVID-19–negative x-ray images; they achieved an accuracy of 90%. Wang et al [21] proposed the M-Inception model, a variant of the inception model. They detected only COVID-19 CT images from all available images and achieved an accuracy of 82%. Table 1 presents a comparison of previously studies models using radiographic imaging classification for COVID-19 cases, normal cases, and other chest diseases.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Medical image</th>
<th>Disease detected, n</th>
<th>Accuracy (%)</th>
<th>Methodology</th>
<th>Gaps in classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apostolopoulos and Mpesiana [14]</td>
<td>X-ray</td>
<td>COVID-19 224, Normal 504, Other chest diseases 700</td>
<td>93</td>
<td>Used transfer learning on VGG19, MobileNetV2, Inception, Xception, and InceptionResNetV2</td>
<td>Used only 3 classes: COVID-19, pneumonia, and other</td>
</tr>
<tr>
<td>Narin et al [17]</td>
<td>X-ray</td>
<td>Normal 50, Other chest diseases 50</td>
<td>98</td>
<td>Used 5 pretrained networks and applied 3 binary classifications for 4 classes of chest x-rays</td>
<td>Used only 3 classes: normal, COVID-19, viral and bacterial pneumonia</td>
</tr>
<tr>
<td>Brunese et al [22]</td>
<td>X-ray</td>
<td>COVID-19 250, Normal 3520, Other chest diseases 2753</td>
<td>97</td>
<td>Defined 2 models based on VGG16: one to classify affected x-ray images from healthy ones and the other to classify COVID-19 from affected x-ray images. Then, they localized the affected areas.</td>
<td>Although they used x-ray images of most diseases, they used only 3 classes: COVID-19, healthy, and disease</td>
</tr>
<tr>
<td>Song et al [24]</td>
<td>CT</td>
<td>COVID-19 777, Normal 708, Other chest diseases N/A</td>
<td>86</td>
<td>Proposed DRE-Net and compared its performance with VGG-16, DenseNet, and ResNet</td>
<td>Used only 3 classes: COVID-19, bacterial pneumonia, and healthy</td>
</tr>
<tr>
<td>Ozturk et al [27]</td>
<td>X-ray</td>
<td>COVID-19 250, Normal 1000, Other chest diseases 500</td>
<td>92</td>
<td>Proposed DarkCovidNet</td>
<td>Used only 3 classes: COVID-19, pneumonia, and no findings</td>
</tr>
<tr>
<td>Ardakani et al [28]</td>
<td>CT</td>
<td>COVID-19 510, Other chest diseases 510</td>
<td>99</td>
<td>Used 10 CNN networks (ie, AlexNet and ResNet-101) for classification of 2 classes</td>
<td>Classified COVID-19 class from non–COVID-19 class</td>
</tr>
<tr>
<td>Li et al [18]</td>
<td>CT</td>
<td>COVID-19 1296, Other chest diseases 1325, Normal 1735</td>
<td>96</td>
<td>Proposed COV-Net for classifying 3 classes</td>
<td>Used only 3 classes: COVID-19, community-acquired pneumonia, and non-pneumonia</td>
</tr>
<tr>
<td>Chen et al [16]</td>
<td>CT</td>
<td>COVID-19 51, Other chest diseases 55</td>
<td>95.24</td>
<td>Used UNet++ along with Keras for segmentation and COVID-19 detection</td>
<td>Used only binary classification for COVID-19 detection</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bCT: computed tomography.
cCNN: convolutional neural network.
Methods

Dataset
The first step involved preprocessing of the data, which includes segmentation of the lungs and the heart from the whole image, as an x-ray image contains many unnecessary details. To perform this segmentation task, we trained the UNet model on segmented CXR data obtained by the Japanese Society of Radiological Technology, which were downloaded from their official website [29], and their corresponding masks, which were downloaded from the SCR database [30]. This dataset contains 247 images. For classification purposes, data for COVID-19 was collected from Cohen et al’s COVID Chest X-ray dataset [31]. This dataset contains x-ray images of many other diseases. Furthermore, x-ray images from the datasets were separated using the available metadata file. Data for the other 14 chest diseases were provided by the National Institute of Health (NIH) and can be downloaded from the NIH Chest X-ray Dataset of 14 Common Thorax Disease Categories [32]. Data available on the NIH Clinical Center website contains 112,120 images, belonging to 15 classes, which include 14 disease classes and 1 normal class—all of which were extracted through the available metadata file. The number of images per class is presented in Table 2.

<table>
<thead>
<tr>
<th>Model and class</th>
<th>Training set, n</th>
<th>Testing set, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19</td>
<td>455</td>
<td>22</td>
</tr>
<tr>
<td>Normal</td>
<td>1995</td>
<td>405</td>
</tr>
<tr>
<td>Other</td>
<td>4600</td>
<td>730</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atelectasis</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Cardiomegaly</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Consolidation</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Edema</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Effusion</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Emphysema</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Fibrosis</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Hernia</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>Infiltration</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Mass</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Nodule</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Pleural thickening</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Pneumothorax</td>
<td>200</td>
<td>100</td>
</tr>
</tbody>
</table>

The data were randomly split into training and testing sets, as there were very few data related to COVID-19. The idea was to keep the training set as large as possible given the small number of images present. Image augmentation compensated for the lack of data. This was not an issue for model 2 images. For model 1, however, the lack of data can cause a change in testing accuracy. To compensate for this issue, we also applied data augmentation while testing.

Data Preprocessing
Every x-ray image has a different contrast and illumination as they are taken under different lighting conditions. Therefore, in the first step of preprocessing, histogram equalization was applied. CXR images also contain unnecessary details, such as the collarbone, shoulders, neck, and torso region. To remove these unnecessary details, lungs and heart segmentation were applied. For this purpose, the UNet segmentation model was trained on images from the Japanese Society of Radiological Technology with their corresponding masks. The architecture of the UNet model is shown in Table 3. The input image size fed to the network was 256x256x3. The contraction part acts as an encoder that extracts the context from the image using downsampling through the max-pooling layer. The expansive path acts as a decoder that precisely localizes the segmentation part using transpose convolution layers. It is an end-to-end, fully connected network and does not contain any dense layers. It also restores the image through upsampling.
<table>
<thead>
<tr>
<th>Path, layer, and type</th>
<th>Kernel size</th>
<th>Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 1 Input Layer</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Contraction Path</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path 2 Convolution</td>
<td>3x3</td>
<td>16</td>
</tr>
<tr>
<td>Path 3 Dropout (0.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 4 Convolution</td>
<td>3x3</td>
<td>16</td>
</tr>
<tr>
<td>Path 5 MaxPooling</td>
<td>2x2</td>
<td>1</td>
</tr>
<tr>
<td>Path 6 Convolution</td>
<td>3x3</td>
<td>32</td>
</tr>
<tr>
<td>Path 7 Dropout (0.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 8 Convolution</td>
<td>3x3</td>
<td>32</td>
</tr>
<tr>
<td>Path 9 MaxPooling</td>
<td>2x2</td>
<td>1</td>
</tr>
<tr>
<td>Path 10 Convolution</td>
<td>3x3</td>
<td>64</td>
</tr>
<tr>
<td>Path 11 Dropout (0.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 12 Convolution</td>
<td>3x3</td>
<td>64</td>
</tr>
<tr>
<td>Path 13 MaxPooling</td>
<td>2x2</td>
<td>1</td>
</tr>
<tr>
<td>Path 14 Convolution</td>
<td>3x3</td>
<td>128</td>
</tr>
<tr>
<td>Path 15 Dropout (0.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 16 Convolution</td>
<td>3x3</td>
<td>128</td>
</tr>
<tr>
<td>Path 17 MaxPooling</td>
<td>2x2</td>
<td>1</td>
</tr>
<tr>
<td>Path 18 Convolution</td>
<td>3x3</td>
<td>256</td>
</tr>
<tr>
<td>Path 19 Dropout (0.3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 20 Convolution</td>
<td>3x3</td>
<td>256</td>
</tr>
<tr>
<td><strong>Expansive Path</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path 21 Transposed convolution</td>
<td>2x2</td>
<td>128</td>
</tr>
<tr>
<td>Path 22 Concatenate (21, 16)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 23 Convolution</td>
<td>3x3</td>
<td>128</td>
</tr>
<tr>
<td>Path 24 Dropout (0.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 25 Convolution</td>
<td>3x3</td>
<td>128</td>
</tr>
<tr>
<td>Path 26 Transposed convolution</td>
<td>2x2</td>
<td>64</td>
</tr>
<tr>
<td>Path 27 Concatenate (26, 12)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 28 Convolution</td>
<td>3x3</td>
<td>64</td>
</tr>
<tr>
<td>Path 29 Dropout (0.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 30 Convolution</td>
<td>3x3</td>
<td>64</td>
</tr>
<tr>
<td>Path 31 Transposed convolution</td>
<td>2x2</td>
<td>32</td>
</tr>
<tr>
<td>Path 32 Concatenate (31, 8)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 33 Convolution</td>
<td>3x3</td>
<td>32</td>
</tr>
<tr>
<td>Path 34 Dropout (0.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 35 Convolution</td>
<td>3x3</td>
<td>32</td>
</tr>
<tr>
<td>Path 36 Transposed convolution</td>
<td>2x2</td>
<td>16</td>
</tr>
<tr>
<td>Path 37 Concatenate (36, 4)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 38 Convolution</td>
<td>3x3</td>
<td>16</td>
</tr>
<tr>
<td>Path 39 Dropout (0.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Path 40 Convolution</td>
<td>3x3</td>
<td>16</td>
</tr>
</tbody>
</table>
Data Augmentation
Before feeding the data to the network, image augmentation was applied to tackle the problem of fewer data, that is, in the case of COVID-19. For applying augmentation, the rotation range was set to 90°, the horizontal flip was set to true, and the vertical flip was also set to true. For each iteration, the image data generator used a different transformation of the original images. In the case of COVID-19, we had 445 input images and 20 iterations; therefore, the data generator used 8900 images for training in this case.

Classification Models
The main objective of this study was to classify COVID-19 x-ray images from normal x-ray images and those of 14 other chest diseases. When a single model is trained for classifying 16 different classes, its accuracy tends to decrease, and in the case of COVID-19 detection, that is not acceptable. To solve this problem, a new pipeline was formed, which is illustrated in Figure 1. Two models were trained. The first model was trained to classify 3 classes: COVID-19, normal, and some other disease. The second model was trained to classify the 14 other chest and related diseases. Both models were trained separately. To automate the process, if the first model classified the x-ray as “some other disease,” then the second model was called to further classify the disease as one of 14 other chest diseases, using a simple “IF” condition. This architecture makes the classification process easy, as there are fewer features that need to be classified at the first stage.

Classifier 1 only needs to learn how to distinguish COVID-19 and normal x-ray images from those of all the other 14 chest diseases. The rule is simple: the fewer the classes, the fewer features there are to learn and distinguish, and the greater the accuracy. This is critical because the classification of COVID-19 is much more important than that of other diseases during the ongoing pandemic. Finally, the burden of classifying the other 14 x-ray diseases falls on classifier 2, which now has 14 classes to classify instead of 16. Furthermore, the 2 most important classes have already been classified by classifier 1. Moreover, to support the statement that accuracy indeed decreases when classifying into 16 classes, a third model was trained for classification into all 16 classes.

For classification purposes, the following 5 models were trained for both classifications:
- NasNetLarge
- Xception
- InceptionV3
- InceptionResNetV2
- ResNet50

NasNetLarge was proposed by “Google Brain” in 2018 [33]. It has two types of architectures—CIFAR10 and ImageNet. CIFAR10 architecture has N number of normal cells and one reduction cell repeating after each other; in the end, it has the SoftMax function. ImageNet has two strides of convolutional layers with a 3×3 kernel size at the start, followed by two reduction cells; thereafter, it has the same architecture as CIFAR10.

Xception was proposed by Google in 2017 [34]. It consists of one entry flow, eight middle flow, and one exit flow. Entry flow consists of convolutional and max-pooling layers with ReLU as the activation function. The middle flow consists of only convolutional layers with the ReLU activation function. Exit flow consists of convolutional, max pooling, and global average pooling layers with the ReLU activation function; in the end, it has fully connected layers for classification.

InceptionV3 was proposed by Google in 2015 [35]. The basic architecture of the model is the same, as it consists of convolutional and pooling layers; in addition, it has three
inception architectures as proposed previously [35]. Finally, at the end, it has the logistic and SoftMax function for classification into 1000 classes.

InceptionResNetV2 was proposed by Google in 2016 [36]. It has the proposed inception and reduction blocks at the start, and in the end, it has a pooling layer and dropout layer to prevent overfitting. It classifies using the SoftMax function.

ResNet50 was proposed by Microsoft in 2015 [37]. It takes residual learning as a building block and consists of convolutional layers with an average pooling layer at the end.

Table 4. Fine-tuning layers for classifier 1, classifier 2, and classifier 3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Classifier 1</th>
<th>Classifier 2</th>
<th>Classifier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output</td>
<td>Kernel</td>
<td>Output</td>
</tr>
<tr>
<td>Average pooling</td>
<td>2048</td>
<td>2x2</td>
<td>2048</td>
</tr>
<tr>
<td>Flatten</td>
<td>8192</td>
<td>N/A^a</td>
<td>8192</td>
</tr>
<tr>
<td>Dense</td>
<td>1024</td>
<td>N/A</td>
<td>1024</td>
</tr>
<tr>
<td>Dropout (0.5)</td>
<td>1024</td>
<td>N/A</td>
<td>1024</td>
</tr>
<tr>
<td>Dense</td>
<td>1024</td>
<td>N/A</td>
<td>1024</td>
</tr>
<tr>
<td>Dropout (0.5)</td>
<td>1024</td>
<td>N/A</td>
<td>1024</td>
</tr>
<tr>
<td>Dense</td>
<td>3</td>
<td>N/A</td>
<td>1024</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

All the models explained in the Methods section were trained and tested on Google Colab with 12 GB of RAM and GPU (graphics processing unit) assigned by Google Colab.

Results

Initially, the UNet model was trained for segmentation of lungs and heart. After Training UNet, the model had a training loss of 16.75%, training accuracy of 87.13%, validation loss of 12.27%, and validation accuracy of 89.64%.

Figure 2 shows some sample segmented CXR images. With image segmentation, we achieved up to 5% increase in the accuracy of our models.

After image segmentation was completed and new training data were obtained, each training model was trained for 20 epochs with a batch size of 8. The accuracy obtained from training is shown in Table 5. The table shows that the maximum accuracy for classifying the 3 classes, including COVID-19 was achieved by using ResNet50 followed by NasNetLarge. These two models yielded accuracy that competes with that of the available state-of-the-art models for COVID-19 prediction.
Classifier 2 did not show promising results in classifying the 14 other diseases. The main reasons for this were the large number of classes and the continued overfitting of the model. The maximum test accuracy achieved was 65.63% with ResNet50 followed by 61.47% with NasNetLarge.

As described, our proposed model pipeline helps to increase the accuracy of COVID-19 diagnosis when classifying 16 classes. Table 5 shows that when the 16 classes were combined and classified, the detection accuracy decreases. In all the cases except in the case of NASNetLarge and ResNet50 models, the test accuracy decreased when classifying 16 classes. Moreover, in the case of the NASNetLarge model, the increase in accuracy is not very notable. The maximum test accuracy was achieved with ResNet50, with an average of 71.905% over 10-fold cross-validation.

Table 5. Average training, validation, and test accuracy achieved by different models through a 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Model and classifier</th>
<th>Training accuracy (%)</th>
<th>Training loss (%)</th>
<th>Validation accuracy (%)</th>
<th>Validation loss (%)</th>
<th>Test accuracy (%)</th>
<th>Test loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NasNetLarge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>91.80</td>
<td>33.78</td>
<td>91.25</td>
<td>31.32</td>
<td>89.66</td>
<td>32.028</td>
</tr>
<tr>
<td>2nd</td>
<td>84.67</td>
<td>52.45</td>
<td>61.22</td>
<td>127.83</td>
<td>61.47</td>
<td>127.99</td>
</tr>
<tr>
<td>Combined</td>
<td>79.72</td>
<td>68.36</td>
<td>63.68</td>
<td>123.42</td>
<td>63.58</td>
<td>121.39</td>
</tr>
<tr>
<td>Xception</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>88.12</td>
<td>29.27</td>
<td>87.33</td>
<td>36.27</td>
<td>86.58</td>
<td>35.91</td>
</tr>
<tr>
<td>2nd</td>
<td>90.70</td>
<td>48.73</td>
<td>61.88</td>
<td>133.04</td>
<td>61.08</td>
<td>133.92</td>
</tr>
<tr>
<td>Combined</td>
<td>29.88</td>
<td>208.89</td>
<td>22.28</td>
<td>397.08</td>
<td>47.75</td>
<td>301.39</td>
</tr>
<tr>
<td>InceptionV3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>65.87</td>
<td>69.25</td>
<td>63.43</td>
<td>57.38</td>
<td>63.19</td>
<td>5.233</td>
</tr>
<tr>
<td>2nd</td>
<td>83.91</td>
<td>56.46</td>
<td>53.57</td>
<td>142.22</td>
<td>53.75</td>
<td>139.97</td>
</tr>
<tr>
<td>Combined</td>
<td>65.52</td>
<td>110.33</td>
<td>38.31</td>
<td>176.24</td>
<td>38.83</td>
<td>174.97</td>
</tr>
<tr>
<td>InceptionResNetV2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>65.10</td>
<td>80.32</td>
<td>62.46</td>
<td>76.35</td>
<td>63.19</td>
<td>75.79</td>
</tr>
<tr>
<td>2nd</td>
<td>83.37</td>
<td>81.30</td>
<td>54.08</td>
<td>197.66</td>
<td>53.75</td>
<td>197.07</td>
</tr>
<tr>
<td>Combined</td>
<td>54.45</td>
<td>134.20</td>
<td>33.84</td>
<td>200.61</td>
<td>33.97</td>
<td>200.26</td>
</tr>
<tr>
<td>ResNet50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>96.32</td>
<td>9.84</td>
<td>94.16</td>
<td>23.09</td>
<td>92.52</td>
<td>20.32</td>
</tr>
<tr>
<td>2nd</td>
<td>87.83</td>
<td>35.85</td>
<td>67.55</td>
<td>105.63</td>
<td>65.63</td>
<td>108.24</td>
</tr>
<tr>
<td>Combined</td>
<td>88.92</td>
<td>26.16</td>
<td>73.14</td>
<td>87.05</td>
<td>71.91</td>
<td>88.95</td>
</tr>
</tbody>
</table>

The results obtained by our proposed approaches compete with that of state-of-the-art methods (shown in Table 1). Graphs illustrating the training and validation accuracy and loss for classifiers 1, 2, and 3 are shown in Figures 3, 4, and 5, respectively. To further evaluate the results, the AUC (area under the curve), sensitivity, and specificity results for all the networks were studied (Table 6). We found that ResNet50 achieved the maximum AUC, sensitivity, and specificity scores compared to any other model.
Figure 3. Graphs illustrating training and validation accuracy (left) and loss (right) over epochs for different models of classifier 1.
Figure 4. Graphs illustrating training and validation accuracy (left) and loss (right) over epochs for different models of classifier 2.
Figure 5. Graphs illustrating training and validation accuracy (left) and loss (right) over epochs for different models of classifier 3.
Table 6. Average training, validation, and test accuracy achieved by different models through the 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Model and classifier</th>
<th>AUC(^a) (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NasNetLarge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>97.61</td>
<td>90.73</td>
<td>93.42</td>
</tr>
<tr>
<td>2nd</td>
<td>82.15</td>
<td>75.33</td>
<td>81.1</td>
</tr>
<tr>
<td>Combined</td>
<td>93.88</td>
<td>90.15</td>
<td>93.85</td>
</tr>
<tr>
<td>Xception</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>95.9</td>
<td>88.64</td>
<td>91.78</td>
</tr>
<tr>
<td>2nd</td>
<td>92.25</td>
<td>87.38</td>
<td>81.12</td>
</tr>
<tr>
<td>Combined</td>
<td>83.19</td>
<td>76.09</td>
<td>80.64</td>
</tr>
<tr>
<td>InceptionV3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>89.28</td>
<td>83.2</td>
<td>85.51</td>
</tr>
<tr>
<td>2nd</td>
<td>91.69</td>
<td>79.53</td>
<td>81.25</td>
</tr>
<tr>
<td>Combined</td>
<td>89.85</td>
<td>83.29</td>
<td>93.7</td>
</tr>
<tr>
<td>InceptionResNetV2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>80.65</td>
<td>74.88</td>
<td>77.92</td>
</tr>
<tr>
<td>2nd</td>
<td>85.41</td>
<td>79.21</td>
<td>81.25</td>
</tr>
<tr>
<td>Combined</td>
<td>85.44</td>
<td>82.69</td>
<td>93.75</td>
</tr>
<tr>
<td>ResNet50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>98.73</td>
<td>93.14</td>
<td>95.22</td>
</tr>
<tr>
<td>2nd</td>
<td>94.6</td>
<td>85.64</td>
<td>81.03</td>
</tr>
<tr>
<td>Combined</td>
<td>96.9</td>
<td>93.4</td>
<td>93.72</td>
</tr>
</tbody>
</table>

\(^a\)Area under the curve.

Discussion

Principal Findings

In this study, we classified normal cases, COVID-19 cases, and 14 other chest diseases based on CXR images. We proposed a novel, multiclass method for this purpose and used models that were pretrained on ImageNet dataset to save training time and resources. Our multilevel approach resulted in an increase in the classification accuracy. We found that ResNet50 was the best model for classification, yielding the highest accuracy.

Future Suggestions

This study tried to cover most aspects of detection of chest diseases, but there is still work to be done. Most importantly, there is a need for more data for patients with COVID-19, which could help improve the accuracy of the model. At present, there is a significant difference in the number of images per class for the first level of classification.

This model can help in the first level of classification to determine whether the person has COVID-19 or some other chest disease, as x-rays are easier and less expensive than other forms of radiographic imaging and can help determine the severity of the disease. Although disease severity was not within the scope of this study, future work in detecting the severity of the disease can also be an important improvement in the already-existing model. In addition, techniques such as the Grad-Cam algorithm can be used to visualize the features in radiographic images affecting the algorithm and to determine disease severity. This algorithm will highlight which features help the algorithm with the classification and which features likely mislead the algorithm. This algorithm might also be the key to investigating the low accuracy of the level-2 classifier and can help improve its accuracy.

Conclusions

Deep learning has played a major role in medical image analysis and feature extraction, which are applied to the detection of a wide range of chest diseases. CNN architectures are popular for their ability to learn mid- and high-level image representations and to make predictions. Detecting the presence, or absence, of COVID-19 in a patient is insufficient without addressing other chest diseases. However, a deep learning system that is trained to classify a large number of classes—16 in our case—has less accuracy. This work aimed to deal effectively with this new pipeline to help with a first-level differential diagnosis of COVID-19 from other chest diseases. Subsequently, we applied further enhancement to detect other chest diseases in order to tackle multi-class chest classification in the detection of anomalies on x-ray images. This approach yielded satisfactory results.

Thus, we showed how our proposed models use state-of-the-art deep neural networks to classify 16 cardiothoracic diseases by training the models based on x-ray images in the database.
segmentation was applied to remove unnecessary details, and both classifiers were independently trained on segmented data. However, our model can classify not only COVID-19 but also 14 other chest diseases, as well as normal x-ray images, with satisfactory accuracy as compared with previous studies.
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Abstract

Background: Predicting early respiratory failure due to COVID-19 can help triage patients to higher levels of care, allocate scarce resources, and reduce morbidity and mortality by appropriately monitoring and treating the patients at greatest risk for deterioration. Given the complexity of COVID-19, machine learning approaches may support clinical decision making for patients with this disease.

Objective: Our objective is to derive a machine learning model that predicts respiratory failure within 48 hours of admission based on data from the emergency department.

Methods: Data were collected from patients with COVID-19 who were admitted to Northwell Health acute care hospitals and were discharged, died, or spent a minimum of 48 hours in the hospital between March 1 and May 11, 2020. Of 11,525 patients, 933 (8.1%) were placed on invasive mechanical ventilation within 48 hours of admission. Variables used by the models included clinical and laboratory data commonly collected in the emergency department. We trained and validated three predictive models (two based on XGBoost and one that used logistic regression) using cross-hospital validation. We compared model performance among all three models as well as an established early warning score (Modified Early Warning Score) using receiver operating characteristic curves, precision-recall curves, and other metrics.

Results: The XGBoost model had the highest mean accuracy (0.919; area under the curve=0.77), outperforming the other two models as well as the Modified Early Warning Score. Important predictor variables included the type of oxygen delivery used in the emergency department, patient age, Emergency Severity Index level, respiratory rate, serum lactate, and demographic characteristics.

Conclusions: The XGBoost model had high predictive accuracy, outperforming other early warning scores. The clinical plausibility and predictive ability of XGBoost suggest that the model could be used to predict 48-hour respiratory failure in admitted patients with COVID-19.

(J Med Internet Res 2021;23(2):e24246) doi:10.2196/24246
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Introduction

On March 11, 2020, COVID-19, the disease caused by SARS-CoV-2 infection, was declared a pandemic by the World Health Organization [1]. As of December 16, 2020, there were more than 17 million confirmed COVID-19 cases and over 300,000 deaths in the United States. During the first wave, New York was the epicenter of the pandemic in the United States, with over 390,000 cases and 30,000 deaths before the summer [2].

Respiratory failure is the leading cause of death among patients with COVID-19, with up to one-third of patients admitted with COVID-19 requiring invasive mechanical ventilation (IMV) [3-8]. The decision to initiate IMV in these patients is not straightforward. Many patients with severe disease appear comfortable despite profound hypoxemia, and they are commonly managed with supplemental oxygen, self-proning, and close monitoring [9,10]. However, some of these patients subsequently deteriorate and require IMV following transfer from the emergency department (ED). This subgroup has worse outcomes than those placed on IMV initially [11]. Before the surge of COVID-19, patients initially admitted to a non–critical care setting who needed an unplanned transfer to an intensive care unit (ICU) had greater morbidity and mortality than those admitted directly to a critical care unit [12-14]. Thus, accurately identifying patients at high risk for deterioration could improve clinical outcomes as a result of closer monitoring, direct admission to a critical care unit, or earlier discussions regarding patient preferences and goals of care.

Methods of identifying patients at high risk for or in the early stages of clinical deterioration have been actively researched for decades. The field has generated many severity-of-illness calculators, early warning scores, and, more recently, predictive analytic tools that use advanced machine learning and artificial intelligence [15-23]. Our goal was to derive a prediction model that estimates the risk of short-term (<48 hours) respiratory failure for patients with COVID-19 who were not initially placed on IMV. Such a tool could improve outcomes by avoiding delayed admission to a critical care unit, resulting in the provision of additional respiratory support and closer monitoring, or the initiation of earlier discussions around the goals of care.

Methods

Overview

This retrospective observational cohort drew data from 13 acute care hospitals of Northwell Health, the largest health care system in New York State. Data were extracted from the electronic health record (EHR) Sunrise Clinical Manager (Allscripts). EHRs were screened for adult patients (aged ≥21 years) who received a positive test result for SARS-CoV-2 based on a nasopharyngeal sample tested using polymerase chain reaction assays. Included patients were hospitalized and were discharged, died, or spent a minimum of 48 hours in the hospital between March 1, 2020, and May 11, 2020. For patients who had multiple qualifying hospital admissions, only the first hospitalization was included. Patients who were transferred between hospitals within the health system were treated as one hospital encounter. A total of 11,919 patients were identified. Patients were excluded if they were placed on mechanical ventilation prior to inpatient admission. A total of 11,525 patients remained for analysis. The Institutional Review Board of Northwell Health approved the study protocol and waived the requirement for informed consent.

Data Acquisition

Data collected from EHRs included patient demographics, comorbidities, home medications, initial vitals and laboratory values, treatments (eg, oxygen therapy, mechanical ventilation), and clinical outcomes (eg, length of stay, discharge, mortality). Vitals and laboratory testing were restricted to those obtained while the patient was in the ED.

Outcomes

The target outcome variable was defined as intubation and mechanical ventilation within 48 hours of admission. In the EHR, the admission time was recorded, and the intubation event was defined as the first time mechanical ventilation was recorded.

Predictive Machine Learning Model

We evaluated three predictive models: XGBoost, XGBoost + SMOTEENN (combined oversampling using SMOTE and undersampling using edited nearest neighbors) [24], and logistic regression [25]. XGBoost combines a recursive gradient–boosting method, called Newton boosting, with a decision-tree model. Given that each tree is boosted in parallel, the model efficiently provides accurate predictions [26]. Furthermore, because each tree is boosted recursively and in parallel, the model benefits from the high interpretability of the variable importance features.

The XGBoost + SMOTEENN method involves combined oversampling using SMOTE and undersampling using edited nearest neighbors on the training set before training an XGBoost model [27]. This method has been shown to have the best performance in the resampling data sets [28]. Furthermore, in our experience, when using any of the oversampling or undersampling methods alone, calibration of the model is severely affected. However, when we combine oversampling the minority class with undersampling of the majority class, we found that we get a more accurate model both in terms of discriminability and minimizing the effect on the calibration of the model.

For every learning framework, we validated the model with external validation using each hospital (ie, for each fold, one hospital was picked as a testing set and the others as a training set). Only hospitals with >1000 patients with COVID-19 in the data set were picked for the testing sets, and a random sample of 1000 patients was picked to be our testing set for each fold. Grid search was used to hypertune the parameters of the respective models. The XGBoost model was tuned based on min_child_weight, gamma, subsample, colsample_bytree, and max_depth parameters, and the ranges of the values were 1-20, 0.5-20, 0.2-1.0, 0.2-1.0, and 2-40, respectively.
When data were missing, we imputed weighted k-nearest neighbors [29] for numerical values and added a category “missing” for categorical values. We used one-hot [30] to encode categorical variables as a one-hot numeric array. The most important variables were calculated based on a decrease in the mean Gini coefficient (ie, the variables most useful in splitting the data to help make a prediction) for XGBoost and XGBoost + SMOTEENN; and by the absolute value of the regression coefficient for logistic regression, and were calculated based on the largest hospital testing set. The resulting receiver operating characteristic (ROC) curves and corresponding accuracy, recall (sensitivity), specificity, geometric mean, and F$\beta$-score were averaged. For the F$\beta$-score, the $\beta$ parameter value was designated as $\beta=4$ to capture a higher detriment of false negatives than false positives (ie, if we value recall, $\beta$ times as much as the precision). For definitions of these measures and how they were calculated, see Multimedia Appendix 1.

Calibration curves (reliability curves) were plotted by dividing the testing sets (for each hospital fold) into 10 bins randomly with an increasing fraction of patients that had respiratory failure in the sample. The fraction positives (patients who had respiratory failure) and their mean corresponding predicted value from the corresponding model were depicted and averaged into 10 bins. The Brier score was calculated for each external hospital fold and the mean Brier score and standard deviation were calculated and depicted in the legend of the calibration curve. For further explanation of these measures and how they were calculated, see Multimedia Appendix 1.

Python 2.6 (Python Software Foundation) was used to implement our machine learning framework. The respective prediction models of XGBoost and logistic regression from the scikit-learn application programming interface (API) in Python were used [31]. GridSearchCV from the scikit-learn API was used to perform the grid search and hypertune the parameters. We used the default imblearn API version of the SMOTEENN [27]. SimpleImputer [32] was used for imputations, which were replaced with a new category, “missing.” KNNImputer [33] was used to impute the missing numerical data [29]. The default value for k=5 was not changed. OneHotEncoder from the sklearn API was used to transform categorical variables to one-hot numeric arrays.

**Modified Early Warning Score**

The Modified Early Warning Score (MEWS) was computed from patient vital signs (Multimedia Appendix 2) and is a variant of other known and used risk scores [34,35]. The MEWS ranges from 0 to 15 and incorporates heart rate (beats per minute), respiratory rate (breaths per minute), systolic blood pressure (mm Hg), and body temperature (degrees Celsius). In our data set, one MEWS subcomponent, the AVPU (alert, verbal, pain, unresponsive) neurologic assessment, had a significant amount of missing data (>80%; data not shown) and was not included in the MEWS calculation for this project. An elevated MEWS indicates a risk for clinical instability, including death or the need for ICU admission [36]. In 2012, our health system created a custom modification that was incorporated into the EHR. It includes automatic calculation and display of MEWS and other modules via Arden Syntax Medical Logic Modules [37]. Based on local health system guidelines, any score $\geq 7$ requires an escalation in intensity of care. For example, MEWS $>7$ requires increased frequency of vital sign measurement (every 2 hours), MEWS $>8$ requires evaluation by a licensed independent provider, MEWS $>9$ requires consideration of evaluation by a rapid response team, and MEWS $>10$ requires a change in the level of service per a defined protocol. For the MEWS, we chose the highest value the patient had while in the ED.

**Results**

**Patient Characteristics**

During the study period, we identified 11,525 patients admitted from the ED with a diagnosis of COVID-19. Of these, 933 (8.0%) were placed on IMV within 48 hours of admission. Baseline characteristics (demographics, baseline vital signs, and laboratory measurements) for all patients are shown in Table 1, stratified by study outcome. Comorbidities were captured from ICD-10 codes listed in the EHR.
Table 1. Demographic, clinical, and laboratory data from hospitalized patients.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Not intubated (n=10,592)</th>
<th>Intubated (n=933)</th>
<th>Missing (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>65.00 (54.00-77.00)</td>
<td>66.00 (56.00-75.00)</td>
<td>0</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>4530 (42.8)</td>
<td>327 (35.0)</td>
<td>0</td>
</tr>
<tr>
<td>Primary language, English, n (%)</td>
<td>8498 (80.2)</td>
<td>746 (80.0)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>2199 (20.8)</td>
<td>236 (25.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>889 (8.4)</td>
<td>77 (8.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>White</td>
<td>4148 (39.2)</td>
<td>310 (33.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Declined</td>
<td>71 (0.7)</td>
<td>8 (0.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>2884 (27.2)</td>
<td>268 (28.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unknown</td>
<td>401 (3.8)</td>
<td>34 (3.6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>2238 (21.1)</td>
<td>202 (21.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>7685 (72.6)</td>
<td>648 (69.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Declined</td>
<td>43 (0.4)</td>
<td>1 (0.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unknown</td>
<td>618 (5.8)</td>
<td>82 (8.8)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Vital signs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), median (IQR)</td>
<td>134.00 (118.00-150.00)</td>
<td>134.00 (115.00-151.75)</td>
<td>0.5</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), median (IQR)</td>
<td>79.00 (70.50-87.00)</td>
<td>77.00 (69.00-86.00)</td>
<td>0.6</td>
</tr>
<tr>
<td>Heart rate (beats/minute), median (IQR)</td>
<td>94.00 (85.00-102.00)</td>
<td>97.00 (88.50-112.00)</td>
<td>0.4</td>
</tr>
<tr>
<td>Respiratory rate (breaths/minute), median (IQR)</td>
<td>21.00 (18.00-25.00)</td>
<td>24.00 (20.00-32.00)</td>
<td>0.8</td>
</tr>
<tr>
<td>Temperature (°C), mean (SD)</td>
<td>37.77 (0.97)</td>
<td>37.86 (1.11)</td>
<td>1.6</td>
</tr>
<tr>
<td>Oxygen saturation (%), median (IQR)</td>
<td>97.00 (95.00-98.00)</td>
<td>96.00 (93.00-98.00)</td>
<td>1.7</td>
</tr>
<tr>
<td><strong>BMI, mean (SD)</strong></td>
<td>29.12 (7.79)</td>
<td>30.39 (9.21)</td>
<td>47.1</td>
</tr>
<tr>
<td><strong>Laboratory data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cell count (× 10^9/L), median (IQR)</td>
<td>7.34 (5.45-9.92)</td>
<td>8.25 (6.20-11.50)</td>
<td>9</td>
</tr>
<tr>
<td>Absolute neutrophil count (× 10^9/L), median (IQR)</td>
<td>5.68 (3.95-8.11)</td>
<td>6.84 (4.76-9.62)</td>
<td>11.5</td>
</tr>
<tr>
<td>Absolute lymphocyte count (× 10^9/L), median (IQR)</td>
<td>0.90 (0.63-1.27)</td>
<td>0.80 (0.56-1.13)</td>
<td>11.5</td>
</tr>
<tr>
<td>Hemoglobin (g/dL), mean (SD)</td>
<td>12.93 (2.12)</td>
<td>13.14 (2.11)</td>
<td>9</td>
</tr>
<tr>
<td>Platelets (K/μL), mean (SD)</td>
<td>230.17 (101.93)</td>
<td>217.19 (87.45)</td>
<td>9.1</td>
</tr>
<tr>
<td>Sodium (mmol/L), mean (SD),</td>
<td>136.64 (6.21)</td>
<td>135.38 (5.74)</td>
<td>11.9</td>
</tr>
<tr>
<td>Carbon dioxide (mmol/L), mean (SD)</td>
<td>23.61 (3.79)</td>
<td>22.67 (4.68)</td>
<td>11.9</td>
</tr>
<tr>
<td>Creatinine (mg/dL), median (IQR)</td>
<td>1.03 (0.80-1.46)</td>
<td>1.20 (0.92-1.75)</td>
<td>12</td>
</tr>
<tr>
<td>Bilirubin (mg/dL), median (IQR)</td>
<td>0.50 (0.40-0.70)</td>
<td>0.60 (0.40-0.80)</td>
<td>12.5</td>
</tr>
<tr>
<td>Ferritin (ng/mL), mean (SD)</td>
<td>1283.50 (2732.65)</td>
<td>1731.05 (2631.38)</td>
<td>73.2</td>
</tr>
<tr>
<td>Procalcitonin (ng/mL), mean (SD)</td>
<td>1.22 (10.96)</td>
<td>2.12 (8.16)</td>
<td>66.3</td>
</tr>
<tr>
<td>D-dimer (ng/mL), mean (SD)</td>
<td>1871.84 (5306.42)</td>
<td>2659.09 (6798.96)</td>
<td>65.4</td>
</tr>
<tr>
<td>Lactate dehydrogenase (U/L), mean (SD)</td>
<td>455.61 (213.04)</td>
<td>611.05 (272.16)</td>
<td>71</td>
</tr>
<tr>
<td>pH (arterial), mean (SD)</td>
<td>7.42 (0.09)</td>
<td>7.39 (0.11)</td>
<td>96.7</td>
</tr>
<tr>
<td>Partial pressure of oxygen (arterial, mm Hg), mean (SD)</td>
<td>99.90 (65.17)</td>
<td>85.26 (61.42)</td>
<td>94.8</td>
</tr>
<tr>
<td>Variables</td>
<td>Not intubated (n=10,592)</td>
<td>Intubated (n=933)</td>
<td>Missing (%)</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>--------------------------</td>
<td>-------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Partial pressure of carbon dioxide (arterial, mm Hg), mean (SD)</td>
<td>34.66 (9.38)</td>
<td>35.38 (11.45)</td>
<td>94.7</td>
</tr>
</tbody>
</table>

**Comorbidities**

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>Not intubated</th>
<th>Intubated</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension, n (%)</td>
<td>1183 (11.2)</td>
<td>115 (12.3)</td>
<td>0</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>685 (6.5)</td>
<td>77 (8.3)</td>
<td>0</td>
</tr>
<tr>
<td>Coronary artery disease, n (%)</td>
<td>148 (1.4)</td>
<td>15 (1.6)</td>
<td>0</td>
</tr>
<tr>
<td>Asthma/chronic obstructive pulmonary disease, n (%)</td>
<td>242 (2.3)</td>
<td>20 (2.1)</td>
<td>0</td>
</tr>
<tr>
<td>Chronic kidney disease, n (%)</td>
<td>99 (0.9)</td>
<td>8 (0.9)</td>
<td>0</td>
</tr>
<tr>
<td>HIV, n (%)</td>
<td>26 (0.2)</td>
<td>1 (0.1)</td>
<td>0</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

**Prediction Models for Respiratory Failure**

Based on XGBoost, the mean area under the curve (AUC) of the ROC (AUCROC) curve was 0.77 (SD 0.05) and the mean AUC of the PR curve (AUCPR) was 0.26 (SD 0.04; Figure 1). The 10 most important variables, in order of decreasing importance, were as follows: most invasive mode of oxygen delivery being a nonrebreather mask, Emergency Severity Index (ESI) values of 1 and 3, maximum respiratory rate, maximum oxygen saturation, Black race, age on admission, eosinophil percentage, serum sodium level, and serum lactate level (Figure 1). The confusion matrix for the model’s largest hospital testing set showed that most false predictions were false negatives (those who were predicted to not require intubation but were intubated within 48 hours). False positives (those who were predicted to require intubation but were not intubated within 48 hours) were the minority of predictions (Figure 1). The model had a mean accuracy of 0.919 (SD 0.028). The corresponding mean precision, recall, specificity, geometric mean, and Fβ-score were 0.521 (SD 0.329), 0.051 (SD 0.030), 0.994 (SD 0.005), 0.337 (SD 0.042), and 0.054 (SD 0.029), respectively (Table 2).

Based on the XGBoost + SMOTEENN model, the mean AUCs of the ROC and PR curves were 0.76 (SD 0.03) and 0.24 (SD 0.06), respectively (Figure 2). The 10 most important variables, in order of decreasing importance, were as follows: most invasive mode of oxygen delivery being a nonrebreather mask, ESI value of 3, male gender, White race, minimum respiratory rate, Black race, ESI value of 2, most invasive mode of oxygen delivery being nasal cannula, ESI value of 1, and Hispanic ethnicity (Figure 2). The mean confusion matrix showed that most false predictions were false positives (those who were predicted to require intubation but were not intubated within 48 hours). False negatives (those who were predicted to not require intubation but were intubated within 48 hours) were the minority of predictions (Figure 2). Although this model did not have the highest accuracy, it achieved the highest mean recall, geometric mean, and Fβ-score of 0.228 (SD 0.095), 0.508 (SD 0.063), and 0.226 (SD 0.010), respectively. The corresponding mean accuracy, precision, and specificity were 0.893 (SD 0.016), 0.303 (SD 0.089), and 0.955 (SD 0.005), respectively (Table 2).
Figure 1. The XGBoost model for predicting respiratory failure within 48 hours. (A) ROC curve and (B) PR curve based on a cross-hospital validation performed by leaving a hospital out as a testing set and using the rest in the training set. Only hospitals with >1000 patients with COVID-19 were selected for testing sets. The mean ROC and PR curves are shown in dark blue and their corresponding standard deviations are shown in gray. The MEWS metrics are shown in light yellow. (C) Measurement of the 10 variables with the highest relative importance based on the amount they reduced the Gini coefficient for the largest hospital testing set. (D) Confusion matrix visually represents the predicted values versus actual prediction for the largest hospital testing set. AUC: area under the curve of ROC; AUCPR: area under the curve of the precision-recall curve; ED: emergency department; LIJ: Long Island Jewish; MEWS: Modified Early Warning Score; PR: precision-recall; ROC: receiver operating characteristic.
### Table 2. Mean area under the curve of the receiver operating characteristic curve, area under the curve of the precision-recall curve, accuracies, precisions, recalls, specificities, geometric means, and $F_β$-score ($β=4$) for models investigated.

<table>
<thead>
<tr>
<th>Measure</th>
<th>XGBoost, mean (SD)</th>
<th>XGBoost + SMOTEENN, mean (SD)</th>
<th>Logistic regression, mean (SD)</th>
<th>Modified Early Warning Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area under the curve of the receiver operating characteristic curve</td>
<td>0.77 (0.05)</td>
<td>0.76 (0.03)</td>
<td>0.70 (0.05)</td>
<td>0.61</td>
</tr>
<tr>
<td>Area under the curve of the precision-recall curve</td>
<td>0.26 (0.04)</td>
<td>0.24 (0.06)</td>
<td>0.18 (0.06)</td>
<td>0.12</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.919 (0.028)</td>
<td>0.893 (0.016)</td>
<td>0.915 (0.027)</td>
<td>0.913</td>
</tr>
<tr>
<td>Precision</td>
<td>0.521 (0.329)</td>
<td>0.303 (0.089)</td>
<td>0.322 (0.375)</td>
<td>0.165</td>
</tr>
<tr>
<td>Recall</td>
<td>0.051 (0.030)</td>
<td>0.228 (0.095)</td>
<td>0.009 (0.013)</td>
<td>0.017</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.994 (0.005)</td>
<td>0.955 (0.005)</td>
<td>0.998 (0.002)</td>
<td>0.992</td>
</tr>
<tr>
<td>Geometric mean</td>
<td>0.337 (0.042)</td>
<td>0.506 (0.063)</td>
<td>0.285 (0.051)</td>
<td>0.296</td>
</tr>
<tr>
<td>$F_β$-score</td>
<td>0.054 (0.029)</td>
<td>0.226 (0.088)</td>
<td>0.010 (0.014)</td>
<td>0.018</td>
</tr>
</tbody>
</table>
We also examined the performance of a logistic regression model. The mean AUCs of the ROC and PR curves were 0.70 (SD 0.05) and 0.18 (SD 0.06), respectively. Mean accuracy, precision, recall, specificity, geometric mean, and Fβ-score were 0.915 (SD 0.027), 0.322 (SD 0.375), 0.009 (SD 0.013), 0.994 (SD 0.005), 0.285 (SD 0.051), and 0.010 (SD 0.014), respectively (Figure 3 and Table 2). MEWS was used to compare ROC and PR curves. MEWS resulted in AUCs of the ROC and PR curves of 0.61 and 0.12, respectively (Figures 1-3). For MEWS, accuracy, precision, recall, specificity, geometric mean, and Fβ-score were 0.913, 0.165, 0.017, 0.992, 0.296, and 0.018, respectively.

The calibration curves showed that all three models were well calibrated among all hospital folds, although all three deviated from perfect calibration as the fraction of positives increased (Figure 3). The corresponding mean Brier score for XGBoost, XGBoost + SMOTEENN, and logistic regression was 0.071 (SD 0.019), 0.079 (SD 0.016), and 0.077 (SD 0.018), respectively (Figure 3).
**Figure 3.** The logistic regression model for predicting respiratory failure within 48 hours. (A) ROC curve and (B) PR curve based on a cross-hospital validation performed by leaving a hospital out as a testing set and using the rest for the training set. Only hospitals with >1000 patients with COVID-19 were selected for testing sets. The mean ROC and PR curves are shown in dark blue and their corresponding standard deviations are shown in gray. The MEWS metrics are shown in light yellow. (C) The 10 variables with the highest relative importance measured by the absolute value of the regression coefficient. (D) Mean confusion matrix visually represents the predicted values versus actual prediction. AUC: area under the curve of ROC; AUCPR: area under the curve of the precision-recall curve; LIJ: Long Island Jewish; MEWS: Modified Early Warning Score; PR: precision-recall; ROC: receiver operating characteristic.

**Discussion**

We presented three models (two of which were based on XGBoost) for predicting early respiratory failure in patients given a diagnosis of COVID-19 and admitted to the hospital from the ED. One model was tilted toward precision and specificity (XGBoost) and the other was tilted toward recall (XGBoost + SMOTEENN). These models are based on baseline characteristics, ED vital signs, and laboratory measurements. Using an automated tool to estimate the probability of respiratory failure could identify at-risk patients for earlier interventions (eg, closer monitoring, critical care consultation, earlier discussions about goals of care) and improve patient outcomes.

We evaluated three machine learning models: XGBoost, XGBoost + SMOTEENN, and logistic regression [38-40]. XGBoost is widely used due to its high efficiency and predictability, and it has been used to predict health care outcomes in patients with [41,42] and without [43-45] COVID-19. In our study, XGBoost was the most accurate prediction model, with an accuracy of 0.919 (SD 0.028) and precision of 0.521 (SD 0.329; Figure 1), similar to the findings of another study that examined combined outcomes [46]. However, what is different in our model is that it achieves
cross-hospital validation. Such accuracy showcases the ability of the model to separate intubations from nonintubations within the 48-hour window of interest. Such a model would be useful for physicians as it more accurately and consistently identifies patients at high risk for intubation.

We also constructed an XGBoost + SMOTEENN model. SMOTEENN was used to improve the sensitivity of our prediction, as our data set was imbalanced (ie, only ~8% of our COVID-19 cohort were intubated), while keeping deviation from accuracy and calibration of the model to a minimum. Compared to XGBoost, the XGBoost + SMOTEENN model had lower accuracy and precision, but greater recall (or sensitivity; 0.228 [SD 0.095]; Figure 2). This higher sensitivity can identify more patients who require IMV, suggesting that this model may be more suitable for broad or automated screening of patients.

We also examined the performance of a logistic regression model to determine whether a compact, linear model could accurately predict patient risk (Figure 3 and Table 2). Model performance was inferior to the XGBoost model. This supports earlier reports that machine learning techniques outperform classic models of logistic regression in their ability to predict many prognostic and health outcomes [47-49]. Finally, we compared the performance of our predictive machine learning models to the widely used MEWS [36]. MEWS was inferior to all three models described above in most of the measures examined.

Using the most important variables for our models, we identified clinically relevant measures that can best inform clinical decision making (Figures 1, 2). The XGBoost model was accurate and precise, as reflected by the low number of false positives of the model predictions (Figure 1). A more sensitive alternative to this model would be the XGBoost + SMOTEENN model, which had fewer false negatives than XGBoost (Figure 2). Both models share important predictors, such as information about the mode of oxygen delivery, triage acuity, demographic information, and respiratory rate. However, XGBoost (the more accurate model with higher precision) adds serum lactate, sodium, and eosinophil percentage to the top 10 most important variables. This indicates that when precision is important, measures such as lactate can rule out the most severe cases by becoming strong predictors. Among hospitals in Northwell Health, certain hospitals such as Long Island Jewish (which is one of the largest in terms of number of patients with COVID-19) had a high drop in their predictive ability when logistic regression was used. When Long Island Jewish was being validated, the 0.86 AUCROC of the XGBoost model dropped to 0.68 for logistic regression. This could partially be due to the nature of the outcome predicted (choice of ventilation from hospital staff), where one would expect different hospitals to possibly exhibit higher variability, not only for patient demographics, but also for hospital staff therapy choices.

Variable importance metrics revealed that the linear logistic regression models use laboratory variables primarily, whereas nonlinear XGBoost-based models prioritize clinical and demographic variables that better capture hospital-specific behavior (eg, oxygen delivery types prior to intubation) and increase the robustness of the model. However, we need to validate whether providing these variables along with the probability of respiratory failure would decrease the rate of identifying at-risk patients. Further prospective studies and randomized clinical trials are needed for this validation.

When examining the calibration of the models (Figure 4), we found that all models were well calibrated, yet as the fraction of positive cases increased, calibration suffered. This suggests that if a specific population of patients has a greater likelihood of intubation (eg, those aged >70 years, or with specific comorbid conditions), the model would need to be retrained to increase its accuracy and calibration.
Our study has several limitations. We extracted data on intubation timing from our EHR, which may have minor inaccuracies. Although a consistent temporal inaccuracy could create bias in underestimating/overestimating the intubation rate, we believe that these small inaccuracies are overcome by the average calculated from our large number of cases. Another limitation is that we relied on data from a multicenter, single health system for both implementation and validation. Thus, we were unable to externally validate the models in other health systems and hospitals with different protocols, which might affect the model’s performance. In addition, because the study is retrospective, we can only suggest associations and correlations rather than identify the main contributors that lead to intubation and mechanical ventilation. Furthermore, the numerical missing variables were imputed with weighted k-nearest neighbors. Thus, the conclusions made from these variables assume uniformity in patient data based on those missing values. In the case of nonuniformity, the order of variable importance might change. Additionally, some clinical variables included in the model may appear to be obvious correlates of the clinical decision for intubation within 48 hours (eg, having nonrebreather oxygen flow as the most invasive form of ventilation). However, the association of all included variables is not deterministic: only 453 of 2633 patients on nonrebreather oxygen flow in the ED were intubated within 48 hours. In addition, given that these variables are available to clinicians and part of their decision making, we included them in our model. Finally, we used supervised learning on a homogenous database. Although we used cross-hospital validation and retrospectively validated our learning method, external generalizability of these learning methods to other health systems requires validation in prospective studies and randomized trials. Such high-quality evidence could provide more clues on clinical and economic impacts, as well as measures to improve them.

COVID-19 has evolved into an extremely challenging clinical and public emergency worldwide, especially in the New York City metropolitan area. As public health measures attempt to mitigate this disaster by slowing the spread and alleviating the heavy burden placed on health care systems, clinicians must make important decisions quickly and hospital administrators must manage resources and personnel. Furthermore, as predicted by many models [50-52], we are in the midst of a second wave of infection. Our models could inform clinical care by offering complementary performance characteristics (one model with superior recall, the other with greater precision) and supporting clinical decision making as we tackle this unprecedented public health crisis.
Acknowledgments
This work was supported by R24AG064191 from the National Institute on Aging, R01LM012836 from the National Library of Medicine, and R35GM118337 from the National Institute for General Medical Sciences (all National Institutes of Health).


We acknowledge and honor all of our Northwell team members who consistently put themselves in harm’s way during the COVID-19 pandemic. We dedicate this article to them, as well as all patients, as their vital contributions to knowledge about COVID-19 made it possible.

Authors' Contributions
SB, DPB, and TPZ conceptualized and designed the study. SB, JSH, and TPZ had full access to all data in the study and are responsible for the integrity of the data. SB and JSH performed data extraction and cleaning. MB, PW, TM, and JSH contributed to many discussions during manuscript development. SB, DPB, and TPZ contributed to drafts of the manuscript. SB trained and validated the models. SB and TPZ designed and created the figures. DBP and TPZ critically reviewed the paper, and PW and TPZ obtained funding. The Northwell COVID-19 Research Consortium prioritized this manuscript, organized meetings between contributing authors, and provided support in finalizing the manuscript for submission. All named authors read and approved the final submitted manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Definitions of accuracy, precision, recall, specificity, geometric means, and $F_{\beta}$-score.
[DOCX File, 8 KB - jmir_v23i2e24246_app1.docx]

Multimedia Appendix 2
Modified Early Warning Score calculation based on vital sign measurements.
[DOCX File, 8 KB - jmir_v23i2e24246_app2.docx]

References


43. Xu Z, Wang Z. A Risk Prediction Model for Type 2 Diabetes Based on Weighted Feature Selection of Random Forest and XGBoost Ensemble Classifier. : IEEE; 2019 Presented at: 11th International Conference on Advanced Computational Intelligence (ICACI); 2019; Guinlin, China. [doi: 10.1109/icaci.2019.877622]


45. Bolourani et al. JOURNAL OF MEDICAL INTERNET RESEARCH

Abbreviations

AUC: area under the curve
AUCPR: area under the curve of the precision-recall curve
AUCROC: area under the curve of the receiver operating characteristic curve
ED: emergency department
EHR: electronic health record
ESI: Emergency Severity Index
ICU: intensive care unit
IMV: invasive mechanical ventilation
MEWS: Modified Early Warning Score
PR: precision-recall
ROC: receiver operating characteristic
SMOTE: synthetic minority oversampling
SMOTEENN: oversampling using SMOTE and cleaning using edited nearest neighbors
Consuming Information Related to COVID-19 on Social Media Among Older Adults and Its Association With Anxiety, Social Trust in Information, and COVID-Safe Behaviors: Cross-sectional Telephone Survey

Frankie Ho Chun Wong¹, BSSc, MSc; Tianyin Liu¹, BSocSc, PhD; Dara Kiu Yi Leung¹, BSc, MSc, PhD; Anna Y Zhang¹, BSocSc, MSW, PhD; Walker Siu Hong Au¹, BSc, MSc; Wai Wai Kwok¹, BSc, MPsy; Angie K Y Shum¹, BA, MClínPsych; Gloria Hoi Yan Wong¹, BA, MA, PhD; Terry Yat-Sang Lum¹,², BSocSc, MSW, PhD

¹Department of Social Work and Social Administration, The University of Hong Kong, Pokfulam, Hong Kong
²Sau Po Centre on Aging, The University of Hong Kong, Pokfulam, Hong Kong

Corresponding Author:
Terry Yat-Sang Lum, BSocSc, MSW, PhD
Department of Social Work and Social Administration
The University of Hong Kong
CJT-514
The University of Hong Kong
Pokfulam
Hong Kong
Phone: 852 39178569
Email: tlum@hku.hk

Abstract

Background: COVID-19-related information on social media is overabundant and sometimes questionable, resulting in an “infodemic” during the pandemic. While previous studies suggest social media usage increases the risk of developing anxiety symptoms, how induced anxiety affects attitudes and behaviors is less discussed, let alone during a global pandemic. Little is known about the relationship between older adults using social media during a pandemic and their anxiety, their attitudes toward social trust in information, and behaviors to avoid contracting COVID-19.

Objective: The goal of this study was to investigate the associations between using social media for COVID-19-related information and anxiety symptoms as well as the mediation effect of anxiety symptoms on social trust in information and COVID-safe behaviors among older adults.

Methods: A cross-sectional telephone survey was conducted in Hong Kong between May and August 2020. A rapid warm-call protocol was developed to train social workers and volunteers from participant nongovernmental organizations to conduct the telephone surveys. Questions related to COVID-safe behaviors, social trust in information, social media use, anxiety and depressive symptoms, and sociodemographic information were asked. The number of confirmed COVID-19 cases at the community level was used to account for the risk of contracting COVID-19. Ordinary least squares regressions examined the associations between social media use and anxiety symptoms, and how they were associated with social trust in information and behaviors to avoid contracting COVID-19.

Results: This study collected information regarding 3421 adults aged 60 years and older. Use of social media for COVID-19-related information was associated with more anxiety symptoms and lower social trust in information but had no significant relationship with COVID-safe behaviors. Anxiety symptoms predicted lower social trust in information and higher COVID-safe behaviors. Lower social trust in information was predicted by using social media for COVID-19 information, mediated by anxiety symptoms, while no mediation effect was found for COVID-safe behaviors.

Conclusions: Older adults who rely on social media for COVID-19-related information exhibited more anxiety symptoms, while showing mixed effects on attitudes and behaviors. Social trust in information may be challenged by unverified and contradictory information online. The negligible impact on COVID-safe behaviors suggested that social media may have caused more confusion than consolidating a consistent effort against the pandemic. Media literacy education is recommended to promote critical evaluation of COVID-19-related information and responsible sharing among older adults.
Introduction

The COVID-19 pandemic is the first in history in which technology and social media have been used on a massive scale to keep people safe, informed, productive, and connected [1]. Although older adults are arguably less tech-savvy and do not use social media as often as younger adults, previous studies suggest that using social media for communication may help maintain relationships and prevent loneliness among older adults while having the potential to enhance health-related knowledge through information seeking [2,3]. However, the overabundance of information, especially misinformation about the COVID-19 pandemic because of its novelty and associated uncertainty, is fueling an infodemic [4]. Since the pandemic is likely to be enduring, its prolonged impact on mental health is anticipated, rendering it an important research and practice priority [5]. Therefore, effort should be made to understand the role of social media use in mental health among older adults during the COVID-19 pandemic.

Exposure to mass media in crises has been associated with anxiety symptoms and distress [6,7]. Meanwhile, the use of social media presents a higher risk of having anxiety disorder [8], where passive information consumption such as reading the news is associated with stronger anxiety symptoms [9,10]. The characteristics of social media and the way older adults consume it may further facilitate the spread of anxiety during a public health crisis such as the COVID-19 pandemic. Most recent evidence suggests an association between social media use and increased anxiety symptoms during the pandemic [11-13]. Researchers suggest that in the epicenter, Wuhan, China, this association could be a result of the fear inflicted by misinformation circulating online, while social media amplified widespread nervousness and worry [14]. Previous experiences during the Korean Middle East Respiratory Syndrome (MERS) outbreak also demonstrated the positive relationship between social media exposure and higher perceived public health risks [15]. Therefore, reliance on social media for acquiring information related to the COVID-19 pandemic introduces a higher chance of being overwhelmed by unverified and contradictory messages that promote the vicious cycle of anxiety.

During the COVID-19 pandemic, adults aged 60 years or older in Hong Kong had a significantly higher risk of exhibiting anxiety symptoms compared to the general population [16]. Challenges are presented to older adults, who may respond to the pandemic and social media differently. Contrary to the primarily unidirectional communication process in traditional media, interactive social media platforms allow users to engage in different modes of health communication [17]. A systematic review showed that previous research seldom distinguished different purposes of social media use among older adults [18]. Active usage, such as sharing or posting personal content, is different in nature from passive usage, such as browsing or seeking information that requires less effort and no need to communicate a self-concept with others in the virtual world [9]. While digital technologies designed for older adults typically stimulate passive usage [2], digital-savvy older adults are developing distinct ways of adopting internet usage, substituting online sources for traditional media for news and information consumption [19]. Passive usage is common among older adults in Hong Kong, of whom 68% use the internet for reading news and 71% listen to or watch multimedia content [20]. While their one-way consumption of information and the social media environment suggest a higher risk of having anxiety symptoms [9,10], more evidence is needed to understand whether using social media for COVID-19 information has a negative impact on older adults during the pandemic.

Anxiety may contribute to pandemic-related attitudes. One of the impacts of anxiety on attitudes is its association with social distrust [26]. Recent research in the context of COVID-19 demonstrates that using social media as an information source is associated with conspiracy beliefs [27]. Anxious about contradictory information online, older adults using social media may show more disbelief toward what is told. As a result, the attitudes in trusting the information about COVID-19 from the social circles around these older adults may be affected. While trust in information may also affect how much older adults use a particular media platform, this study is particularly interested in how the infodemic may affect older adults. Especially when the literature suggested that information on social media may prompt anxiety, the implication of investigating the mediation effect from using social media for COVID-19 information on social trust in information is to unveil the effects of media usage and the ways older adults are getting to know the world. It is hypothesized that older adults for whom social media is their main source of COVID-19-related information have lower social trust in information, mediated by anxiety symptoms.

While the information on social media mediates personal mitigation strategies, anxiety may prompt COVID-safe behaviors, including handwashing and social distancing [28]. Meanwhile, excessive anxiety may lead to maladaptive COVID-safe behaviors, such as panic purchasing, or...
nonadherence to public health recommendations [29]. Given the immense public health risk, anxious older adults should be encouraged to adopt more COVID-safe behaviors. Wearing face masks, frequent hand hygiene, and social distancing by staying home were three COVID-safe behaviors suggested by infectious disease experts in Hong Kong [30]. Both recommendations of wearing face masks and frequent hand hygiene were widely followed by residents. For example, 98.8% of all residents wore face masks in early 2020 before it was mandated by the government [31]. However, the social distancing recommendation was observed by fewer people for various reasons (e.g., work, shopping, exercise, and meals with friends). Therefore, we chose social distancing, measured by the number of days each week older adults ventured into the community, as a proxy for COVID-safe behavior in this study. It is hypothesized that older adults who use social media as their source of COVID-19-related information will reduce social contact by reducing time spent in the community, mediated by anxiety symptoms.

Anxiety symptoms, social trust in information, and time spent in the community may be influenced by the objective risk of contracting COVID-19. In order to distinguish the effects of the actual risk from the effects of the perceptions acquired via social media, the hypothesized theoretical framework put the risk of contracting COVID-19 as another independent factor (see Figure 1).

Figure 1. Theoretical framework.

The specific focus of this study was to investigate the effects of consuming public health–related information via social media on anxiety among the older population during a public health crisis. Some of the most recent studies investigating the impact of information sources on confidence in coping with COVID-19 [32], behaviors [33], and beliefs about health-related information [34] have primarily used internet-based questionnaires to survey their participants. Since, in this study, we were interested in evaluating older people, some of whom may be less engaged in digital communication, an online survey would present difficulties in reaching them and could create sampling bias. Therefore, a telephone survey was chosen to capture a more diverse sample. To address the gap in the current literature, this study investigated how using social media for COVID-19 information among older adults during the pandemic was associated with anxiety symptoms and how the two contribute to social trust in information and COVID-safe behaviors.

Methods

Study Design and Sampling

A cross-sectional telephone survey was conducted during the COVID-19 outbreak in Hong Kong between May and August 2020; participants included adults aged 60 years and older using services provided by community elderly centers and community mental wellness centers. The former centers provide active aging programs and social support for community-dwelling older adults. The latter centers run programs to promote mental wellness in the community and provide psychosocial support for community-dwelling residents of all ages with mental health challenges. The research team developed a short survey instrument and trained center-based social workers and volunteers to conduct the survey. We called a total of 3550 members and completed 3421 interviews, giving a success rate of 96.4%. All respondents had no prior history of COVID-19.

Data Collection

Data were collected through telephone interviews. Each interview lasted for about 10 to 15 minutes. The questionnaire was tested and revised before full-scale implementation. Qualified clinical psychologists and the researchers of this study designed the drafted questionnaire, which was reviewed and pretested by frontline social workers. Questions that were identified as challenging for older people with limited education to understand were revised and simplified. The process was repeated for two rounds before large-scale implementation. Interviewers were trained to make phone calls to respondents using a standardized, rapid, warm-call protocol. The protocol started with a warm call; that is, getting in touch with service recipients with known personal information. After greeting them and asking for their needs amid the pandemic, the questionnaire was fielded. Frontline social workers followed up with participants who demonstrated mental health challenges. This
study was approved by the Human Research Ethics Committee of the University of Hong Kong (reference No. EA2003001[A]).

**Measurements**

The major dependent variables of the study were anxiety, social trust in information, and COVID-safe behaviors. Anxiety was measured using the validated Chinese version of the 2-item Generalized Anxiety Disorder (GAD-2) scale, which ranged from 0 to 6, where a GAD-2 score of 3 or more indicated a high possibility of anxiety [35,36]. For social trust in information, respondents were asked to rate the extent to which they believed the COVID-19-related information that was shared from people in their social circles, including family, friends, and professionals (eg, social workers and general practitioners), on a scale from 1 (total distrust) to 5 (complete trust). The scale included a not applicable option that resulted in only 1480 respondents completing all three questions. Social trust in information was computed as the average of the three items for ordinary least squares (OLS) regressions (Cronbach α=.69) and as a latent variable of the three items in structural equation modeling (SEM). Only responses with complete answers in all three items were compiled. By treating social trust in information as missing when the respondents selected not applicable in any of the three components, the valid number of responses of social trust in information in OLS regressions was reduced to 1480. In the SEM, missing data were treated with full information maximum likelihood (FIML) estimation. The sample size for the SEM was 3415. COVID-safe behaviors were proxied by social distancing, measured by the older adults’ responses to how many days each week they ventured into the community.

The major independent variable was social media usage for COVID-19-related information, which was measured with three categories: (1) no usage, (2) social media used for COVID-19-related information, and (3) social media used as the main source of COVID-19-related information. Usage of social media for COVID-19-related information was recoded from a survey item on the trust level of media sources. The trust levels of social media and traditional media were captured in a 5-point scale, ranging from 1 (total distrust) to 5 (complete trust). The scale included a not applicable option. Only respondents using social media for COVID-19-related information were prompted to answer the question about trust level of social media, while nonusers picked the not applicable option. To measure any use of social media for COVID-19-related information, valid responses on social media trust were, therefore, recoded as used social media for COVID-19-related information. The nonusers who picked not applicable were considered to have no usage. The main information source was captured by a dichotomous variable of traditional media or social media, where the social media responses were recoded into social media used as the main source of COVID-19-related information.

The control variables include the risk of contracting COVID-19, depressive symptoms, and demographics. The risk of contracting COVID-19 was measured by the number of all confirmed cases in the week of data collection in the district in which the respondent lived. This information was obtained from the government daily report of newly confirmed cases. This measurement is geographically sensitive and reflected the risk of anyone contracting COVID-19, older adults included, who ventured into their neighborhood. Depression was measured using the validated Chinese version of the 2-item Patient Health Questionnaire (PHQ-2), with scores ranging from 0 and 6, where a PHQ-2 score of 3 or more indicates a high possibility of depression [37,38]. Demographics collected included respondents’ age in years, gender (ie, male or female), district of residency, and membership of service unit (ie, elderly center or mental wellness center). Respondents from mental wellness centers, who had a history of mental challenges, were included in the sample. A dummy variable was added to statistical models to control for its effects on mental health status and to investigate any difference in using social media for COVID-19 information.

**Statistical Analysis**

Descriptive statistics of all variables were computed and reported as appropriate. Social media usage categories were entered into the statistical models as dummy variables of used social media for COVID-19 information and used social media as the main COVID-19 information source, with no usage as the reference group. Multivariate OLS regressions were applied to investigate the effect of using social media for COVID-19 information on anxiety symptoms as well as the effects of using social media for COVID-19 information and anxiety symptoms on time spent in the community and social trust in information. The theoretical model was then examined by SEM to test the mediation effect of anxiety symptoms. Social trust in information was treated as a latent construct with the three trust items. The first level of the SEM predicted anxiety symptoms with depressive symptoms, using social media for COVID-19 information, and demographics. The second level predicted time in the community and social trust in information with using social media for COVID-19 information, anxiety symptoms, and demographics. The FIML approach, which estimates parameters and standard errors directly with all data but does not impute missing data, was employed to account for the missing data in SEM. FIML generates relatively unbiased estimates and the least convergence failures compared to other methods, such as listwise or pairwise deletion and multiple imputations in SEM [39]. It is also less affected by nonnormal missing data and data distribution shape [40].

All data were consolidated and analyzed with SPSS software, version 26 (IBM Corp), after the removal of personal identifying information. SEM was conducted using the R package lavaan (The R Foundation) [41].

**Results**

Table 1 shows the respondents’ characteristics. Their average age was 76 years (SD 8.9), 25.4% (869/3418) were male, and 77.9% (2666/3421) were recruited from elderly centers. The average number of COVID-19 cases in a community was 25.7 (SD 27.5), ranging from 0 to 135. Depression and anxiety were not prevalent: the average PHQ-2 score was 0.83 (SD 1.3) and the average GAD-2 score was 0.74 (SD 1.2). While 8.7% (298/3421) of the respondents exhibited a risk of having depression (ie, PHQ-2 score ≥3), 7.0% (241/3421) of the
respondents exhibited a risk of having anxiety disorder (ie, GAD-2 score ≥3). Out of 3421 respondents, 1399 (40.9%) used social media to obtain COVID-19-related information and 203 (5.9%) used social media as their main source of COVID-19 information. The respondents had spent some time outside the home in the community on an average of 4 days (SD 2.4) in a week. In terms of their attitudes, the respondents had moderate to high levels of social trust in information (family: mean 4.4, SD 0.83; friends: mean 3.6, SD 0.96; professionals: mean 4.5, SD 0.74).

Compared to respondents recruited from mental wellness centers, respondents from elderly centers showed a different profile in their demographics and mental health status, but not in their usage of social media. Respondents from elderly centers were, on average, 4.4 years older (t_{3419}=12.0, P<.001), and more of them were male (elderly centers: 703/2663, 26.4%; mental wellness centers: 166/755, 22.0%; χ^2=6.0, P=.01). They also showed fewer depressive symptoms as measured by the PHQ-2 (elderly centers: mean 0.69, SD 1.18; mental wellness centers: mean 1.33, SD 1.53; t_{3416}=12.3, P<.001) and fewer anxiety symptoms as measured by the GAD-2 (elderly centers: mean 0.61, SD 1.13; mental wellness centers: mean 1.22, SD 1.43; t_{3386}=12.1, P<.001). Nevertheless, there was no significant difference in their usage of social media (t_{3419}=1.35, P=.18), which was the main independent variable. To account for the potential bias from a different mental health profile, the nature of the service was treated as a control variable in the subsequent analysis.

Table 1. Respondent characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=3421)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>76.0 (8.9)</td>
</tr>
<tr>
<td>Gender (male) (n=3418), n (%)</td>
<td>869 (25.4)</td>
</tr>
<tr>
<td>Service nature (aged care), n (%)</td>
<td>2666 (77.9)</td>
</tr>
<tr>
<td><strong>Community COVID-19 risk, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Weekly number of COVID-19 cases in district</td>
<td>25.7 (27.5)</td>
</tr>
<tr>
<td><strong>Psychological well-being (range 0-6), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>2-item Patient Health Questionnaire (n=3418)</td>
<td>0.83 (1.3)</td>
</tr>
<tr>
<td>2-item Generalized Anxiety Disorder scale (n=3388)</td>
<td>0.74 (1.2)</td>
</tr>
<tr>
<td><strong>Trust in media (range 1-5), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Traditional media (n=3335)</td>
<td>4.27 (0.88)</td>
</tr>
<tr>
<td>Social media (n=1399)</td>
<td>3.18 (1.1)</td>
</tr>
<tr>
<td><strong>Using social media for COVID-19 information</strong></td>
<td></td>
</tr>
<tr>
<td>Used social media for COVID-19 information, n (%)</td>
<td>1399 (40.9)</td>
</tr>
<tr>
<td>Social media as the main source of COVID-19 information, n (%)</td>
<td>203 (5.9)</td>
</tr>
<tr>
<td><strong>Days out in the community per week (n=3161), mean (SD)</strong></td>
<td>4.1 (2.4)</td>
</tr>
<tr>
<td><strong>Social trust in COVID-19 information (range 1-5), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Family (n=2620)</td>
<td>4.4 (0.83)</td>
</tr>
<tr>
<td>Friends (n=2023)</td>
<td>3.6 (0.96)</td>
</tr>
<tr>
<td>Professionals (n=2150)</td>
<td>4.5 (0.74)</td>
</tr>
</tbody>
</table>

Table 2 shows the results of the OLS regressions. After controlling for demographics and depressive symptoms, the category used social media for COVID-19-related information was not associated with anxiety symptoms but used social media as the main source of COVID-19 information did (B=0.18, P=.003). Using social media as the main source for COVID-19-related information was associated with more anxiety symptoms. Although social media use did not predict time spent in the community, it was associated with lower social trust in information. Both levels of usage—used social media for COVID-19-related information (B=−0.11, P=.005) and used social media as the main source of COVID-19 information (B=−0.30, P<.001)—showed a negative association. Anxiety symptoms were also negatively associated with time spent in the community and social trust in information (days out: B=−0.08, P=.02; social trust: B=−0.04, P=.02). Community COVID-19 risk was not significantly associated with anxiety symptoms (B=0.001, P=.69) but predicted less time spent in the community (B=−0.01, P<.001) and higher social trust in information (B=0.003, P<.001). Aged care respondents showed fewer anxiety symptoms (B=−0.17, P<.001) and higher social trust in information (B=0.23, P<.001), while older respondents spent the least amount of time in the community (B=0.03, P<.001). Male respondents were less anxious (B=−0.09, P=.004), spent more days out in the community (B=0.24,
$P=.02$), and had lower social trust in information ($B=-0.10$, $P=.02$).

### Table 2. Results from ordinary least squares regressions predicting anxiety symptoms, days out in the community, and social trust in information.

<table>
<thead>
<tr>
<th>Variable</th>
<th>GAD-2&lt;sup&gt;a&lt;/sup&gt; scale (n=3384)</th>
<th>Days out in the community (n=3126)</th>
<th>Social trust in information (n=1480)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B&lt;sup&gt;b&lt;/sup&gt; (95% CI)</td>
<td>$P$ value</td>
<td>B (95% CI)</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>$-0.09$ ($-0.15$ to $-0.03$)</td>
<td>.004</td>
<td>$0.24$ ($0.04$ to $0.43$)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>$-0.002$ (0)</td>
<td>.19</td>
<td>$-0.03$ ($-0.04$ to $-0.02$)</td>
</tr>
<tr>
<td>Community COVID-19 risk</td>
<td>$0.001$ (0)</td>
<td>.07</td>
<td>$-0.01$ ($-0.01$ to 0)</td>
</tr>
<tr>
<td>Service nature (aged care)</td>
<td>$-0.17$ ($-0.24$ to $-0.10$)</td>
<td>$&lt;.001$</td>
<td>$0.04$ ($-0.17$ to $0.26$)</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>$0.71$ (0.69 to 0.73)</td>
<td>$&lt;.001$</td>
<td>N/A</td>
</tr>
<tr>
<td>Used social media for COVID-19 information</td>
<td>$0.002$ (0 to 0.10)</td>
<td>.95</td>
<td>$0.02$ ($-0.17$ to $0.22$)</td>
</tr>
<tr>
<td>Used social media as the main COVID-19 information source</td>
<td>$0.18$ (0.06 to 0.30)</td>
<td>.003</td>
<td>$0$ ($-0.36$ to $0.36$)</td>
</tr>
<tr>
<td>Anxiety symptoms</td>
<td>N/A</td>
<td>N/A</td>
<td>$-0.08$ ($-0.15$ to $-0.01$)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GAD-2: 2-item Generalized Anxiety Disorder.
<sup>b</sup>Unstandardized coefficient.
<sup>c</sup>N/A: not applicable. The 2-item Patient Health Questionnaire (PHQ-2) was used for controlling the comorbidity with anxiety in the equation regressing GAD-2; there are no PHQ-2 values because the PHQ-2 was not included in the equations.

The results of SEM analysis (see Table 3 and Figure 2), modeling the mediation effect of anxiety symptoms, showed a good fit ($\chi^2_{19}=48.0$, $P<.001$; Comparative Fit Index [CFI]=0.993; Tucker-Lewis Index [TLI]=0.985; root mean square error of approximation [RMSEA]=0.021; standardized root mean residual=0.014) and coincided with most findings in the OLS regressions. Since a lower level of social media use for COVID-19-related information was not associated with anxiety symptoms in the OLS regressions, the category was collapsed with no social media usage in the SEM. Using social media as the main source of COVID-19-related information predicted more anxiety symptoms (SEM coefficient=0.036, $P=.002$). Anxiety, meanwhile, was associated with lower social trust in information (SEM coefficient=−0.093, $P<.001$) and less time spent in the community (SEM coefficient=−0.043, $P=.02$). Using social media as the main source of COVID-19 information had a direct association with lower social trust in information (SEM coefficient=−0.071, $P=.001$), which means relying on social media for COVID-19 information was a significant predictor of social trust in information. Moreover, an indirect effect of using social media for COVID-19 information was mediated by anxiety (total effect=−0.074, $P=.001$). However, using social media as the main source of COVID-19 information was not associated with time spent in the community (SEM coefficient=−0.001, $P=.97$). No mediation effect was detected either (total effect=−0.002, $P=.90$). Sensitivity checking using social trust in information and time spent in the community to predict anxiety symptoms in SEM showed no significant associations (CFI=0.988; TLI=0.976; RMSEA=0.027), suggesting that anxiety was a valid independent factor in the second level of the original SEM model.
Table 3. Standardized parameter estimates and their standard errors of structural equation modeling (N=3415) treated with full information maximum likelihood estimation.

<table>
<thead>
<tr>
<th>Equation model or regression</th>
<th>Standardized parameter estimate</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Measurement model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social trust in information measured by trust in family</td>
<td>1</td>
<td>N/A(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Social trust in information measured by trust in friends</td>
<td>1.163</td>
<td>0.064</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social trust in information measured by trust in professionals</td>
<td>0.756</td>
<td>0.041</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety symptoms measured by the following:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.017</td>
<td>0.002</td>
<td>.15</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>-0.032</td>
<td>0.032</td>
<td>.004</td>
</tr>
<tr>
<td>Service nature (aged care)</td>
<td>-0.057</td>
<td>0.036</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Community COVID-19 risk</td>
<td>0.021</td>
<td>0.001</td>
<td>.07</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>0.740</td>
<td>0.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social media as the main COVID-19 information source</td>
<td>0.036</td>
<td>0.060</td>
<td>.002</td>
</tr>
<tr>
<td>Social trust in information measured by the following:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.106</td>
<td>0.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>-0.062</td>
<td>0.030</td>
<td>.007</td>
</tr>
<tr>
<td>Service nature (aged care)</td>
<td>0.138</td>
<td>0.032</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Community COVID-19 risk</td>
<td>0.209</td>
<td>0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social media as the main COVID-19 information source</td>
<td>-0.071</td>
<td>0.052</td>
<td>.001</td>
</tr>
<tr>
<td>Anxiety symptoms</td>
<td>-0.093</td>
<td>0.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days out in the community measured by the following:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.102</td>
<td>0.005</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>0.042</td>
<td>0.097</td>
<td>.02</td>
</tr>
<tr>
<td>Service nature (aged care)</td>
<td>0.008</td>
<td>0.108</td>
<td>.69</td>
</tr>
<tr>
<td>Community COVID-19 risk</td>
<td>-0.072</td>
<td>0.002</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social media as the main COVID-19 information source</td>
<td>-0.001</td>
<td>0.176</td>
<td>.97</td>
</tr>
<tr>
<td>Anxiety symptoms</td>
<td>-0.043</td>
<td>0.035</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\) N/A: not applicable; this is the reference variable.
Discussion

Principal Findings

Our findings are not only consistent with previous studies on the association between social media use and anxiety [8,9], especially during the COVID-19 pandemic [11-13], but they also identified the major type of social media use among older adults (ie, consuming information) as predicting more anxiety symptoms. Both the OLS regression and SEM results demonstrated the association between using social media for COVID-19-related information and more anxiety symptoms among older adults. On the one hand, the ecology of social media, characterized by information overload and sensationalizing of information [42,43], could have amplified older users’ nervousness and perceptions of the risks of contracting COVID-19. The inconsistency in unverified information on social media exacerbates this anxiety. On the other hand, older people’s passive usage of social media suggests an intensified anxiety [9,10]. Since mental well-being decreases when social media users fail to acquire direct social interaction to satisfy their relatedness needs [44,45], passive usage may intensify unmet needs resulting from social isolation during the pandemic, thus prompting anxiety symptoms.

The SEM results suggested that anxiety symptoms mediated the effect of using social media for COVID-19 information on social trust in information. It demonstrated the two pathways of the associations between using social media and attitudes in trusting information. The proliferation of unverified and emotional information may drive anxiety and lower social trust in information among social media users. Algorithms in social media platforms prioritize sensational information [43]. User attention is drawn to the emotions induced while diminishing the ability to critically evaluate the accuracy of information, promoting the impulsive spread of unverified misinformation [46]. As a result, social media users may face contradictory information on social media, which may also be inconsistent with the information acquired from family, friends, or even health professionals. Not only would they become anxious about what to believe, but social trust in information was also undermined by reading conflicting claims. Another problem brought by social media use is the overwhelming amount of information overloading users as a result of uncontrolled news consumption [42]. On popular social media platforms, such as Facebook and Twitter, an infinite scroll feeds content to users without a “stopping cue” [47], while algorithms tailor content that suits user preference [43]. The environment in social media suggests that users are encouraged to stay on their sites as long as possible, consuming more information than intended. Overload is further magnified by the challenge to process the unverified, anonymous, and overwhelmingly subjective news on social media [48]. Consequently, it is difficult to digest all the information flooding into the social media feed because of both its enormous quantity and questionable quality.

Differences were observed from various demographic profiles as well. Older age was associated with spending fewer days venturing into the community, which was likely related to the lowered mobility in aged respondents. Male respondents were less anxious and more critical of COVID-19 information from people around them, and they went into the community more often. The results may have demonstrated a more authoritative gender role in older East Asian men. Respondents from mental wellness centers showed more anxiety symptoms and lower social trust in information. This suggested that a history of mental health challenges may exacerbate the effects of the infodemic.

Our results demonstrated that the infodemic may have caused more confusion than promoting COVID-safe behaviors. While older adults’ usage of social media for COVID-19 information showed no association, the number of COVID-19 cases in the community and anxiety symptoms predicted less time spent in the community, suggesting that older adults adopted COVID-safe behaviors when the risk was high and when they became anxious. COVID-safe behaviors may have been further encouraged by the surge of social distancing and stay-home advice when the number of confirmed cases grew. However, these messages might not be transmitted equally to all social media users. Health-related misinformation proliferated well before the pandemic, facilitated by “information silos” and
“echo chambers” in social media [49]. The clustering of users in social media means that both useful information and harmful misinformation may not reach a mass audience but is amplified within social bubbles. Different stories could be proliferating among different user subgroups, resulting in the uneven effects of consuming information on social media regarding COVID-safe behaviors.

A greater understanding of how anxiety affects behaviors could inform ways to communicate COVID-19-related information to older adults to promote appropriate COVID-safe behaviors and social trust in information and contribute to the wider public health effort. On the one hand, our results suggested that anxiety encouraged older adults to avoid social contact. Nevertheless, more research is warranted to understand if this is rational risk aversion or panic-induced maladaptive behavior. On the other hand, while it is normal to be anxious in the face of a global pandemic, future research should also focus on the management and mitigation of anxiety during a prolonged pandemic so that older adults’ trust in the people around them, who may provide the most adequate and timely support, is less likely to be undermined.

Although this study suggests some adverse effects of using social media, it does not mean that older adults should avoid using it. On the contrary, it is necessary to address these problems and identify the potential benefit of using social media to promote adequate COVID-safe behavior and reduce loneliness amid social distancing. Digital skills alone may no longer be sufficient to enable older adults to navigate the complex contemporary media environment. Media literacy among older adults should be advocated to enable them to critically analyze and interpret information. Guidance should be provided to promote healthy coping behaviors, such as verifying suspicious information and searching for credible information sources in response to the infodemic in social media. Advice on responsible social media use is essential for building a constructive social media environment for older adults. Media literate older adults should understand the consequences of spreading misinformation and refrain from sharing unverified information. By empowering older adults to distinguish and reject misinformation, the infodemic may be alleviated if the transmission of misinformation is curbed in its early stages. Anxiety may be reduced when older adults acquire agency while mutually building a healthy social media environment.

Limitations

Since the rapid warm-call protocol was designed to conduct interviews quickly with an extensive reach, our questions were designed to be simple and concise. While the data collection period spanned across 4 months, the study was cross-sectional in nature, which could not allow it to demonstrate causal relationships between use of social media for COVID-19, social trust, and anxiety. The self-reported survey design may also suffer from data inaccuracy as a result of issues including social desirability bias or loss of memory. Although a measurement for social media usage for COVID-19 information was constructed for this study, the sensitivity of the measurement may have been compromised for the conciseness of the survey. The range in measuring used social media for COVID-19 information may be too wide to fully capture its pro rata effects. On top of that, the frequency of media use is yet to be addressed. The frequency or time spent on social media may provide greater information about the influence of media usage patterns on anxiety, attitudes, and behaviors. Our scale did not capture the variance in the amount of time exposed to social media, only its ratio. Therefore, the study may underestimate the effect of using social media for COVID-19 information. Meanwhile, only one COVID-safe behavior—staying home to avoid social contact—was measured. Potential bias may occur when other factors contribute to older adults staying at home, such as the closure of businesses and social services, that were unrelated to using social media for COVID-19 information and anxiety.

Our sample, recruited from both elderly and mental wellness centers, was not a representative sample of the city. The findings may not be generalized to the whole population. Without support from social service units, the unsampled cluster of older adults could have experienced a greater challenge in navigating the pandemic. They might exhibit greater anxiety from not receiving adequate social support, and social media might be a more significant source of information about the COVID-19 pandemic.

Conclusions

This study suggests that using social media for COVID-19 information by older adults in Hong Kong during the COVID-19 pandemic was associated with anxiety symptoms. Meanwhile, anxiety symptoms mediated the effect from using social media for COVID-19 information on social trust in information but not COVID-safe behaviors. This suggests that the infodemic may have caused confusion when older adults digested health information, prompting anxiety among them about what and who to believe and, thus, reducing social trust in information. The fragmented social media landscape further promoted an uneven impact of the infodemic between different groups of users. It could explain why objective risk and anxiety predicted older adults’ avoidance of leaving home but using social media for COVID-19 information did not. To encourage the healthy use of social media, media literacy education should be promoted among older adults.
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Abstract

Background: The COVID-19 pandemic has had a negative impact on both the physical and mental health of individuals worldwide. Evidence regarding the association between mental health problems and information exposure among Thai citizens during the COVID-19 outbreak is limited.

Objective: This study aimed to explore the relationship between information exposure and mental health problems during the COVID-19 pandemic in Thailand.

Methods: Between April 21 and May 4, 2020, we conducted a cross-sectional, nationwide online survey of the general population in Thailand. We categorized the duration of exposure to COVID-19-related information as follows: <1 h/day (reference group), 1-2 h/day, and ≥3 h/day. Mental health outcomes were assessed using the Patient Health Questionnaire-9, the Generalized Anxiety Disorder-7 scale, the Perceived Stress Scale-10, and the Insomnia Severity Index for symptoms of depression, anxiety, perceived stress, and insomnia, respectively. Multivariable logistic regression models were used to evaluate the relationship between information exposure and the risk of developing the aforementioned symptoms. An ancillary analysis using multivariable multinomial logistic regression models was also conducted to assess the possible dose-response relationship across the severity strata of mental health problems.

Results: Of the 4322 eligible participants, 4004 (92.6%) completed the online survey. Of them, 1481 (37.0%), 1644 (41.1%), and 879 (22.0%) participants were exposed to COVID-19-related information for less than 1 hour per day, 1 to 2 hours per day, or 3 or more hours per day, respectively. The major source of information related to the COVID-19 pandemic was social media (95.3%), followed by traditional media (68.7%) and family members (34.9%). Those exposed to information for 3 or more hours per day had a higher risk of developing symptoms of depression (adjusted odds ratio [OR] 1.35, 95% CI 1.03-1.76; \(P=.03\)), anxiety (adjusted OR 1.88, 95% CI 1.43-2.46; \(P<.001\)), and insomnia (adjusted OR 1.52, 95% CI 1.17-1.97; \(P=.001\)) than people exposed to information for less than 1 hour per day. Meanwhile, people exposed to information for 1 to 2 hours per day were only at risk of developing symptoms of anxiety (adjusted OR 1.35, 95% CI 1.08-1.69; \(P=.008\)). However, no association was
found between information exposure and the risk of perceived stress. In the ancillary analysis, a dose-response relationship was observed between information exposure of 3 or more hours per day and the severity of mental health problems.

**Conclusions:** These findings suggest that social media is the main source of COVID-19-related information. Moreover, people who are exposed to information for 3 or more hours per day are more likely to develop psychological problems, including depression, anxiety, and insomnia. Longitudinal studies investigating the long-term effects of COVID-19-related information exposure on mental health are warranted.

*(J Med Internet Res 2021;23(2):e25363) doi:10.2196/25363*
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**Introduction**

On December 31, 2019, the world witnessed the occurrence of a new public health emergency, the COVID-19 outbreak, in Wuhan, China [1]. On March 11, 2020, the World Health Organization (WHO) declared COVID-19 a pandemic due to the rapid global spread of the causative virus [2]. As of January 6, 2021, approximately 86 million confirmed cases and over 1.8 million deaths due to COVID-19 were reported worldwide. In addition to the physical effects of COVID-19, the COVID-19 pandemic has negatively affected the mental health of the public globally [3-5].

During the outbreak, people may need some information from the media to better understand the situation and determine strategies to protect their health. Information-seeking behavior may reduce anxiety caused by uncertainty during a disease outbreak or disaster [6]. In contrast, excessive consumption of information provided by the media may create new problems. Large volumes of information may amplify the perception of risk, and consumption of fear-related information may have a negative impact on consumers who cannot discern real news from fake news or cannot obtain a more balanced view of the media coverage of said event [7]. This infodemic has the potential to affect the population’s mental health and well-being. Many previous studies have illustrated that media exposure is associated with adverse psychological outcomes in different contexts, including bioterrorism [8], war [9], natural disasters [10], and mental health of the general population [11].

Since the start of the COVID-19 pandemic, people have been highly dependent on information from the media, especially those who are not directly affected by the disease. People who are quarantined or isolated may also experience psychological problems due to the widespread media coverage related to the COVID-19 outbreak as well as financial difficulties. In addition, patients with confirmed or suspected COVID-19 may experience disease progression and transmit the virus to their families and friends. Numerous studies have investigated the association between COVID-19-related information exposure and mental health [12-17]. A previous study conducted in Wuhan demonstrated that social media exposure was positively associated with anxiety and depression during the COVID-19 outbreak, after controlling for covariates [4]. These results were supported by those of studies conducted in Germany [18], Saudi Arabia [19], and China [20] indicating that the frequency and duration of media or information exposure may predispose individuals to mental distress. These findings highlight the need to address mental health problems as part of public health policy.

In Thailand, the government announced a lockdown on March 26, 2020, in an effort to stop the spread of COVID-19. This measure seemed to have greatly prevented or slowed down the nationwide spread of the disease. However, during this lockdown, people who were quarantined or isolated might have developed psychological distress and other mental health problems due to media information overload and fear of the effects of COVID-19. To our knowledge, no study has reported the relationship between information exposure and mental health in the general population in Thailand during the COVID-19 outbreak. Therefore, we conducted a cross-sectional nationwide online survey to investigate the relationship between information exposure and symptoms of depression, anxiety, stress, and insomnia during the COVID-19 pandemic in Thailand.

**Methods**

**Study Design and Study Population**

The Health Outcomes and Mental Health Care Evaluation Survey: Under the Pandemic Situation of COVID-19 (HOME-COVID-19) was a cross-sectional online survey administered via the SurveyMonkey platform. The HOME-COVID-19 study was specifically developed by our research group and comprised baseline sociodemographic characteristics and a set of measurement tools for evaluating mental health and psychosocial problems; we used the Thai versions of the validated measurement tools or tools developed by our team. The questionnaire was initially revised by a panel of health care professionals, including three epidemiologists, two psychiatrists, one social scientist, and two hospital directors. This was further validated by a pilot survey of 30 health care professionals and 30 individuals from the general population. Following this validation process, the questionnaire was provided to 240 volunteers who were then invited to participate in the study. These volunteers were selected using a snowball strategy and were asked to recruit others to participate in the survey. The questionnaire was administered via the SurveyMonkey platform.
18 years of age during the survey period. We excluded individuals who lacked internet access, were unable to complete the online survey, and spent less than 2 minutes, or more than 60 minutes, completing the survey, which likely made their data invalid. Based on the HOME-COVID-19 survey protocol [21], the participants spent approximately 20 to 30 minutes completing the survey.

Written consent was obtained from the participants in the first section of the online survey before completing the questionnaire. This study was approved by the Research Ethics Committees of the Faculties of Public Health (ET010/2020) and Pharmacy (23/2563), Chiang Mai University, Thailand. The study was reported in accordance with the Strengthening the Reporting of Observational Studies in Epidemiology statement [22] and the Checklist for Reporting Results of Internet E-Surveys guidelines [23].

**Measurements**

**COVID-19-Related Information Exposure**

Information on the duration of information exposure was obtained by asking the participants how often they were exposed to news and information about the COVID-19 pandemic. The duration of information exposure was categorized as follows: <1 h/day, 1-2 h/day, or ≥3 h/day. Sources of information were classified as traditional media (eg, newspaper, television, radio, etc), social media (eg, Facebook, Twitter, blogs, etc), colleagues and neighbors, family members, government organizations (eg, Ministry of Health), and others.

**Mental Health Outcomes**

The mental health outcomes of interest included symptoms of depression, anxiety, perceived stress, and insomnia during the COVID-19 pandemic. The aforementioned symptoms were assessed using the Thai versions of the validated measurement tools. The measurement tools used in this study were as follows:

1. The Patient Health Questionnaire-9 (PHQ-9) consists of nine items that reflect the severity of depression symptoms. The score ranges from 0 to 27, and an overall PHQ-9 score of 9 or higher indicates depression (see Multimedia Appendix 1) [24].
2. The Generalized Anxiety Disorder-7 (GAD-7) scale comprises seven items that reflect the severity of anxiety symptoms. The total score ranges from 0 to 21, and a GAD-7 score of 5 or higher indicates anxiety (see Multimedia Appendix 2) [25].
3. The Perceived Stress Scale-10 (PSS-10) is a 5-point Likert scale consisting of 10 items. The scores range from 0 to 40, and a score of 14 or higher indicates perceived stress (see Multimedia Appendix 3) [26].
4. The Insomnia Severity Index (ISI) is an 8-item scale used to assess the nature, severity, and impact of insomnia. The scores range from 0 to 28 points and vary based on the severity of insomnia. In our study, an ISI score of 7 or higher indicated insomnia symptoms (see Multimedia Appendix 4) [27].

**Power**

Using the HOME-COVID-19 survey protocol, the target sample size for this study was estimated based on the findings of previous studies conducted during the COVID-19 outbreak, which reported a prevalence rate of mental health and psychosocial problems of 3.3% to 75.5% [21]. To compensate for a design effect of 2.0 and an estimated response rate of 60%, a minimum sample size of 2492 participants was obtained to achieve a power of 80% and a type I error α level of .05. However, there was no restriction on the maximum number of participants in the online survey.

**Statistical Analysis**

Descriptive analyses were performed to describe the characteristics of participants among the three information exposure groups. Categorical variables were expressed as the number (%), while continuous variables were expressed as the mean (SD) or median (IQR), as appropriate. Intergroup differences in the duration of COVID-19-related information exposure were tested using the χ² or Fisher exact tests; analysis of covariance and the Kruskal-Wallis test were used to evaluate categorical and continuous variables, respectively.

For the primary analysis, multivariable logistic regression models were used to explain the association between the duration of daily information exposure and the risk of depression (PHQ-9 score 9), anxiety (GAD-7 score 5), perceived stress (PSS-10 score 14), and insomnia (ISI score 8) during the COVID-19 outbreak, after controlling for the covariates of each outcome. The covariates included age, sex, marital status, education level, religion, occupation, region of residence, living status, reimbursement scheme, mental illness history, chronic noncommunicable disease history, income loss, financial problems, confirmed cases in the community, working from home, quarantine status, fear of COVID-19, and resilient coping. The degree of fear against COVID-19 was measured using a 10-point rating scale. The scores were then grouped as follows: no or minimal fear (0-3 points), moderate fear (4-6 points), and severe fear (7-10 points). Resilient coping was defined using the Brief Resilient Coping Scale: low-resilient copers (4-13 points), moderate-resilient copers (14-16 points), and high-resilient copers (17-20 points) [28].

An auxiliary analysis was conducted using multivariable multinomial logistic regression models to explain the association between the duration of information exposure and the severity of mental health problems. Sensitivity analysis was performed using a multivariable linear regression model to confirm the linear relationship between the duration of COVID-19-related information exposure and the risk of mental health problems. Meanwhile, a multivariable ordinal logistic regression model was used to examine the association between the duration of information exposure and severity strata of each mental health problem while controlling for the aforementioned covariates.

The effect estimates were presented as odds ratios (ORs), along with their corresponding 95% CIs, and weighted to match the estimates for the national population and internet users in all models based on data from the National Statistical Office under the Ministry of Information and Communication Technology.
All data were analyzed using Stata, version 14.0 (StataCorp LP). A 2-tailed test with $P<.05$ was considered statistically significant.

**Results**

**Baseline Characteristics**

A total of 4997 participants were invited to complete an online survey, but only 4381 participants responded to the survey. Among 4381 participants, 59 individuals who were under 18 years or age at the time of the survey and/or spent less than 2 minutes, or more than 60 minutes, completing the survey were excluded. Of the 4322 participants who met the eligibility criteria, 4004 completed the online survey (see Figure 1). Of the 4004 participants who completed the survey, 2619 (65.4%) were female, 1231 (30.7%) were male, and 154 (3.8%) selected other for the sex question. The mean age was 29.1 (SD 10.8) years; moreover, 3208 (80.1%) participants were single. As shown in Table 1, 127 (3.2%) participants had completed junior high school, while 1893 (47.3%) had completed high vocational education. Among the 4004 participants who completed the survey, 1589 (39.7%) were college students, 526 (13.1%) were government or state enterprise employees, and 500 (12.5%) were private enterprise employees. The participants were mainly from the noncapital city and its environs (2579/4004, 64.4%) in Thailand, whereas 1425 (35.6%) were from the capital city and its environs. Only 383 (9.6%) participants had no fear of COVID-19, whereas 1940 (48.4%) had a severe fear of COVID-19. The majority of the participants were low-resilient copers (1756/4004, 43.9%), while 678 (16.9%) were highly resilient.

**Figure 1.** Flow diagram for study participants. HOME-COVID-19: Health Outcomes and Mental Health Care Evaluation Survey: Under the Pandemic Situation of COVID-19.
Table 1. Participant characteristics and the duration of exposure to COVID-19-related information in Thailand, from April 21 to May 4, 2020.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Overall (N=4004), n (%)</th>
<th>Duration of exposure to COVID-19-related information</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>&lt;1 h/day (n=1481)</td>
<td>1-2 h/day (n=1644)</td>
</tr>
<tr>
<td>Sociodemographic data, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample (years), mean (SD)</td>
<td>29.1 (10.8)</td>
<td>27.8 (9.8)</td>
<td>28.9 (10.8)</td>
</tr>
<tr>
<td>≤30 years</td>
<td>2659 (66.4)</td>
<td>1028 (69.4)</td>
<td>1112 (67.6)</td>
</tr>
<tr>
<td>31-50 years</td>
<td>1088 (27.2)</td>
<td>392 (26.5)</td>
<td>427 (26.0)</td>
</tr>
<tr>
<td>≥51 years</td>
<td>257 (6.4)</td>
<td>61 (4.1)</td>
<td>105 (6.4)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1231 (30.7)</td>
<td>485 (32.8)</td>
<td>500 (30.4)</td>
</tr>
<tr>
<td>Female</td>
<td>2619 (65.4)</td>
<td>936 (63.2)</td>
<td>1087 (66.1)</td>
</tr>
<tr>
<td>Other</td>
<td>154 (3.9)</td>
<td>60 (4.0)</td>
<td>57 (3.5)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3208 (80.1)</td>
<td>1228 (82.9)</td>
<td>1335 (81.2)</td>
</tr>
<tr>
<td>Married or domestic partnership</td>
<td>693 (17.3)</td>
<td>219 (14.8)</td>
<td>277 (16.8)</td>
</tr>
<tr>
<td>Divorced, widowed, or separated</td>
<td>103 (2.6)</td>
<td>34 (2.3)</td>
<td>32 (2.0)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate, primary school, or junior high school</td>
<td>127 (3.2)</td>
<td>54 (3.6)</td>
<td>46 (2.8)</td>
</tr>
<tr>
<td>Senior high school, diploma, or high vocational school</td>
<td>1893 (47.3)</td>
<td>799 (54.0)</td>
<td>749 (45.6)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1559 (38.9)</td>
<td>511 (34.5)</td>
<td>648 (39.4)</td>
</tr>
<tr>
<td>Higher education</td>
<td>425 (10.6)</td>
<td>117 (7.9)</td>
<td>201 (12.2)</td>
</tr>
<tr>
<td>Religion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irreligious</td>
<td>375 (9.4)</td>
<td>138 (9.3)</td>
<td>171 (10.4)</td>
</tr>
<tr>
<td>Buddhist</td>
<td>3454 (86.3)</td>
<td>1271 (85.8)</td>
<td>1402 (85.3)</td>
</tr>
<tr>
<td>Christian</td>
<td>100 (2.5)</td>
<td>43 (2.9)</td>
<td>42 (2.5)</td>
</tr>
<tr>
<td>Muslim</td>
<td>70 (1.7)</td>
<td>26 (1.8)</td>
<td>28 (1.7)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (0.1)</td>
<td>3 (0.2)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed or retired</td>
<td>391 (9.8)</td>
<td>130 (8.8)</td>
<td>148 (9.0)</td>
</tr>
<tr>
<td>Farmer or laborer</td>
<td>451 (11.3)</td>
<td>195 (13.2)</td>
<td>156 (9.5)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>415 (10.4)</td>
<td>146 (9.9)</td>
<td>154 (9.4)</td>
</tr>
<tr>
<td>Government or state enterprise employee</td>
<td>526 (13.1)</td>
<td>139 (9.4)</td>
<td>260 (15.8)</td>
</tr>
<tr>
<td>College student</td>
<td>1589 (39.7)</td>
<td>667 (45.0)</td>
<td>659 (40.1)</td>
</tr>
<tr>
<td>Private enterprise employee</td>
<td>500 (12.5)</td>
<td>165 (11.1)</td>
<td>211 (12.8)</td>
</tr>
<tr>
<td>Freelance or other</td>
<td>132 (3.3)</td>
<td>39 (2.6)</td>
<td>56 (3.4)</td>
</tr>
<tr>
<td>Region of residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital city and its environs</td>
<td>1425 (35.6)</td>
<td>496 (33.5)</td>
<td>623 (37.9)</td>
</tr>
<tr>
<td>Noncapital city and its environs</td>
<td>2579 (64.4)</td>
<td>985 (66.5)</td>
<td>1021 (62.1)</td>
</tr>
<tr>
<td>Living status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>576 (14.4)</td>
<td>195 (13.2)</td>
<td>239 (14.5)</td>
</tr>
<tr>
<td>With family</td>
<td>3164 (79.0)</td>
<td>1179 (79.6)</td>
<td>1299 (79.0)</td>
</tr>
<tr>
<td>With others</td>
<td>264 (6.6)</td>
<td>107 (7.2)</td>
<td>106 (6.5)</td>
</tr>
</tbody>
</table>
### Information Exposure

Of the 4004 participants, 1644 (41.1%) were exposed to information 1 to 2 hours per day, followed by less than 1 hour per day (1481/4004, 37.0%) and 3 or more hours per day (879/4004, 22.0%). The sources of COVID-19-related information were social media (95.3%, 95% CI 94.6-95.9),...
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Table 2 presents the results of the multivariable logistic regression analysis that was performed to explain the association between the duration of information exposure and the risk of mental health problems during the COVID-19 pandemic, after controlling for covariates. In the primary analysis, participants who were exposed to COVID-19-related information for 3 or more hours per day had higher odds of developing symptoms of depression than those exposed to COVID-19-related information for less than 1 hour per day (adjusted OR 1.35, 95% CI 1.03-1.76; \( P = .03 \)). Similarly, participants who were exposed to COVID-19-related information for 3 or more hours per day were more likely to develop anxiety and insomnia than those exposed to COVID-19-related information for less than 1 hour per day (adjusted OR 1.88, 95% CI 1.43-2.46; \( P < .001 \); and adjusted OR 1.52, 95% CI 1.17-1.97; \( P = .001 \), respectively). Meanwhile, participants who were exposed to COVID-19-related information for 1 to 2 hours per day only had a risk of developing anxiety symptoms (adjusted OR 1.35, 95% CI 1.08-1.69; \( P = .008 \)). No association was observed between the duration of information exposure and the risk of perceived stress in the general population during the study period in Thailand.
Table 2. Mental health outcomes according to the duration of exposure to COVID-19-related information: multivariable logistic regression model.

<table>
<thead>
<tr>
<th>Symptoms developed and duration of exposure to COVID-19-related information</th>
<th>Number of cases, n (%)</th>
<th>Adjusted OR(^a) (95% CI)(^b)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression: Patient Health Questionnaire-9</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 h/day (n=1481)</td>
<td>567 (38.3)</td>
<td>Reference (1.00)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>1-2 h/day (n=1644)</td>
<td>696 (42.3)</td>
<td>1.08 (0.86-1.35)</td>
<td>.52</td>
</tr>
<tr>
<td>≥3 h/day (n=879)</td>
<td>391 (44.5)</td>
<td>1.35 (1.03-1.76)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Anxiety: Generalized Anxiety Disorder-7</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 h/day (n=1481)</td>
<td>578 (39.0)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>1-2 h/day (n=1644)</td>
<td>701 (42.6)</td>
<td>1.35 (1.08-1.69)</td>
<td>.008</td>
</tr>
<tr>
<td>≥3 h/day (n=879)</td>
<td>446 (50.7)</td>
<td>1.88 (1.43-2.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stress: Perceived Stress Scale-10</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 h/day (n=1481)</td>
<td>1076 (72.7)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>1-2 h/day (n=1644)</td>
<td>1200 (73.0)</td>
<td>0.96 (0.74-1.23)</td>
<td>.72</td>
</tr>
<tr>
<td>≥3 h/day (n=879)</td>
<td>640 (72.8)</td>
<td>1.01 (0.75-1.36)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Insomnia: Insomnia Severity Index</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 h/day (n=1481)</td>
<td>760 (51.3)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>1-2 h/day (n=1644)</td>
<td>877 (53.3)</td>
<td>1.04 (0.84-1.29)</td>
<td>.71</td>
</tr>
<tr>
<td>≥3 h/day (n=879)</td>
<td>520 (59.2)</td>
<td>1.52 (1.17-1.97)</td>
<td>.001</td>
</tr>
</tbody>
</table>

\(^{a}\)OR: odds ratio.

\(^{b}\)ORs and corresponding 95% CIs are presented as weighted according to the national population and internet users in Thailand. ORs were adjusted for age, sex, marital status, education level, religion, occupation, region of residence, living status, reimbursement scheme, history of mental illness, history of chronic noncommunicable disease, income loss, financial problems, confirmed cases in the community, working from home, quarantine status, fear of COVID-19, and resilient coping.

\(^{c}\)N/A: not applicable.

In an ancillary analysis, using a multivariable multinomial logistic regression model (<1 h/day of information exposure [reference group]), a dose-response relationship was noted between exposure to COVID-19-related information for 3 or more hours per day and the severity of mental health problems, particularly anxiety symptoms (see Table 3). For instance, individuals exposed to COVID-19-related information for 3 or more hours per day demonstrated substantial effect modification in terms of the severity strata of anxiety symptoms: the adjusted ORs were 1.35 (95% CI 0.99-1.83; \(P=.06\)), 2.87 (95% CI 1.91-4.33; \(P<.001\)), and 4.45 (95% CI 2.45-8.08; \(P<.001\)) for mild, moderate, and severe anxiety symptoms, respectively.
### Table 3. Multivariable multinomial logistic regression model results of the duration of exposure to COVID-19-related information and severity of mental health problems.

<table>
<thead>
<tr>
<th>Severity of mental health problems</th>
<th>Number of cases (N=4004), n (%)</th>
<th>Duration of exposure to COVID-19-related information</th>
<th>1-2 h/day</th>
<th>≥3 h/day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimated adjusted OR (95% CI)</td>
<td>( P ) value</td>
<td>Estimated adjusted OR (95% CI)</td>
</tr>
<tr>
<td><strong>Depression: Patient Health Questionnaire-9</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or minimal (&lt;9 points)</td>
<td>2350 (58.7)</td>
<td>Reference (1.00)</td>
<td>N/A(^c)</td>
<td>Reference (1.00)</td>
</tr>
<tr>
<td>Mild (9-14 points)</td>
<td>1024 (25.6)</td>
<td>1.05 (0.82-1.34)</td>
<td>.70</td>
<td>1.18 (0.86-1.60)</td>
</tr>
<tr>
<td>Moderate (15-19 points)</td>
<td>389 (9.7)</td>
<td>1.10 (0.76-1.60)</td>
<td>.60</td>
<td>1.49 (0.97-2.28)</td>
</tr>
<tr>
<td>Severe (≥20 points)</td>
<td>241 (6.0)</td>
<td>1.13 (0.70-1.84)</td>
<td>.61</td>
<td>2.23 (1.27-3.92)</td>
</tr>
<tr>
<td><strong>Anxiety: Generalized Anxiety Disorder-7</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or minimal (&lt;5 points)</td>
<td>2279 (56.9)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
<td>Reference (1.00)</td>
</tr>
<tr>
<td>Mild (5-9 points)</td>
<td>1117 (27.9)</td>
<td>1.31 (1.03-1.66)</td>
<td>.03</td>
<td>1.35 (0.99-1.83)</td>
</tr>
<tr>
<td>Moderate (10-14 points)</td>
<td>411 (10.3)</td>
<td>1.33 (0.91-1.93)</td>
<td>.14</td>
<td>2.87 (1.91-4.33)</td>
</tr>
<tr>
<td>Severe (≥15 points)</td>
<td>197 (4.9)</td>
<td>1.79 (1.06-3.02)</td>
<td>.03</td>
<td>4.45 (2.45-8.08)</td>
</tr>
<tr>
<td><strong>Stress: Perceived Stress Scale-10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or low (&lt;14 points)</td>
<td>1088 (27.2)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
<td>Reference (1.00)</td>
</tr>
<tr>
<td>Moderate (14-26 points)</td>
<td>2550 (63.7)</td>
<td>0.93 (0.72-1.20)</td>
<td>.59</td>
<td>0.96 (0.71-1.30)</td>
</tr>
<tr>
<td>High (≥27 points)</td>
<td>366 (9.1)</td>
<td>1.22 (0.80-1.88)</td>
<td>.36</td>
<td>1.76 (1.09-2.85)</td>
</tr>
<tr>
<td><strong>Insomnia: Insomnia Severity Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or minimal (&lt;8 points)</td>
<td>1847 (46.1)</td>
<td>Reference (1.00)</td>
<td>N/A</td>
<td>Reference (1.00)</td>
</tr>
<tr>
<td>Mild (8-14 points)</td>
<td>1576 (39.4)</td>
<td>0.99 (0.79-1.24)</td>
<td>.94</td>
<td>1.41 (1.07-1.86)</td>
</tr>
<tr>
<td>Moderate (15-21 points)</td>
<td>486 (12.1)</td>
<td>1.29 (0.91-1.83)</td>
<td>.15</td>
<td>2.03 (1.34-3.07)</td>
</tr>
<tr>
<td>Severe (≥22 points)</td>
<td>95 (2.4)</td>
<td>0.89 (0.45-1.76)</td>
<td>.74</td>
<td>1.48 (0.69-3.18)</td>
</tr>
</tbody>
</table>

\( ^a \)OR: odds ratio.

\( ^b \)Multinomial logistic regression was performed using information exposure of <1 h/day as the reference group. ORs and corresponding 95% CIs are presented as weighted according to the national population and internet users in Thailand. ORs were adjusted for age, sex, marital status, education level, religion, occupation, region of residence, living status, reimbursement scheme, history of mental illness, history of chronic noncommunicable disease, income loss, financial problems, confirmed cases in the community, working from home, quarantine status, fear of COVID-19, and resilient coping.

\( ^c \)N/A: not applicable.

### Sensitivity Analysis

Sensitivity analysis was performed by considering the mental health outcomes. A linear relationship was seen between adverse mental health outcomes and the duration of COVID-19-related information exposure, particularly for 3 or more hours per day (see Multimedia Appendix 5, Table S1). Moreover, after using a multivariable ordinal logistic regression model, our findings remained the same compared to those in the primary analysis (see Multimedia Appendix 5, Table S2).

### Data Sharing

Data will be shared upon reasonable request and with permission according to the Health Outcomes and Mental Health Care Evaluation Survey Research Group data release policy.

### Discussion

#### Principal Findings

This nationwide online survey was conducted in Thailand. The results indicated that many Thai people used social media as the main source of information during the COVID-19 pandemic. Most participants were exposed to COVID-19-related information for 1 to 2 hours per day. Participants who were exposed to information for 3 or more hours per day had a higher risk of developing depression, anxiety, and insomnia.

Our results were in line with those of a previous study conducted in Wuhan, China, demonstrating that social media exposure was associated with higher odds of developing anxiety and depression [17]. Moreover, previous studies [17,18,20,29] showed that not only the frequency but also the daily duration of exposure to COVID-19-related information was associated...
with psychosocial problems [29], which corroborated with our study results. The results of a survey conducted in Germany indicated a positive correlation between COVID-19-related media exposure and the severity of nonspecific anxiety and depression [18]. Similar results were reported in a previous study conducted among the Saudi Arabian general population [19].

In essence, during a lockdown or social isolation, people are exposed to a lot of pandemic-related information, especially through social media, which predisposes them to mental health problems. During a severe social disruption, the mass media are expected to satisfy the needs of individuals for information about operationalized guidance to the public, the response of organizations, and an exchange of views with others [30-32]. However, the amount of information that circulated during the COVID-19 pandemic exceeded the information demand. A recent study indicated that repeated media exposure could lead to anxiety due to the effect of vicarious traumatization [31]. Furthermore, media exposure can cause an infodemic, which is defined as fake news, misinformation, and conspiracy theories, making it difficult for individuals to find trusted information [33]. This infodemic may negatively impact an individual’s mental health.

In Thailand, the government issued a national emergency decree, which was put into effect beginning on March 26, 2020, and announced a nationwide curfew on April 3, 2020. People were requested to stay indoors and limit all social contacts. The government also requested that people should wear face masks, practice social distancing, and remain indoors from 10 PM to 4 AM [34]. Due to the implementation of curfews and isolation measures, the number of persons with suspected or confirmed COVID-19 decreased from mid-January to April 6, 2020, which indicated a positive impact of the lockdown on viral transmission reduction and epidemic control [35]. However, the quarantine and isolation measures, coupled with media coverage exposure, increased anxiety and fear in the people, thereby affecting their mental health. Moreover, during the national lockdown and home confinement, the community movement in Thailand had eventually decreased, which resulted in home-based exposure of people to huge amounts of COVID-19-related media information.

Therefore, during a public health crisis, several actions should be taken regarding crisis-related information. First, the media should convey information to the public without sensationalizing the situation and without providing disturbing images to help prevent mental distress. Second, the public should rely on trustworthy sources of information, such as the Centers for Disease Control and Prevention or the WHO, for accurate information. Third, health care providers should play an important role in informing people about practicing protective behaviors [36]. Fourth, public awareness campaigns should be conducted, focusing on the maintenance of mental health in the prevailing situation [37]. Finally, people should spend time with family members who engage in different healthy exercises and sports activities, follow a schedule and routine in daily life, and reduce their time spent on traditional and social media to remain healthy [37]. In terms of mental health policies during the COVID-19 pandemic, the United Nations suggested the application of a whole-of-society approach to promote, protect, and care for an individual’s mental health [38]. Furthermore, public policy solutions would ensure the widespread availability of emergency mental health and psychosocial support. All affected communities require quality mental health services to help their society recover from the effects of the COVID-19 pandemic.

Strengths and Limitations

This study had several strengths. To our knowledge, this is the first nationwide survey on mental health based on information exposure during the COVID-19 outbreak in Thailand. From a methodological point of view, the analyses were also performed using rigorous statistical approaches to confirm the main findings.

However, our study has some limitations. First, this was a cross-sectional study; therefore, a causal relationship could not be accurately drawn. Second, the survey was conducted online, which is appropriate for short-term evaluation; therefore, the results reflect short-term relationships. Hence, additional longitudinal studies investigating the long-term relationship between mental health and COVID-19-related information exposure are warranted. Third, the survey was conducted over the internet, which is subject to bias due to nonresponse effects and selection bias. Moreover, as information exposure was self-reported, recall bias may be present, and the measures may be influenced by social desirability. Fourth, not everyone in Thailand can access the internet and there could be significant demographic differences between those who can access the internet and those who have limited access to the internet. Thus, selection bias or limited representativeness of the Thai population may be present. Fifth, the majority of the participants were young adults. Only a few older adults participated in the survey; thus, some respondent bias could not be excluded. In addition, the majority of participants (66.4%) were below 30 years of age, which might not reflect the Thai society in its entirety. However, internet usage data in Thailand have demonstrated that workers spend the highest average number of hours surfing the internet per day and account for the highest proportion of internet users [39]. The internet usage data of this group of people may potentially represent the internet consumption of the Thai population. Finally, we lacked information on risk perception and self-care behaviors. This information could help encourage self-improvement and self-management during the COVID-19 pandemic, which may improve an individual’s overall mental health and wellness.

Conclusions

Our findings from the nationwide online survey indicated a positive association between information exposure during the COVID-19 pandemic and the occurrence of symptoms of depression, anxiety, and insomnia. The strength of the association increased with the duration of media exposure. However, prospective longitudinal studies are needed to investigate the long-term relationship between information exposure and mental health during and after the COVID-19 pandemic.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAD-7</td>
<td>Generalized Anxiety Disorder-7</td>
</tr>
<tr>
<td>ISI</td>
<td>Insomnia Severity Index</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>PHQ-9</td>
<td>Patient Health Questionnaire-9</td>
</tr>
<tr>
<td>PSS-10</td>
<td>Perceived Stress Scale-10</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
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Abstract

Background: In a fast-evolving public health crisis such as the COVID-19 pandemic, multiple pieces of relevant information can be posted sequentially on a social media platform. The interval between subsequent posting times may have a different impact on the transmission and cross-propagation of the old and new information that results in a different peak value and a final size of forwarding users of the new information, depending on the content correlation and whether the new information is posted during the outbreak or quasi–steady-state phase of the old information.

Objective: This study aims to help in designing effective communication strategies to ensure information is delivered to the maximal number of users.

Methods: We developed and analyzed two classes of susceptible-forwarding-immune information propagation models with delay in transmission to describe the cross-propagation process of relevant information. A total of 28,661 retweets of typical information were posted frequently by each opinion leader related to COVID-19 with high influence (data acquisition up to February 19, 2020). The information was processed into discrete points with a frequency of 10 minutes, and the real data were fitted by the model numerical simulation. Furthermore, the influence of parameters on information dissemination and the design of a publishing strategy were analyzed.

Results: The current epidemic outbreak situation, epidemic prevention, and other related authoritative information cannot be timely and effectively browsed by the public. The ingenious use of information release intervals can effectively enhance the interaction between information and realize the effective diffusion of information. We parameterized our models using real data from Sina Microblog and used the parameterized models to define and evaluate mutual attractiveness indexes, and we used these indexes and parameter sensitivity analyses to inform optimal strategies for new information to be effectively propagated in the microblog. The results of the parameter analysis showed that using different attractiveness indexes as the key parameters can control the information transmission with different release intervals, so it is considered as a key link in the design of an information communication strategy. At the same time, the dynamic process of information was analyzed through index evaluation.

Conclusions: Our model can carry out an accurate numerical simulation of information at different release intervals and achieve a dynamic evaluation of information transmission by constructing an indicator system so as to provide theoretical support and strategic suggestions for government decision making. This study optimizes information posting strategies to maximize communication efforts for delivering key public health messages to the public for better outcomes of public health emergency management.

(J Med Internet Res 2021;23(2):e25734) doi:10.2196/25734
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Introduction
In the absence of effective treatment or a vaccine, the success or failure of mitigating COVID-19 transmission in the population relies heavily on the effectiveness of social distancing, self-protection, case detection, quarantine, isolation, and testing. The effectiveness of these nonpharmaceutical interventions depends on the active participation and engagement of residents in the community, which is substantially influenced by the public opinion. Given the short disease transmission doubling time, the timing (and hence time lags) in the communication of critical public health information to the community has a profound impact on the outcome of public adherence to nonpharmaceutical measures and, ultimately, on the outcome of outbreak mitigation. Adding to the challenging of effective communications is the cross-propagation of relevant, and sometimes inconsistent, pieces of information that enter social media at different time points. This calls for a strategy of optimizing the timing of posting key information in social media during a fast-evolving pandemic.

Figure 1 shows the cross-propagation of three pieces of related information about COVID-19: titled as “Just want a regular 2020022,” “Announcement of donation acceptance by Wuhan JinYinTan hospital,” and “Three cases of community transmission were reported in Shenzhen for the first time.” These pieces of information were posted in Sina Microblog, with different beginning and ending time points marked in the (horizontal) timeline. Almost immediately after reading information A, some users forwarded information B, so both pieces of information shared similar life cycle but with beginning and ending time points close to each other. There were 12,283 information A users, among which 742 (6.04%) forwarded information B. Eventually, 7161 of users forwarded information B, and those who simultaneously forwarded information A accounted for 10.36% (n=7161). Information C was then released, and users of information B started to forward information C. At the end, among 7161 users of information B, 1158 (16.17%) also forwarded information C, accounting for 10.26% (n=11,289) of the users for C.

In general, relevant information, when posted with an appropriate time lag, can attract the interest of social media users in public hot events by increasing the efficiency of dissemination of a group of information cross-propagated. It is an important topic of research; the main objective of our study is to understand the information cross-propagation dynamics to inform optimal strategies of posting relevant information in an appropriate time sequence to ensure their maximum interaction for effective copromotion during a public health emergency situation.

To the best of our knowledge, no appropriate model framework has been developed and analyzed to examine the impact of information cross-propagation dynamics for a group of relevant information that is posted subsequently. Here, we try to fill this gap by proposing a susceptible-forwarding-immune model with
time-delayed posting and transmission. We developed and illustrated this framework, and parametrized our model by using the forwarding quantity that represents public attention to some popular opinions on the COVID-19 pandemic. Our focus is on the dynamic interactions among several pieces of information posted sequentially, and we aim to examine the impact of time lags between different posting time points on the evolution and steady states of cross-propagation.

In the field of information propagation dynamics, there is a strong similarity between the propagation of rumors and a pathogen’s spread in the population [1]. Many studies have used epidemic models to examine rumor propagation in the hope that the negative influence of rumors can be eliminated or at least minimized. For example, the susceptible-infected-exposed-recovered (SIER) model [2-5], susceptible-infected model [6-9], susceptible-infectious-susceptible [10,11] model, and susceptible-infected-recovered (SIR) model [12-14] have all been developed and recognized as classical propagation dynamics models.

The development of the internet and the enrichment of social media mandate further extensions of traditional models to reflect novel transmission mechanisms and to take advantage of data from multiple platforms. Gu and Cai [15] and Gu et al [16] proposed the forget-remember mechanism to study the spreading process in a 2-state model. Zhao et al [17] combined the forgetting mechanism and the SIR model to represent the rumor spreading process in an online social blogging platform LiveJournal. In 2014, Zhao et al [18] integrated the refutation mechanism in homogeneous social networks into the SIR model and analyzed the dynamic process of rumor propagation. Considering the three influencing factors of enterprises affected by rumors, pinion leaders, and a microblog platform, an SIR model based on browsing behavior was constructed to explain how rumors spread among followers under the influence of different rumor refuting measures [19]. Other features of the new media were further incorporated by Zhao et al [20]. Borge-Holthoefer et al [21] considered the case when spreaders were not always active and an ignorant was not interested in spreading the rumor, and then separately introduced these ideas into two different models. They concluded that these models provided higher adhesion to real data than classical rumor spreading models. In 2020, Yin et al [22] considered the user’s behavior of re-entering new topics and proposed a multiple-information susceptible-discussing-immune model to investigate COVID-19–relevant information propagation in the Chinese Sina Microblog. Ding et al [23] proposed an improved SIR model, which used differential equations to study the rule of information transmission on media platforms and predicted microblog information accurately. Wang et al [24] proposed a modeling method that considers Weibo propagation behavior based on the susceptible-infected-susceptible model, so the forwarding trend in the future can be predicted. Zhang et al [25] focused on the impact of media transmission and interpersonal relationships on information propagation and then proposed the media and interpersonal relationship susceptible-infected-exposed-recovered model. Zhao et al [26] developed a new rumor spreading model called the susceptible-infected-hibernator-removed model, introducing a new kind of people-hibernators to reduce the maximum rumor influence. Woo et al [27] proposed an event-driven SIR model based on the impact of news releases on social media to reflect the impact of specific events on opinion diffusion. Yao et al [28] concentrated on examining the influence of different interactions among information on the spread of public opinion and modeling based on the SIR model, which verified the otherness of public opinion under a distinct information environment. For other studies relevant to our paper, see [29-32].

In particular, Tanaka et al [32] added a new module to the traditional model by using two data sets from the Japanese Mixi and Facebook rather than a single data set.

Many studies on cross-transmission in disease diffusion are highly significant to study the cross-propagation of information. Feng et al [33] established a mathematical model that incorporated the virus mutation dynamics in the transmission of the Chikungunya virus among mosquitoes and humans. However, the important phenomenon of time lag in posting and cross-propagation of relevant information for information dissemination in real social media networks has not been adequately addressed in these earlier studies. We noted that Zan [34] studied the double rumors spreading with different launch times, in which the new rumor was launched with a certain delay but also could interact with the old rumor. Zan [34] proposed two classes of double-rumors spreading models: a double-susceptible-infected-recovered model, where it was assumed that the rumor was disseminated by direct contacts of infective nodes with others, and a comprehensive double-susceptible-infected-recovered model, with which the authors studied the whole spread situation of all rumors with a focus on determining how many people did not spread all rumors in the entire period or how many were spreading or had spread at least one of the rumors.

In comparison with the aforementioned studies, here we consider the phenomenon where at different propagation stages of a piece of information posted in social media other pieces of information are posted, and their relevance in contexts and posting time sequence combined generate an outbreak for each piece of information and, more importantly, cross-propagation in which users of one piece of information forward other pieces of information they are exposed to later. We developed two classes of dynamic propagation models that focus on the single information transmission and multi-information cross-propagation patterns during explosive and quasi–steady-state periods of the information posted sequentially. We aim to examine emphatically the influence of different participating groups of posted information on the spread of the information from the participating groups. As populations who have forwarded, whether exposed or not exposed to relevant posted information, are attracted to a new piece of information differently, by introducing and analyzing the impact of attractiveness indexes on relevant information propagation and examining the significant factors of delaying in posting relevant information propagation, we inform strategies for sequentially posting relevant information to achieve effective communication of key public opinions. We will illustrate this
with data from public opinions about COVID-19 pandemic management.

**Methods**

**Large Delay in Transmission**

**Susceptible-Forwarding-Immune Dynamics Model**

The structure of our proposed large interval delay in transmission susceptible-forwarding-immune (LTI DT-SFI) dynamics model is shown in Figure 2. There are two phases involved. In phase 1, a piece of stand-alone information (information 1) is spreading; and in phase 2, another piece of information (information 2) is posted during the quasi–steady-state period of the posted information.

**Figure 2.** A schematic illustration of the information cross-spreading, where a new piece of information is posted during the quasi steady-state period of an already posted information.
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\caption{A schematic illustration of the information cross-spreading, where a new piece of information is posted during the quasi steady-state period of an already posted information.}
\end{figure}

**Phase 1: Post a Piece of Stand-alone Information**

The propagation dynamics during phase 1 for one piece of posted information is modeled based on the traditional susceptible-forwarding-immune [35] model, with a novel stratification of the immune population. Namely, there will be two classes of immune populations (as far as information 1 is concerned): those who have forwarded the posted information but are no longer in the active period of forwarding this posted information \((I_{1+})\) and those who have been exposed to the information but are not interested in forwarding it \((I_{1-})\). This distinction of immunity is important, as individuals in these two distinct compartments will have different levels of interest in other relevant information that will be posted later. This will allow us to introduce different measures of attractiveness to new relevant information.

So, in our model, we stratify the population \((N_1)\) into four states: the susceptible state of the posted information \((S_1)\), the forwarding state of the posted information \((F_1)\), the inactive immune state \((I_{1+})\), and the direct immune state \((I_{1-})\). A susceptible user can be exposed to the posted information with an average exposure rate \(\beta_1\) and will forward the information with the forwarding probability \(p_1\). The forwarding users can become inactive immune users with an average rate \(\alpha_1\). So a user may have a unique state, with \(S_1(t), F_1(t), I_{1+}(t),\) and \(I_{1-}(t)\) denoting the number of users in the susceptible, forwarding, inactive, and direct immune state, respectively. We obtain the following delay in transmission susceptible-forwarding-immune (DT-SFI) dynamics model in phase 1:

\begin{align}
S_1 & \xrightarrow{p_1\beta_1} F_1 \\
F_1 & \xrightarrow{\alpha_1} I_{1+} \\
I_{1+} & \xrightarrow{(1-p_1)\beta_1} S_1 \\
I_{1-} & \xrightarrow{1-p_1\beta_1} F_1 \\
S_2 & \xrightarrow{1-m_2p_2\beta_2} S_2 \\
F_2 & \xrightarrow{\alpha_2} I_2 \\
I_{2+} & \xrightarrow{(1-m_2p_2)\beta_2} F_2 \\
I_{2-} & \xrightarrow{1-m_2p_2\beta_2} I_{2+}
\end{align}

The state transition of different populations in phase 1 can be interpreted as follows: an active forwarding user will contact an average number of \(\beta_1N_1\) users per unit time, and the probability of a user being a susceptible user of the posted information is \(S_1(t)/N_1\), so an active forwarding user will contact \(\beta_1S_1(t)\) susceptible users. There are \(F_1(t)\) active forwarding users of information 1 in total at time t, so \(p_1\beta_1S_1(t)F_1(t)\) susceptible users will choose to forward the information and become new forwarding users, and \((1-p_1)\beta_1S_1(t)F_1(t)\) will not. As time goes by, \(\alpha_1F_1(t)\) will go to the immune state from the forwarding
period when they do not influence other users as far as information 1 is concerned.

For data fitting purposes, we noted that the Sina Microblog provides important data about any piece of information relevant to COVID-19, the number of cumulative forwarding quantity, given by:

\[
\frac{\beta}{\alpha} = \frac{1}{\alpha} \frac{1}{1-\beta}.
\]

**Phase 2: Post New Information During the Quasi–Steady-state Period of the Posted Information**

Now we consider that a piece of new information is posted at time \( t_c \) when the posted information is already in the quasi–steady state. We introduce the following indexes:

Textbox 1. Parameter definitions for large delay model.

<table>
<thead>
<tr>
<th>Attractiveness parameters, stratified by the exposure to old information</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_{21} ): The extensive exposure attractiveness index that an inactive user of state I_{1+} becomes a forwarding user of state F_{2}.</td>
</tr>
<tr>
<td>( m_{22} ): The mild exposure attractiveness index that a direct immune user of state I_{1-} becomes a forwarding user of state F_{2}.</td>
</tr>
<tr>
<td>( m_{23} ): The unexposure attractiveness index that a new susceptible user of state S_{2} becomes a forwarding user of state F_{2}.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transmission parameters associated with the different attractiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_{21} ): The average exposure rate that the inactive users of the old information can contact with the newly posted information.</td>
</tr>
<tr>
<td>( \beta_{22} ): The average exposure rate that the direct immune users of the old information can contact with the newly posted information.</td>
</tr>
<tr>
<td>( \beta_{23} ): The average exposure rate that the inactive users of the old information can contact with the newly posted information.</td>
</tr>
<tr>
<td>( p_2 ): The probability that an exposed user will forward the newly posted information.</td>
</tr>
<tr>
<td>( \alpha_2 ): The average duration a forwarding user remains active in forwarding newly posted information.</td>
</tr>
</tbody>
</table>

Each user may have a unique state, with \( I_{1+}(t), I_{1-}(t), S_2(t), F_2(t) \), and \( I_2(t) \) denoting the number of users in the susceptible, forwarding, and immune state, respectively. We obtain the following LTI DT-SFI dynamics model in phase 2:

\[
\frac{d}{dt} \begin{pmatrix} I_{1+} \\ I_{1-} \\ S_2 \\ F_2 \end{pmatrix} = \begin{pmatrix} \beta_{21} & \beta_{22} & 0 & 0 \\ 0 & \beta_{22} & 0 & 0 \\ 0 & 0 & \beta_{23} & 0 \\ (1-\beta_{22})\beta_{23} & (1-\beta_{22})\beta_{23} & 0 & 0 \end{pmatrix} \begin{pmatrix} I_{1+} \\ I_{1-} \\ S_2 \\ F_2 \end{pmatrix} + \begin{pmatrix} p_2 \beta_{22} \alpha_2 \beta_{22} \alpha_2 \end{pmatrix}. 
\]

The mass action in phase 2 can be interpreted as follows: an active forwarding user will contact an average number of \( \beta_{21}N_2 \) inactive immune users of the posted information per unit time, and the probability of a user being an inactive immune user is \( I_{1+}(t)/N_2 \), so an active forwarding user will contact \( \beta_{21}I_{1+}(t) \) inactive immune users, among which \( m_{21}p_2\beta_{21}I_{1+}(t)F_2(t) \) will choose to forward the new information and \( 1-m_{21}p_2\beta_{21}I_{1+}(t)F_2(t) \) will not, where \( F_2(t) \) is the number of new active forwarding users at time \( t \); an active forwarding user will contact an average number of \( \beta_{22}N_2 \) susceptible users of the newly posted information per unit time, and the probability of a user being a susceptible user is \( I_{1-}(t)/N_2 \), so an active forwarding user will contact \( \beta_{22}I_{1-}(t) \) susceptible users, among which \( m_{22}p_2\beta_{22}I_{1-}(t)F_2(t) \) will choose to forward the new information and \( 1-m_{22}p_2\beta_{22}I_{1-}(t)F_2(t) \) will not, where \( F_2(t) \) is the number of new active forwarding users at time \( t \); an active forwarding user will contact an average number of \( \beta_{23}N_2 \) direct immune users of the posted information per unit time, and the probability of a user being a direct immune user is \( I_{1-}(t)/N_2 \), so an active forwarding user will contact \( \beta_{23}I_{1-}(t) \) direct immune users, among which \( m_{23}p_2\beta_{23}I_{1-}(t)F_2(t) \) will choose to forward the new information and \( 1-m_{23}p_2\beta_{23}I_{1-}(t)F_2(t) \) will not, where \( F_2(t) \) is the number of new active forwarding users at time \( t \).

The forwarding quantity of the newly posted information is given by:

\[
\text{The Public Opinion Reproduction Ratio}
\]

Since the newly posted Weibo starts at different times and develops differently under the influence of prior information, we defined the information reproduction ratio as:

\[
\text{This is the total number of information 2 users generated by introducing a typical information 2 user, at time } \tau \text{ after}
\]
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information 1 was posted, during their entire period of active forwarding. The initial population for information 2 has been stratified by the exposure of the entire population to information 1 during the time interval [0, \(\tau\)]. The relative size of \(\rho_1\) to the unity determines if information 2 can generate an information outbreak; since \(\rho_1(0) = (m_{21}p_2\beta_2 I_1 + \tau + m_{22}p_2\beta_2 I_1 - \tau + m_{23}p_2\beta_2 S_20 - \alpha_2) F_2(0)\), we concluded that \(\rho_1(0) > 0\) if \(\rho_1 > 1\).

**Short Delay in Transmission**

**Susceptible-Forwarding-Immune Dynamics Model**

Our comprehensive short interval delay in transmission susceptible-forwarding-immune (STI DT-SFI) dynamics model based on the forwarding quantity is shown in Figure 3. In this model, we include two phases. In phase 1, a stand-alone piece of information (information 1) is spreading, corresponding to phase 1 in the LTI DT-SFI model. In phase 2, a piece of newly posted information (information 2) is posted at \(t_\tau\) during an outbreak period of the posted information. Here, we also divide the population into three groups: S population (S), F population (\(F_1, F_2\)), and I population (\(I_{1+}, I_{1-}, I_2\)). In particular, we think of the susceptible state of both the posted information and the new information as a whole (S). \(t_\tau\) is the post time of the newly posted information.

**Phase 1: Post Stand-alone Information**

The model is consistent with that of phase 1 of the LTI DT-SFI model.

**Phase 2: Posting New Information During the Outbreak Period of the Posted Information**

Considering that the new information is posted during the outbreak period of the old information, we developed our phase 2 model to describe the concurrent dynamic process of the two related pieces of information. We considered the difference between the population in active forwarding state or the immune state out of the active period and the population in the direct immune state of the first (old) piece of information. Here, we set the following indexes:

- **An extensive exposure attractiveness index**: for the individuals in the forwarding state, who have forwarded the posted information but are still in their active forwarding period, and the individuals in the immune state, who have forwarded the old information but are no longer in their active forwarding period, to indicate that this population will be attracted by the new information due to the relevance of the two pieces of information.
- **A mild exposure attractiveness index**: for the direct immune population to portray that the population will be attracted due to a moderate contact.
- **An unexposure attractiveness index**: for the integrated susceptible population to describe that the population will be attracted when they have never read the related information.

Assuming that the number of users (\(N_3\)) who can contact the information in the process of information propagation on Sina Microblog remains unchanged, we introduced three states of the population of the newly posted information: the susceptible state (\(S_1\)) that includes the users who can be exposed to the old information and the new information, the forwarding state of

---

**Figure 3.** A schematic diagram to illustrate information spreading, when the post time of the newly posted information is during the outbreak period of the posted information.
the new information \((F_2)\), and the immune state \((I_2)\). The parameters are shown in Textbox 2.

**Textbox 2. Parameters definitions for short delay model.**

<table>
<thead>
<tr>
<th>Attractiveness parameters, stratified by the exposure to old information</th>
</tr>
</thead>
<tbody>
<tr>
<td>• (m_{21}): The extensive exposure attractiveness index that an inactive user of state (I_{1+}) becomes a forwarding user of state (F_2).</td>
</tr>
<tr>
<td>• (m_{22}): The mild exposure attractiveness index that a direct immune user of state (I_1) becomes a forwarding user of state (F_2).</td>
</tr>
<tr>
<td>• (m_{23}): The unexposure attractiveness index that a new susceptible user of state (S_2) becomes a forwarding user of state (F_2).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transmission parameters associated with the different attractiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>• (\beta_1): The average exposure rate that the susceptible users can contact the first information.</td>
</tr>
<tr>
<td>• (\beta_2): The average exposure rate that the forwarding users can contact the newly posted information.</td>
</tr>
<tr>
<td>• (\beta_3): The average exposure rate that the inactive users can contact the newly posted information.</td>
</tr>
<tr>
<td>• (p_1): The probability that the exposed users will forward the first information.</td>
</tr>
<tr>
<td>• (p_2): The probability that the exposed users will forward the newly posted information.</td>
</tr>
<tr>
<td>• (\alpha_2): The rate that a user in the forwarding state of newly posted information becomes inactive to forwarding, where (1/\alpha_2) is the average duration a forwarding user remains active in forwarding newly posted information.</td>
</tr>
</tbody>
</table>

Each user may have a unique state, with \(S_1(t), F_1(t), I_{1+}(t), I_1(t), F_2(t), \) and \(I_2(t)\) denoting the number of users in the susceptible, forwarding, and immune state when \(t > 0\), respectively. We obtain the following STI DT-SFI dynamics model in phase 2:

\[
\begin{align*}
\frac{dS_1(t)}{dt} &= \alpha S_1(t) F_1(t) - \beta_1 S_1(t) F_2(t) - \beta_3 S_1(t) F_3(t) - \beta_2 S_1(t) F_2(t) \beta_2 I_2(t) F_3(t) - p_1 S_1(t) F_1(t) - p_2 S_1(t) F_2(t), \\
\frac{dF_1(t)}{dt} &= \beta_1 S_1(t) F_2(t) + \beta_2 I_2(t) F_2(t) - \beta_3 S_1(t) F_3(t) - \beta_2 F_1(t) F_2(t) - p_1 F_1(t), \\
\frac{dI_{1+}(t)}{dt} &= \beta_3 S_1(t) F_3(t) + \beta_2 I_2(t) F_3(t) - \beta_2 F_1(t) F_2(t) - p_1 I_{1+}(t), \\
\frac{dI_1(t)}{dt} &= \beta_2 F_1(t) F_2(t) + \beta_2 I_2(t) F_2(t) - \beta_2 F_2(t) F_3(t) - \beta_2 F_3(t) F_2(t) - p_1 I_1(t), \\
\frac{dF_2(t)}{dt} &= \beta_2 F_1(t) F_2(t) + \beta_2 F_2(t) F_3(t) - \beta_2 F_2(t) F_3(t) - \beta_2 F_3(t) F_2(t) - \alpha_2 F_2(t), \\
\frac{dI_2(t)}{dt} &= \beta_2 F_2(t) F_3(t) - \beta_2 F_2(t) F_3(t) - \beta_2 F_3(t) F_2(t) - \alpha_2 F_2(t) - \alpha_2 F_3(t).
\end{align*}
\]

The mass action in phase 2 can be interpreted as follows: an active forwarding user will contact an average number of \(\beta_2 N_3\) inactive immune users and forwarding users of posted information per unit time, and the probability of a user being an inactive immune user and a forwarding user are \(I_{1+}(t)/N_3\) and \(F_1(t)/N_3\), respectively, so an active forwarding user will contact \(\beta_2 I_{1+}(t)\) inactive immune users and \(\beta_2 F_1(t)\) forwarding users, among which \(m_{23}\beta_2 S_1(t) F_3(t)\) and \(m_{23}\beta_2 S_1(t) F_3(t)\) will choose to forward the new information, however, \((1 - m_{23}) \beta_2 S_1(t) F_3(t)\) and \((1 - m_{23}) \beta_2 I_{1+}(t) F_3(t)\) will not, where \(F_3(t)\) is the number of new active forwarding users at time \(t\). Here, the individuals in the forwarding state and the individuals in the immune state have the same familiarity with the topic content who have forwarded information; an active forwarding user will contact an average number of \(\beta_2 N_3\) active forwarding users of posted information per unit time, and the probability of a user being a direct immune user is \(I_1(t)/N_3\), so an active forwarding user will contact \(\beta_2 I_1(t)\) direct immune users, among which \(m_{22}\beta_2 S_1(t) F_2(t)\) will choose to forward the new information and \((1 - m_{22}) \beta_2 S_1(t) F_2(t)\) will not, where \(F_2(t)\) is the number of new active forwarding users at time \(t\); an active forwarding user will contact an average number of \(\beta_2 N_3\) susceptible users, and the probability of a user being a susceptible user is \(S_1(t)/N_3\), so an active forwarding user will contact \(\beta_2 S_1(t)\) susceptible users, among which \(m_{23}\beta_2 S_1(t) F_3(t)\) will choose to forward the new information and \((1 - m_{23}) \beta_2 S_1(t) F_3(t)\) will not, where \(F_3(t)\) is the number of new active forwarding users at time \(t\).

The forwarding quantity of the newly posted information is given by:

**The Public Opinion Reproduction Ratio**

Considering the initial condition in phase 2, we can obtain the following public opinion reproduction ratio. The new information entered at time \(\tau\) during an outbreak period of the posted information, and \(R_0(0) = (m_{21} \beta_1 F_1(t) + m_{22} \beta_2 I_2(t) + m_{23} \beta_2 S_1(t) - \alpha_2) F_2(t)\). The population will never take off if \(R_0(0) = (m_{21} \beta_1 F_1(t) + m_{22} \beta_2 I_2(t) + m_{23} \beta_2 S_1(t) - \alpha_2) F_2(t) < 0\) due to the decrease of \(S_1(t)\). It is therefore natural to introduce the following as the STI DT-SFI reproduction ratio:

In the same way, the of the STI DT-SFI model denotes the comprehensive public opinion generated by the newly posted Weibo starting at the outbreak period of the posted information. When the reproduction ratio <1, it means that the new public opinion will decline. When the reproduction ratio >1, it indicates that the new public opinion will initially grow exponentially.

**Statistical Analysis**

**Data Description**

Since the COVID-19 outbreak in China, intensive information that were clearly relevant to each other have been frequently posted. Figure 4 shows the total forwarding quantities of Weibos.
during each 1-hour time frame on January 25, 2020, and January 26, 2020 (data acquisition up to February 19, 2020), for the top 10 opinion leaders of this outbreak event in the Chinese Sina Microblog. As illustrated, those pieces of information with high influence were posted frequently by each opinion leader. At the same time, there was a strong correlation among a series of Weibos posted by these opinion leaders during certain periods. Of all the data shown in Figure 4, People’s Daily issued five Weibos in 1 hour from 10 PM to 11 PM on January 25, and they were forwarded by a total of more than 300,000 users. Therefore, the frequent release of relevant information by original post owners was a common phenomenon in the COVID-19 information propagation, and understanding its effectiveness is important.

Sequentially releasing two related pieces of information by the same original post owners within the same COVID-19 theme was a common phenomenon. Importantly, different entering times of new information during the spreading process of an old (previously posted) information exhibited different promoting effects on the cross-propagation and cross-promotion of relevant public opinions. Here we focus on users who have been exposed to one posted information that may have a special interest in, and hence are susceptible to, new and relevant information. This represents a remarkable difference from the spread of rumors and other traditional public hot events. Our information cross-propagation DT-SFI models, including the STI DT-SFI dynamics model and the LTI DT-SFI dynamics model, were developed to take into consideration the situations when the relevant information is posted during the outbreak period or during the quasi–steady-state period of the previously posted (old) information.

**Figure 4.** A bubble chart of forwarding quantity of public opinions on COVID-19 information by top ten opinion leaders in Weibos, during an early period of COVID-19 outbreak in China.

**Figure 5.** Cumulative forwarding quantity of three pieces of information.
<table>
<thead>
<tr>
<th>Time</th>
<th>Information A forwarding quantity, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>47</td>
</tr>
<tr>
<td>10 min</td>
<td>597</td>
</tr>
<tr>
<td>20 min</td>
<td>940</td>
</tr>
<tr>
<td>30 min</td>
<td>1208</td>
</tr>
<tr>
<td>40 min</td>
<td>1458</td>
</tr>
<tr>
<td>50 min</td>
<td>1691</td>
</tr>
<tr>
<td>60 min</td>
<td>1937</td>
</tr>
<tr>
<td>70 min</td>
<td>2182</td>
</tr>
<tr>
<td>80 min</td>
<td>2477</td>
</tr>
<tr>
<td>90 min</td>
<td>2952</td>
</tr>
<tr>
<td>100 min</td>
<td>3461</td>
</tr>
<tr>
<td>110 min</td>
<td>3917</td>
</tr>
<tr>
<td>2 h</td>
<td>4390</td>
</tr>
<tr>
<td>3 h</td>
<td>6366</td>
</tr>
<tr>
<td>4 h</td>
<td>7501</td>
</tr>
<tr>
<td>5 h</td>
<td>8281</td>
</tr>
<tr>
<td>6 h</td>
<td>8846</td>
</tr>
<tr>
<td>7 h</td>
<td>9293</td>
</tr>
<tr>
<td>8 h</td>
<td>9638</td>
</tr>
<tr>
<td>9 h</td>
<td>9954</td>
</tr>
<tr>
<td>10 h</td>
<td>10,199</td>
</tr>
<tr>
<td>11 h</td>
<td>10,435</td>
</tr>
<tr>
<td>12 h</td>
<td>10,795</td>
</tr>
<tr>
<td>13 h</td>
<td>11,138</td>
</tr>
<tr>
<td>14 h</td>
<td>11,459</td>
</tr>
<tr>
<td>15 h</td>
<td>11,812</td>
</tr>
<tr>
<td>16 h</td>
<td>12,013</td>
</tr>
<tr>
<td>17 h</td>
<td>12,088</td>
</tr>
<tr>
<td>18 h</td>
<td>12,109</td>
</tr>
<tr>
<td>19 h</td>
<td>12,119</td>
</tr>
<tr>
<td>20 h</td>
<td>12,128</td>
</tr>
<tr>
<td>21 h</td>
<td>12,136</td>
</tr>
<tr>
<td>22 h</td>
<td>12,140</td>
</tr>
<tr>
<td>23 h</td>
<td>12,146</td>
</tr>
<tr>
<td>24 h</td>
<td>12,157</td>
</tr>
<tr>
<td>25 h</td>
<td>12,171</td>
</tr>
<tr>
<td>26 h</td>
<td>12,184</td>
</tr>
</tbody>
</table>
Table 2. Cumulative forwarding quantity of information B posted at 10:41 AM on February 2, 2020.

<table>
<thead>
<tr>
<th>Time (hours)</th>
<th>Information B forwarding quantity, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>1281</td>
</tr>
<tr>
<td>4</td>
<td>2615</td>
</tr>
<tr>
<td>5</td>
<td>4013</td>
</tr>
<tr>
<td>6</td>
<td>4817</td>
</tr>
<tr>
<td>7</td>
<td>5322</td>
</tr>
<tr>
<td>8</td>
<td>5685</td>
</tr>
<tr>
<td>9</td>
<td>5932</td>
</tr>
<tr>
<td>10</td>
<td>6052</td>
</tr>
<tr>
<td>11</td>
<td>6152</td>
</tr>
<tr>
<td>12</td>
<td>6264</td>
</tr>
<tr>
<td>13</td>
<td>6317</td>
</tr>
<tr>
<td>14</td>
<td>6380</td>
</tr>
<tr>
<td>15</td>
<td>6401</td>
</tr>
<tr>
<td>16</td>
<td>6423</td>
</tr>
<tr>
<td>17</td>
<td>6434</td>
</tr>
<tr>
<td>18</td>
<td>6447</td>
</tr>
<tr>
<td>19</td>
<td>6454</td>
</tr>
<tr>
<td>20</td>
<td>6455</td>
</tr>
<tr>
<td>21</td>
<td>6456</td>
</tr>
<tr>
<td>22</td>
<td>6458</td>
</tr>
<tr>
<td>23</td>
<td>6460</td>
</tr>
<tr>
<td>24</td>
<td>6461</td>
</tr>
<tr>
<td>25</td>
<td>6465</td>
</tr>
<tr>
<td>26</td>
<td>6471</td>
</tr>
</tbody>
</table>
Table 3. Cumulative forwarding quantity of information C posted at 5:51 PM on February 2, 2020.

<table>
<thead>
<tr>
<th>Time (hours)</th>
<th>Information C forwarding quantity, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>1180</td>
</tr>
<tr>
<td>11</td>
<td>4244</td>
</tr>
<tr>
<td>12</td>
<td>6235</td>
</tr>
<tr>
<td>13</td>
<td>7595</td>
</tr>
<tr>
<td>14</td>
<td>8572</td>
</tr>
<tr>
<td>15</td>
<td>9103</td>
</tr>
<tr>
<td>16</td>
<td>9381</td>
</tr>
<tr>
<td>17</td>
<td>9569</td>
</tr>
<tr>
<td>18</td>
<td>9642</td>
</tr>
<tr>
<td>19</td>
<td>9680</td>
</tr>
<tr>
<td>20</td>
<td>9700</td>
</tr>
<tr>
<td>21</td>
<td>9736</td>
</tr>
<tr>
<td>22</td>
<td>9764</td>
</tr>
<tr>
<td>23</td>
<td>9800</td>
</tr>
<tr>
<td>24</td>
<td>9864</td>
</tr>
<tr>
<td>25</td>
<td>9943</td>
</tr>
<tr>
<td>26</td>
<td>10,006</td>
</tr>
</tbody>
</table>

Data Fitting for the LTI DT-SFI Model

Parameter Estimation

To fit our model with real data from the Sina Microblog, we used the least squares (LS) method to estimate the LTI DT-SFI model parameters and the initial data. In phase 1, the parameter vector is set as $\Theta_1 = (p_1, \beta_1, \alpha_1, S_{10})$, and the corresponding numerical calculation based on the parameter vector for $C_1(t)$ is denoted by $\Phi(k, \Theta_1)$. The following LS error function was used in our calculation:

$$
\text{Error}_1 = \sum_{k=0}^{n-1} (C_{1k} - \Phi(k, \Theta_1))^2
$$

where $C_{1k}$ denotes the actual cumulative forwarding populations of the posted information. Similarly, in phase 2, the vector is set as $\Theta_2 = (\beta_{21}, \beta_{22}, \beta_{23}, m_{21}, m_{22}, m_{23}, p_2, \alpha_2, S_{20})$, and the corresponding numerical calculation based on the parameter vector for $C_2(t)$ is denoted by $\Phi(k, \Theta_2)$. The following LS error function was used in our calculation:

$$
\text{Error}_2 = \sum_{k=0}^{n-1} (C_{2k} - \Phi(k, \Theta_2))^2
$$

where $C_{2k}$ denotes the actual cumulative forwarding populations of the newly posted information. Here, $n=1, 2 ...$ represents the different phases, and $k=0, 1, 2, ...$ is the sampling time $n=1, 2, 3$. We estimated the parameters of our LTI DT-SFI model with the data of information B and information C.

Figure 6 reports our data fitting results for information B and information C on the real data given in Tables 2 and 3, where the blue star denotes the actual cumulative number of forwarding users of information B; the red star denotes the actual cumulative number of forwarding users of information C; and the green line and the black line denote the estimated cumulative number of forwarding users of information B and information C, respectively.

Tables 4 and 5 give estimated values of important parameters for information B and information C, respectively. We can see in phase 2, when information C was posted during the quasi–steady-state period of information B, the average exposure rate $\beta_{23}$ was the largest, indicating that an inactive user of the posted information B was more susceptible to the newly posted information C; the average exposure rate $\beta_{21}$ was small, indicating that a susceptible user of the newly posted information C contacted the information at a lower rate. In addition, among the three attractiveness indexes, the index $m_{22}$ is the largest, which indicates that information C had the strongest appeal to a direct immune user of information B and has the least attractiveness to an inactive user of the posted information B.

By comparison, there is a difference between the initial time of a new piece of information at the outbreak phase and at the quasi–steady-state phase of the posted information. When the initial time of new information is in the outbreak phase of the posted information, the value of the average immune rate $\alpha_2$ is generally higher than the value in the quasi–steady-state phase, which is due to the rapid outbreak of information (a large amount of information updates and iterations). The average active duration $1/\alpha_2$ of forwarding users of the new piece of information where users can influence other users to contact information is shorter. Similarly, the average forwarding...
probability $p_2$ of the initial time in the outbreak period is also higher than the value in the quasi–steady-state phase, which conforms to the fact that people are more willing to participate in the discussion successively when exposed to relevant information in the short term. In comparison, the value of average contact rate $\beta_{21}$ in the outbreak phase is lower than that in the quasi–steady-state phase, indicating that the population who has forwarded information will be larger based on a relatively larger contact population. $\beta_{22}$ and $\beta_{23}$ of the initial time in the outbreak period are higher than those of the initial time in the quasi–steady-state phase, indicating that continuous exposure to relevant information in the short term (when the initial time of the new piece of information is in the outbreak phase of a posted information) would attract people who had not participated in the new transmission to forward and spread the information. All average attractiveness indexes of the initial time in the quasi–steady-state phase are larger, which indicates that information that is re-exposed to users after a period of time will inspire their freshness and make them pay more attention to the information itself.

**Figure 6.** The data fitting results of Information B and Information C.

**Table 4.** Values of some important parameters, estimated for information B.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Standard error</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{10}$</td>
<td>$5.6458 \times 10^6$</td>
<td>81.0304</td>
<td>0.0000</td>
<td>$1.0000 \times 10^8$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>1.5757</td>
<td>0.0427</td>
<td>0.0000</td>
<td>4.0000</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$1.7901 \times 10^{-4}$</td>
<td>$1.7463 \times 10^{-5}$</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.0020</td>
<td>$1.5023 \times 10^{-4}$</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 5. Values of important parameters, estimated for information C.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Standard error</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{20}$</td>
<td>$7.4439 \times 10^6$</td>
<td>$1.3770 \times 10^3$</td>
<td>0.0000</td>
<td>$1.0000 \times 10^8$</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.9858</td>
<td>0.0993</td>
<td>0.0000</td>
<td>4.0000</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.8994</td>
<td>0.2829</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>0.0203</td>
<td>0.0023</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>$1.0871 \times 10^{-4}$</td>
<td>$1.2088 \times 10^{-4}$</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$m_{21}$</td>
<td>0.2468</td>
<td>0.1132</td>
<td>0.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td>$m_{22}$</td>
<td>1.9895</td>
<td>0.1087</td>
<td>0.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td>$m_{23}$</td>
<td>0.5559</td>
<td>0.2646</td>
<td>0.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$2.9516 \times 10^{-4}$</td>
<td>$1.8597 \times 10^{-4}$</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Data Fitting for the STI DT-SFI Model

Parameter Estimation

To use our model to explore some distinctions of the qualitative behaviors for prediction, we used the LS method to estimate the STI DT-SFI model parameters and the initial data of our model. The vector is set as $\Theta_3 = (p_1, \beta_1, \alpha_1, p_2, \beta_{21}, \beta_{22}, \beta_{23}, m_{21}, m_{22}, m_{23}, \alpha_2, S_{10})$, and the corresponding numerical calculation based on the parameter vectors for $C_1(\tau)$ and $C_2(\tau)$ are denoted by $(k, \Theta_3)$ and $(k, \Theta_3)$, respectively. The following LS error function was used in our calculation:

$$E(k, \Theta_3) = \sum_{i=1}^{n} \left( C_{1i} - L(k, \Theta_3) \right)^2 + \sum_{i=1}^{n} \left( C_{2i} - L(k, \Theta_3) \right)^2$$

where $C_{1k}$ and $C_{2k}$ denote the actual cumulative forwarding populations of the posted information and the newly posted information; here, $n=1, 2, 3$ represents the different phases, and $k=0, 1, 2, \ldots$ is the sampling time $n=1, 2, 3$. We estimated the parameters of our STI DT-SFI model with the data of information A and information B.

In the data fitting of the STI DT-SFI model, we used the same method as for the LTI DT-SFI model to fit the data of information A and information B. As shown in Figure 7, we performed data fitting of information A and information B on the real data in Tables 1 and 2, where the pink star denotes the actual cumulative number of forwarding users of information A; the red star denotes the actual cumulative number of forwarding users of information B; the green line and the blue line denote the estimated cumulative number of forwarding users in the early and later period of information A, respectively; and the black line denotes the estimated cumulative number of forwarding users of information B. It can be seen that our STI DT-SFI model achieves accurate estimation.

Table 6 gives some important values of parameter (relevant to the early period of the outbreak) estimation for information A, and Table 7 gives some important values of parameter estimation for the later period data of information A and all data of information B. We can see in phase 2, when information B was posted during the outbreak period of information A, the average exposure rate $\beta_{21}$ and $\beta_{22}$ are much larger than $\beta_1$ and $\beta_{23}$, which indicates that users who have been exposed to information A will contact information B at a greater rate than new susceptible users. In addition, the unexposure attractiveness index $m_{23}$ is the largest among the three attractiveness indexes since the time interval between two information posts is small, and people who have not been exposed to relevant information may have a greater interest in new information; the outbreak of information B has the strongest appeal to susceptible users.
Figure 7. The data fitting results of Information A and Information B.

Table 6. Values of some important parameters, estimated for information A.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimated value</th>
<th>Standard error</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{10}$</td>
<td>$5.1682 \times 10^4$</td>
<td>28.381</td>
<td>0.0000</td>
<td>$1.0000 \times 10^7$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>3.9986</td>
<td>0.4214</td>
<td>0.0000</td>
<td>4.0000</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$8.2700 \times 10^{-5}$</td>
<td>$1.5673 \times 10^{-5}$</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.9823</td>
<td>0.1543</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 7. Values of important parameters, estimated for information B.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Standard error</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{10}$</td>
<td>$2.1494 \times 10^6$</td>
<td>208.4607</td>
<td>$1.0000 \times 10^5$</td>
<td>$1.0000 \times 10^7$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>3.4777</td>
<td>0.1360</td>
<td>2.5000</td>
<td>3.5000</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>1.9159</td>
<td>0.0706</td>
<td>1.5000</td>
<td>3.5000</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$3.6601 \times 10^{-4}$</td>
<td>1.1663 $\times 10^{-4}$</td>
<td>0.0000</td>
<td>$4.0000 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\beta_{21}$</td>
<td>0.0037</td>
<td>7.4426 $\times 10^{-4}$</td>
<td>0.0000</td>
<td>0.0040</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>0.8184</td>
<td>0.0932</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>$6.8834 \times 10^{-5}$</td>
<td>3.6532 $\times 10^{-5}$</td>
<td>0.0000</td>
<td>$1.00007.4426 \times 10^{-4}$</td>
</tr>
<tr>
<td>$m_{21}$</td>
<td>0.0406</td>
<td>0.0196</td>
<td>0.0000</td>
<td>0.2000</td>
</tr>
<tr>
<td>$m_{22}$</td>
<td>0.0109</td>
<td>0.0093</td>
<td>0.0000</td>
<td>0.2000</td>
</tr>
<tr>
<td>$m_{23}$</td>
<td>0.1868</td>
<td>0.0445</td>
<td>0.0000</td>
<td>0.2000</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.0091</td>
<td>0.0026</td>
<td>0.0000</td>
<td>0.0200</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.0788</td>
<td>0.0346</td>
<td>0.0000</td>
<td>0.2000</td>
</tr>
</tbody>
</table>

Results

Influencing Factors Analytics: Information Release and Dissemination for the LTI DT-SFI Model

To make a qualitative and quantitative analysis of the delay in transmission, we introduced some additional indexes, shown in Figure 8, and show how these can be used to characterize the cross-propagation. We considered different effects of the posted information on newly posted information when the posted information has reached a quasi–steady state or is still in its outbreak period.

Figure 8. Some summative indices of a newly posted information that cross-propagating with an old information.

- **The outbreak peak** $F_{2\text{max}}$, the maximum of curve $F_2$, which reflects the peak user values of the newly posted information
- **The final size** $C_{2S}$: the stable state of curve $C_2$, which gives the final size of the total number of users of the newly posted information
- **The outbreak time** $t_{2b}$, the **end time** $t_{2e}$, and the **duration** $t_{2i}$: the definition depends on the outbreak threshold $F_2^*$ set in advance so that $F_2(t_{2b}) = F_2^* = F_2(t_{2e})$. Here, $t_{2b}$ denotes the outbreak time of the newly posted information, $t_{2e}$ denotes the end time, and $t_{2i} = t_{2e} - t_{2b}$ denotes the duration of the newly posted information transmission. These time indexes will help us judge the start and end of the newly posted information transmission.
- **The outbreak velocity** $V_{2o}$ and the **declining velocity** $V_{2d}$: the definition depends on $V_{2o} = (F_{2\text{max}} - F_2^*) / (t_{2\text{max}} - t_{2b})$ and $V_{2d} = (F_{2\text{max}} - F_2^*) / (t_{2e} - t_{2\text{max}})$ when $F_2(t) = F_{2\text{max}}$ and $t_{2\text{max}}$ is definite, which reflects the speed of the outbreak and the decline of the newly posted information.

To further analyze the different parameters responsible for the LTI DT-SFI model, we performed an analysis of partial rank
correlation coefficients [36] to evaluate the sensitivity based on 1000 samples for various input parameters against the threshold condition. According to the histogram and scatter diagram of dependence, when the correlation is positive, it means that, with the increase of the value of the parameter, the corresponding index value will increase; on the contrary, when the correlation is negative, the index will decrease as the parameter decreases. Figures 9-12 give the partial rank correlation coefficient results and partial rank correlation coefficient scatterplots with indexes $F_{2max}$, $C_{2\alpha}$, $t_{2b}$, $t_{2i}$, $t_{2max}$, $V_{2o}$, and $V_{2d}$ with nine parameters ($\beta_{21}$, $\beta_{22}$, $\beta_{23}$, $p_2$, $\alpha_2$, $m_{21}$, $m_{22}$, $m_{23}$, and $S_{20}$) of the newly posted information in the LTI DT-SFI model, respectively.

Figure 9. PRCC results and PRCC scatterplots with indexes for different parameters of the newly posted information in the large interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
Figure 10. PRCC results and PRCC scatterplots with indexes $F_{2\text{max}}$ and $C_{2\infty}$ for different parameters of the newly posted information in the large interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
Figure 11. PRCC results and PRCC scatterplots with indexes $t_{2\text{max}}, t_{2b}$, and $t_{2j}$ for different parameters of the newly posted information in the large interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
Figure 9 shows the effect of parameters on the public opinion reproduction ratio \( R_0 \) of the delay in transmission in the LTI DT-SFI model. \( \beta_{22} \) was strongly positively affected by the average exposure rate \( \beta_{23} \), the unexposure attractiveness index \( m_{23} \), and the forwarding probability \( p_2 \), and strongly negatively affected by the average immune rate \( \alpha_2 \). The positive correlation effects of the parameters \( \beta_{21} \) and \( m_{21} \) were relatively weak. Overall, strategies to increase the parameters \( \beta_{22} \), \( \beta_{23} \), \( p_2 \), \( m_{22} \), \( m_{23} \), and initial value \( S_{20} \) or to decrease the \( \alpha_2 \) can enhance the transmission capability of the newly posted information.

From Figure 10, the parameters have a similar effect on the forwarding peak \( F_{2\text{max}} \) and the cumulative forwarding population \( C_{2\infty} \). The unexposure attractiveness index \( m_{23} \), the forwarding probability \( p_2 \), and the initial value \( S_{20} \) of susceptible individuals have a decisive positive influence on the forwarding peak value \( F_{2\text{max}} \) and the final size \( C_{2\infty} \) of delayed information propagation. The effects of the extensive and mild exposure attractiveness parameters that portray the participation of the population of the posted information were very weak. The aforementioned results indicate that the time interval is long between the two delays in transmission information since the new information was posted in a quasi–steady state into the propagation; at this time, most individuals who have been exposed to the posted information have entered the immune state. In addition, most individuals will no longer care about the relevant content due to the possibility of forgetting or leaving the social network platform. The aforementioned conclusions show that when the posted information enters the steady state, the effect of the individuals who have contacted the posted information is not obvious. Therefore, the information transmission can be promoted by influencing the number of the new susceptible population.

Figure 11 shows the effect of parameters on the climax time \( t_{2\text{max}} \), the outbreak time \( t_{2b} \), and the duration \( t_{2i} \) of the delay in transmission. After mastering the influencing factors of \( t_{2b} \) and \( t_{2i} \), the end time of transmission \( t_{2e} \) can be calculated. The climax time \( t_{2\text{max}} \), the outbreak time \( t_{2b} \), and the duration \( t_{2i} \) are negatively affected by parameters \( \beta_{23} \), \( p_2 \), and \( m_{23} \) in the same way. In comparison, these parameters have the least impact on \( t_{2b} \), especially \( m_{23} \). The parameter \( m_{23} \) had a weak negative correlation effect on each time index, and the parameter \( \alpha_2 \) was the main factor to control the duration \( t_{2i} \), which plays a strong negative correlation effect.

From Figure 12, the unexposure attractiveness index \( m_{23} \) and the forwarding probability \( p_2 \) had major positive correlation effects on the outbreak velocity \( V_{2o} \) and the declining velocity

Figure 12. PRCC results and PRCC scatterplots with indexes \( V_{2o} \) and \( V_{2d} \) for different parameters of the newly posted information in the large interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
$V_{2o}$ and the initial value $S_{20}$ of susceptible individuals had a mild positive effect on these two indexes. Moreover, the parameter $\alpha_2$ had a strong negative effect on the $V_{2o}$. In addition, the effects of other parameters on the velocities were not important. That is to say, the $V_{2o}$ and $V_{2d}$ will increase accordingly when the parameters $m_{23}, p_2$, and initial value $S_{20}$ increase. At the same time, the $V_{2o}$ increases with the reduction of parameter $\alpha_2$. By contrast, the effect of $m_{23}$ on the velocities was greater.

Our LTI DT-SFI model concentrates on the influence of the average exposure rates and attractiveness indexes on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ as shown in Figures 13 and 14, respectively, and the variation of parameters over time determines the propagation indexes. By comparing and analyzing the influence of average contact rates and attractiveness indexes in Figures 11 and 12 with the variation of one parameter while fixing other parameters, $\beta_{23}$ and $m_{23}$ have a similar overall trend of the effects on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ of the new information. With the increase of the parameters of $\beta_{23}$ and $m_{23}$, the outbreak will accelerate, the instantaneous number of individuals in the forwarding state can reach a higher peak, and the final size will be larger. In addition, the average exposure rate of $\beta_{23}$ and the mild exposure attractiveness index $m_{23}$ had a weak positive influence on the final size of the cumulative forwarding quantity and had no obvious influence on the propagation times and velocities. In contrast, the average exposure rate $\beta_{21}$ and the extensive exposure attractiveness index $m_{21}$ had no significant effect on large interval delay in transmission based on forwarding. All the aforementioned key parameters had no significant effect on the outbreak time, climax time, and duration of the long-delayed cross-information transmission based on forwarding, which was also consistent with the results of the partial rank correlation coefficients.

Figure 13. The influence of the average exposure rates on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ in the large interval delay in transmission susceptible-forwarding-immune model.

![Figure 13](attachment://fig13.png)

Figure 14. The influence of the attractiveness indexes on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ in the large interval delay in transmission susceptible-forwarding-immune model.

![Figure 14](attachment://fig14.png)

Influencing Factors Analytics: Information Release and Dissemination for the STI DT-SFI Model

To further analyze the impact of different parameters in the STI DT-SFI model for the cross-propagation dynamics, we performed partial rank correlation coefficients to analyze the relationship between the influence and the range of variation of parameters on the indexes. Figures 15-18 give the partial rank correlation coefficient results and partial rank correlation coefficient scatterplots with indexes $F_{2\max}, C_{2\max}, t_{2b}, t_{2i}, t_{2max}, V_{2o}$, and $V_{2d}$ with nine parameters ($\beta_{21}, \beta_{22}, \beta_{23}, p_2, \alpha_2, m_{21}, m_{22}, m_{23}$, and $S_{10}$) of the newly posted information in the STI DT-SFI model, respectively.
Figure 15. PRCC results and PRCC scatterplots with indexes for different parameters of the newly posted information in the short interval delay in transmission–susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
**Figure 16.** PRCC results and PRCC scatterplots with indexes $F_{2\text{max}}$ and $C_{2\infty}$ for different parameters of the newly posted information in the short interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
Figure 17. PRCC results and PRCC scatterplots with indexes $t_{2\text{max}}$, $t_{2b}$, and $t_{2i}$ for different parameters of the newly posted information in the short interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.
Figure 18. PRCC results and PRCC scatterplots with indexes \( V_{2o} \) and \( V_{2d} \) for different parameters of the newly posted information in the short interval delay in transmission susceptible-forwarding-immune model. PRCC: partial rank correlation coefficient.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PrCC</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_{21} )</td>
<td>0.26736</td>
<td>7.85e-18</td>
</tr>
<tr>
<td>( \beta_{23} )</td>
<td>0.48309</td>
<td>1.33e-59</td>
</tr>
<tr>
<td>( m_{21} )</td>
<td>0.27896</td>
<td>2.93e-19</td>
</tr>
<tr>
<td>( m_{23} )</td>
<td>0.23252</td>
<td>9.63e-14</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>0.52674</td>
<td>2.14e-16</td>
</tr>
<tr>
<td>( S_{10} )</td>
<td>0.065154</td>
<td>7.06e-122</td>
</tr>
</tbody>
</table>

The average exposure rate \( \beta_{23} \), the unexposure attractiveness index \( m_{23} \), the forwarding probability \( p_2 \), and the initial value \( S_{10} \) were strong contributions to the public opinion reproduction ratio positively, and the average immune rate \( \alpha_2 \) had a strong negative effect on it, as shown in Figure 15. The positive correlation effects of parameters \( \beta_{21}, \beta_{22}, m_{21}, \) and \( m_{22} \) were relatively weak. In general, strategies that can affect the parameters \( \beta_{23}, m_{23}, p_2, \) and the initial value \( S_{10} \) to increase or the parameter \( \alpha_2 \) to decrease can increase the initial propagation capacity of the newly posted information. On the other hand, we can decrease the parameters \( \beta_{23}, m_{23}, p_2, \) and the initial value \( S_{10} \) to reduce the initial propagation ability of the new information.

The average contact rate of \( \beta_{21}, \beta_{22}, \) the forwarding probability \( p_2, \) the mild exposure attractiveness index \( m_{22}, \) the unexposure attractiveness index \( m_{23}, \) and the initial value \( S_{10} \) of susceptible individuals had strong positive impacts on the high peak \( F_{2\text{max}} \) and the final size \( C_{\text{max}} \), as shown in Figure 16. In contrast, \( S_{10} \) played a major role, and the impact of \( p_2 \) and \( m_{21} \) were less significant. The aforementioned results show that individuals who have been exposed to but have not forwarded the posted information are more sensitive to the new information with mild exposure attractiveness due to the understanding of the former information. In addition, the average immune rate \( \alpha_2 \) had a strong negative effect on the \( F_{2\text{max}} \).

Figure 17 indicates that the influence of each parameter on \( t_{2\text{max}} \) and \( t_{2b} \) were not obvious, and the parameters \( \beta_{23}, \alpha_2, \) and the initial value \( S_{10} \) had negative effects on the duration \( t_{2b} \), and the \( \beta_{21} \) had a weak positive effect on it. This means that the average contact rate at which users in the susceptible state can contact the second information is the most important factor affecting the duration \( t_{2b} \) of delay in transmission. The smaller the average contact rate is, the longer the duration of new information transmission will be within a certain range, slowing down the development of information transmission.

Figure 18 shows the partial rank correlation coefficients results of the outbreak velocity \( V_{2o} \) and the declining velocity \( V_{2d} \) of the STI DT-SFI model based on forwarding under multiparameter changes. From the results, the average exposure rate \( \beta_{21}, \beta_{23}, \) the forwarding probability \( p_2, \) the mild exposure attractiveness index \( m_{22}, \) the unexposure attraction index \( m_{23}, \) and the initial value \( S_{10} \) of susceptible individuals make strong positive contributions on \( V_{2o} \) and \( V_{2d} \). The average exposure rate \( \beta_{22} \) and the extensive exposure attractiveness index \( m_{21} \) had no significant effect on the velocities. That is to say, the outbreak velocity \( V_{2o} \) and the declining velocity \( V_{2d} \) can be increased with the increase of the parameters \( \beta_{21}, \beta_{23}, p_2, m_{22}, m_{23}, \) and
the initial value $S_{10}$. On the contrary, if the parameters decrease, the propagation velocities will slow down.

Here, we also took into consideration the influence of the average exposure rate and attractiveness parameters on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ of the STI DT-SFI model as shown in Figures 19 and 20, respectively. The comparative analysis shows that the larger the average contact rate and attractiveness indexes are, the larger the instantaneous forwarding quantity and the cumulative forwarding quantity are. The final size is also affected; the average exposure rate of $\beta_{21}$, $\beta_{23}$, the mild exposure attractiveness index $m_{22}$, and the unexposure attractiveness index $m_{23}$ are the main influencing factors of the STI DT-SFI model, and they can play a significant role in the final size of the newly posted information within a certain range. So priority must be placed on controlling these parameters. In addition, the extensive exposure attractiveness index $\beta_{21}$ has only a small magnitude of effects, while the effect of parameter $\beta_{22}$ is significant and has a relatively obvious impact. The impact of each parameter on the outbreak timing and increasing and declining velocities is negligible, which is consistent with the results of the partial rank correlation coefficients.

**Figure 19.** The influence of the average exposure rates on the instantaneous forwarding population $F_2(t)$ and the cumulative forwarding population $C_2(t)$ in the short interval delay in transmission susceptible-forwarding-immune model.

**Discussion**

**Principal Findings**

Figure 21 shows the trend of the cumulative forwarding users of information B and information C when the newly posted information is posted during the steady-state period of the posted information in Tables 2 and 3. The time lag with which the newly posted information is posted has a significant impact on the process of public opinion dissemination and the final size of the cumulative number of forwarding users. If the newly posted information is posted during the quasi–steady-state period of opinion propagation, then the earlier the newly posted information is posted, the earlier the cumulative forwarding users will peak, though the final size of the cumulative forwarding users will be close to each other. This, in conjunction with our parameter sensitivity analysis results, shows that for the LTI DT-SFI situation, the unexposure attractiveness index $m_{23}$ and the average exposure rate $\beta_{23}$ are the key elements to promote the cross-propagation and that, once reaching the quasi–steady state, the timing of posting the new information has an insignificant impact on the final size of forwarding users.

In contrast, Figure 22 shows the trend of the cumulative forwarding users of information A and information B when the newly posted information is posted during the outbreak period of the posted information in Tables 1 and 2. The time lag with which the newly posted information is posted has a noticeable impact on both the dynamic process of public opinion dissemination and the final size of the cumulative number of
forwarding users. If the newly posted information can be posted during the outbreak period of the old information, then the earlier the new information is posted, the greater the cumulative forwarding population and the final size of the cumulative forwarding users will be. This, combined with our parameter sensitivity analysis results, shows that, in the STI DT-SFI case, the mild exposure attractiveness index $m_{22}$, the average exposure rates $\beta_{21}$ and $\beta_{23}$, and the unexposure attractiveness index $m_{23}$ can all directly influence the interaction between information posted sequentially to increase the “heat” (popularity) of the newly posted information.

Our model-based analysis recommends strategies on how different parameters should be adjusted to achieve the best information dissemination outcomes. For two pieces of relevant information separated by a relative long posting lag, strategies to increase the average exposure rate $\beta_{23}$ and the unexposure attractiveness index $m_{23}$ are recommendations. These strategies can be achieved if opinion leaders with a large number of followers can participate in the information copropagation. On the contrary, reducing the public’s attention to a new piece of information can be achieved by efforts in delaying the posting of the new information or by effectively reducing the potential correlation between the two pieces of information (reducing values of the correlation parameters $\beta_{21}$, $\beta_{22}$, $m_{21}$, and $m_{22}$). Additionally, if our goal is for the final size of the cumulative forwarding users of the new information to not be impacted by the relevant information already posted online, the new information should be posted during the quasi–steady-state period of the posted information.

For two pieces of information with a short interval between posting, we recommend developing strategies to alter the interaction between the information for effectively managing the information transmission indexes we introduced. If we aim to make the new information outbreak faster with a large peak value of forwarding, we should increase the average exposure rate $\beta_{21}$ and mild exposure attractiveness index $m_{22}$ by persuading the original post owner to post or forward the information earlier during the outbreak period of the posted information, when the posted information has obtained certain public attention, and increase the relevance and attraction of the newly posted information to the forwarding users or immune users of the posted information. Alternatively, we should persuade some opinion leaders to forward the new information along with their insights to $\beta_{23}$ and $m_{23}$.

![Figure 21](http://www.jmir.org/2021/2/e25734/)

**Figure 21.** An illustration of a public opinion dissemination process with newly posted information posted with different time lags but during the quasi–steady-state period of the posted information.
Conclusions

Relevant information is often posted sequentially in fast-evolving public health events such as the COVID-19 pandemic. Consequently, modeling the impact of delay in cross-transmission or copropagation is substantial to identifying the best strategies to communicate key public messages through social media. In this study, we proposed and examined two classes of models, the LTI DT-SFI dynamics model and the STI DT-SFI dynamics model based on the forwarding users in Weibos, and we parametrized our models using real data related to the COVID-19 pandemic in the Chinese Sina Microblog. Our goal is to use these parametrized models to understand the influence of different time lags in the information posting on the copropagation of related information in the microblog.

Our model formulation focused on the transmission mechanism of information in the social network, where a new Weibo may be posted in different phases—outbreak phase or quasi–steady-state phase—of some relevant Weibo already posted. Our goal is to examine the impact of post timing in relation to the old information, the new information on its peak value, and the final size of forwarding users. As we have shown, this impact depends on the correlation of the old and new information, and on the phase of the old information transmission when the new information is posted. We hope that our DT-SFI dynamics models fill in some theoretical gap about optimizing information posting strategies to maximize communication efforts to deliver key public health messages to the public for better outcomes of public health emergency management.
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Abstract

Background: During the outbreak of COVID-19, numerous rumors emerged on the internet in China and caused confusion among the public. However, the characteristics of these rumors in different phases of the epidemic have not been studied in depth, and the official responses to the rumors have not been systematically evaluated.

Objective: The aims of this study were to evaluate the rumor epidemic and official responses during the COVID-19 outbreak in China and to provide a scientific basis for effective information communication in future public health crises.

Methods: Data on internet rumors related to COVID-19 were collected via the Sina Weibo Official Account to Refute Rumors between January 20 and April 8, 2020, extracted, and analyzed. The data were divided into five periods according to the key events and disease epidemic. Different classifications of rumors were described and compared over the five periods. The trends of the epidemic and the focus of the public at different stages were plotted, and correlation analysis between the number of rumors and the number of COVID-19 cases was performed. The geographic distributions of the sources and refuters of the rumors were graphed, and analyses of the most frequently appearing words in the rumors were applied to reveal hotspots of the rumors.

Results: A total of 1943 rumors were retrieved. The median of the response interval between publication and debunking of the rumors was 1 day (IQR 1-2). Rumors in text format accounted for the majority of the 1943 rumors (n=1241, 63.9%); chat tools, particularly WeChat (n=1386, 71.3%), were the most common platform for initial publishing of the rumors (n=1412, 72.7%). In addition to text rumors, Weibo and web pages were more likely to be platforms for rumors released in multimedia formats or in a combination of formats, respectively. Local agencies played a large role in dispelling rumors among social media platforms (1537/1943, 79.1%). There were significant differences in the formats and origins of rumors over the five periods (P<.001). Hubei Province accounted for most of the country’s confirmed rumors. Beijing and Wuhan City were the main centers for debunking of disinformation. The words most frequently included in the core messages of the rumors varied by period, indicating shifting in the public’s concern.
Conclusions: Chat tools, particularly WeChat, became the major sources of rumors during the COVID-19 outbreak in China, indicating a requirement to establish rumor monitoring and refuting mechanisms on these platforms. Moreover, targeted policy adjustments and timely release of official information are needed in different phases of the outbreak.

(KEYWORDS)

Introduction

In December 2019, an outbreak of COVID-19, caused by infection with SARS-CoV-2, emerged in Wuhan, Hubei Province, China, and subsequently became a global pandemic [1-3]. As of July 1, 2020, more than 10.3 million cases had been confirmed in most countries and territories worldwide, with more than 508,000 fatalities [4], seriously threatening the lives and health of the public and jeopardizing the stable economic development and social safety of nations.

Internet public opinion crises characterized by frequent rumors often accompany public health emergencies, especially when information from official authorities is delayed or lacking [5]. Since the advent of Web 2.0 technology, internet social media platforms such as WeChat (similar to WhatsApp) and Weibo (similar to Twitter) have gradually replaced traditional media as the main platforms for the public to express their opinion and participate in social affairs in China. Due to the easy accessibility and convenience of social media, information spreads more rapidly and widely through these platforms than through their conventional counterparts [6]; moreover, the resulting large availability of user-provided content fosters massive recruitment of people around common interests, worldviews, and narratives, thus affecting the evolution of public opinion [7] and further enabling rumors to flourish. In 2013, the World Economic Forum described web-based rumors as “digital wildfire” and highlighted the risks they pose to modern society [8]. The rumor that drinking spirit can prevent infection with SARS-CoV-2 is a typical example of a rumor that spread during the outbreak of COVID-19 in China. From the beginning of the outbreak, social media users started to query about methods of preventing and treating COVID-19, and they rushed to the internet to seek information. Due to strong concerns about their own lives and the lack of awareness of the disease, many microbloggers released messages that misrepresented the causal relationship between COVID-19 and drinking spirit, and their posts became very prevalent [9]. This false message was widely discussed on the internet at the time and caused great confusion and panic. As a result, the government provided an official clarification of the rumor, and various localities promptly refuted the rumor and addressed it through the intervention of public security departments, which prevented the rumor from spreading further.

According to previous research, public opinion events are often caused by the interaction of events, the public, social media platforms, and structural factors of the government [10,11]. Public health emergencies, especially outbreaks of new infectious diseases, are often accompanied by uncertainty about the cause of the emergency. However, the resulting information on the morbidity and mortality of the diseases becomes the focus of public concern from the moment it emerges. Individuals’ perceptions of the threat of diseases tends to be reinforced by their exposure to case data and also by public and private information that is disseminated widely on social media [12]. Simultaneously, the unknown causes of public health emergencies stimulate increased information-seeking behavior in people who are aiming to reduce their uncertainties about the emergent situation [13]. However, in the absence of information, people experience a wide range of emotions in the face of unexpected situations, and the anxiety or fear thus generated can exacerbate the occurrence and dissemination of rumors [14]. The role of government intervention in the development trend of rumors remains uncertain. However, the subject, duration, methods, and level of government intervention have certain influences on the virality of rumors [10]. In addition to the professional measures of epidemic prevention and control, keeping the information accurate and transparent and preventing the spread of rumors are critical parts of the crisis response, reflecting the significance of the establishment of government monitoring-feedback-intervention mechanisms in public health emergencies [15].

Compared with the severe acute respiratory syndrome (SARS) outbreak 17 years ago, the COVID-19 outbreak has sparked more rumormongering. Rumors such as “dual yellow oral liquid inhibited novel coronavirus,” “number of confirmed cases of COVID-19 and deaths in a county,” and “some places have been blockaded or the supermarkets have been closed down” sparked panic among the public, causing people to rush to buy supplies and posing a serious challenge to the governance of internet public opinion in the context of the epidemic. As the challenges grew in the face of the public crisis, the phenomenon of the “infodemic,” an overabundance of accurate or inaccurate information occurring during an epidemic, has escalated to a level that requires a coordinated response. Thus, the emerging research area of “infodemiology,” which can be defined as the science of using epidemiologic methods and terminology to study the distribution and determinants of information in an electronic medium, specifically the internet, with the ultimate aim to inform public health and public policy, has been developed [16] and was effectively used to predict the influenza outbreak in 2006 [17]. Infodemiology data are derived from unstructured, textual, openly accessible information produced and consumed by the public on the internet to demonstrate and explore the opinions, focus, behavior, attitudes, and knowledge of the public [16]. The research field of infodemiology has gradually gained wider use, and it caught the attention of the World Health Organization in the wake of the COVID-19 outbreak [18], encouraging the undertaking of more relevant
studies and effective practices to understand more about internet information. Thus, in this study, we analyzed rumors collected from rumor-refuting platforms, using the methods of infodemiology from the supply side, to understand the epidemic of rumors and official responses in different periods according to typical events and the disease epidemic. The results of this study could provide evidence-based recommendations for information communication and rumor prevention during subsequent public health emergencies.

**Methods**

**Data Sources**

Between January 20, 2020 (the day the national authority first published the official announcement of human-to-human transmission of COVID-19), and April 8, 2020 (the day the lockdown was lifted in Wuhan), daily reports of identified and confirmed rumors and counterrumors of the COVID-19 outbreak were collected through the Sina Weibo Official Account to Refute Rumors (hereinafter referred to as “the Rumors on Weibo account”) [19]. Launched in 2010, this account has been dedicated to rumor-busting and has now become one of the largest accounts in China, with more than 2.16 million registered users and subscribers; it contains a massive amount of information collected from most official platforms, such as the Chinese National Platform to Refute Rumors, WeChat Disinformation Platform, internet media, and web pages of government authorities, to refute rumors. Each post in the Rumors on Weibo account contains a rumor message and related rumor-refuting information.

During the first week of the study period (January 20-27), a small sample of 311 rumor messages was collected via the Rumors on Weibo account, and word frequency analysis was performed on these messages. After a panel discussion, 新型 (novel), 冠状 (corona-), 病毒 (virus), 新冠 (the Chinese abbreviation for COVID-19), and 肺炎 (pneumonia) were selected as the 5 keywords according to their frequency in the rumor posts. A total of 6839 disinformation messages were retrieved on the Rumors on Weibo account based on these keywords during the whole study period, of which 5303 were duplicated; eventually, 1536 rumor messages related to the epidemic were included. Meanwhile, other rumor posts not containing the above keywords were reviewed manually in the Rumors on Weibo account each week. A total of 407 relevant rumor messages, not containing the above 5 keywords, were also retrieved and added to the database (Figure 1). The initial posting time, title, posting platform, geographic location, format of each rumor, rumor-refuting time, and number of retweets of each rumor post were extracted and entered into the database. All the information obtained on the web was in simplified Chinese language and released publicly by the websites; however, no personal identification information was collected.

**Figure 1.** Flowchart of the selection of rumor posts.
Classification of the Five Time Periods

To better reflect the dynamics of the spread of rumors, five time periods were classified based on key events of the disease epidemic that could affect the dissemination of rumors on the internet (Figure 2). The time period between January 20, 2020 (the date of the first official announcement of human-to-human transmission and infection of SARS-CoV-2), and January 24, 2020, was taken as the first period in this study [20]. During this period, the National Health Commission issued a bulletin that COVID-19 had been incorporated into the management of the Prevention and Control of Infectious Diseases Act [21], and many local governments had launched first-level responses in the face of the outbreak. On January 23, the Wuhan government blocked all outbound transportation from the city with traffic suspension and home quarantine within the city [22]. The second period was January 24 to February 4; during this time, the number of new confirmed cases in China was gradually rising, and it reached its highest daily increase on February 4 [23]. From February 5 to February 12 (the third period), there was a steady decrease in the daily report of new confirmed cases. However, the secondary peak of the case numbers was reached on February 12 due to reports of clinically diagnosed cases [24]. From then until February 26 (the fourth period), the domestic epidemic gradually declined; meanwhile, foreign cases surpassed the domestic numbers for the first time by February 26. The fifth period was February 27 to April 8, when the domestic epidemic situation continued to decline and the epidemic situation in Wuhan gradually improved. On April 8, Wuhan government announced that the lockdown of the city had ended [25].

Figure 2. Daily numbers of rumors detected and refuted, the epidemic curve, and key events across five periods of the COVID-19 outbreak in China. The inset shows a magnified view of the number of COVID-19 cases over the last two periods.

Classification and Definition of Information Sources for Rumors

The rumor information sources were divided into the following categories according to their original publishing platforms: chat tools, Weibo, web pages, and others. Chat tools included WeChat and Tencent QQ. Both of these tools are major social media platforms in China that enable people to chat, communicate, and post events or opinions that others can comment on. If a rumor was first published on Weibo, the Twitter-like platform, which enables users to repost or comment, its information source was classified as Weibo. Web pages represented a number of rumors published in the form of web links. “Others” indicated some platforms that could not be classified in any of the above categories, including several mobile apps, such as TikTok, and platforms on which the source of the rumor could not be traced.

Classification and Definition of Rumor Refuters

According to the level of representativeness and influence, the rumor refuters were divided into three main categories: national, local, and other. “National” indicated that the official accounts of the rumor refuters were set up by national departments or institutions for publishing official state news or policies. Accounts established by relevant local agencies for publishing local news were classified as local, and other accounts that could not be classified in either of the above categories were classified as others; these users mainly included certified individual accounts, foreign accounts, and certified accounts of nonstate, nonlocal business firms. Meanwhile, based on the essential attributes and affiliations of different rumor refuters, all of them were further classified as government authorities, news media, and organizations, companies, or individuals. All data were classified based on the classification criteria outlined by two researchers. A third reviewer discussed the different classifications with the two reviewers and finalized the categorization. Some sample accounts are listed in Table 1.
Table 1. The criteria of the categories for the rumor refuters and the sample accounts.

<table>
<thead>
<tr>
<th>Category of rumor refuter</th>
<th>Definition</th>
<th>Sample accounts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level of representativeness and influence</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| National | Official accounts set up by national departments or institutions for publishing official state news or policy | • CCTV News  
• Chinese National Platform to Refute Rumors  
• China Science Communication |
| Local | Accounts established by relevant local agencies for publishing local news | • Wuhan Release  
• Nanjing Release  
• Shanghai Customs |
| Others | Accounts that could not be classified into the categories above | • Alipay  
• Doctor Guan |
| **Essential attributes and affiliations** | | |
| Government authorities | Official accounts established by government departments for the publication of government-related information | • Wuhan Release  
• Fuyang Health Committee  
• Jiangxi Public Security Department |
| News media | Official accounts of news media websites | • CCTV News  
• Wuhan Daily News  
• People’s Daily |
| Organizations/companies/individuals | Accounts of some nongovernmental organizations and corporate and individual accounts. | • Beijing Public Transportation group  
• Ding Talk  
• Alipay |

Analysis of Most Frequently Appearing Words in Rumors

Rumor word frequency analysis was carried out using Python version 2.7. The jieba package was employed as a text analysis tool for processing the core message of each rumor. The core message of every rumor in our study was summarized by the Rumors on Weibo account, which captured the main point of the content of the entire rumor well. Additionally, the rumors presented in the forms of images, videos, and audio were also translated by extracting the core message of that rumor through the official rumor-refuting account. Accordingly, all the rumor information in this study consisted of brief textual sentences. First, the spaces and newlines were removed from the text; then, all the punctuation marks in the text were replaced with spaces. The processed text was partitioned using the jieba package, and stop words such as “have,” “is,” “will,” “can,” and “have been” were removed from the text according to a predefined list of deactivated words. After the data set was created, a corpus of rumors was formed.

Based on the collection and classification of the rumor corpus obtained by preprocessing, the lists of words were filtered and merged according to an expert’s opinion, and the data set of rumor features was finally obtained. The weight of every term was calculated using the term frequency–inverse document frequency (TF-IDF) method using the equation below:

\[
f_{id} \times \log \left( \frac{T}{f_{id}} \right)
\]

The formula is divided into two parts; \(f_{id}\) to the left of the equal sign represents the word frequency, which is the number of times a word appears in the text. The higher the number of occurrences of a word, the greater the role it plays in the text. In contrast, \(\log \left( \frac{T}{f_{id}} \right)\) to the right of the equals sign is the logarithm value of the inverse document frequency. \(T\) represents the number of texts in the corpus, and \(f_{id}\) indicates the number of texts containing specific terms in the corpus.

The word cloud of rumors about COVID-19 during the whole study period was visualized using the wordcloud package; moreover, the summary of the top 20 high-frequency keywords of the rumors based on the term frequency–inverse document frequency (TF-IDF) values over each period was used to analyze the changes in the same keyword at different stages, which may further reflect the shifts in the public’s focus.

Statistical Analysis

Excel (Microsoft Corporation) was used to record and sort information about the rumors. The epidemic curve, daily number of rumors released and clarified, new confirmed cases of COVID-19, and key events across the five periods were plotted to comprehensively analyze the relationship between the epidemic and the public’s focus at different stages. Descriptive analysis of the basic information of the rumors was conducted using SPSS for Windows, version 24.0.0 (IBM Corporation). The geographic distributions of rumor sources and refuters were graphed using the pyecharts package in Python version 2.7. In addition, the cumulative number of cases and rumors in each province was calculated. The Pearson chi-square test and Fisher
exact test were performed to compare different characteristics of the rumors by each category across the five periods. The Spearman rank correlation coefficient was used to explore the relationship between the number of rumors and the epidemic trends if the variables did not satisfy the normal distribution. $P$ values were 2-tailed, with statistical significance set at $.05$.

**Results**

A total of 1943 rumors were collected from the Rumors on Weibo account in this study between January 20 and April 8, 2020.

**Characteristics of Rumors According to the Five Periods**

The numbers of rumors published across the periods were 102, 547, 349, 377, and 568, respectively (Table 2). Rumors in the form of texts were predominant (1241/1943, 63.9%), accounting for more than half of the rumors in each time period, followed by rumors in a combination of two or more formats (330/1943, 17.0%). Among the rumor-spreading platforms, chat tools were the most common (1412/1943, 72.7%), with 1386/1943 rumors circulating in WeChat, accounting for the vast majority (98.2%). The proportions of the 1943 rumors circulating from Weibo (n=180, 9.3%), web pages (n=162, 8.3%), and other platforms (n=189, 9.7%) were similar. Additionally, 19.4% (376/1943) and 79.1% (1537/1943) of the rumors were refuted by national and local agencies, respectively. Most rumors were clarified by relevant government authorities (1250/1943, 64.3%), followed by the news media (628/1943, 32.3%).

The epidemic curve and daily number of posted and refuted rumors graphed according to the key events are illustrated in Figure 2. Spearman rank coefficient analysis showed that the daily number of posted rumors was positively associated with the daily number of new confirmed cases (Spearman rank correlation coefficient 0.73, $P<.001$). The median of the response interval between the time when the rumors were initially published and debunked was 1 day, with an IQR of 1-2. Most rumors detected were mainly concentrated between January 24 and February 7, while the majority of the refuting posts were concentrated between January 25 and February 9, with the highest daily reports of posting and refuting rumors occurring on January 25 (n=91) and February 6 (n=80), respectively.
Table 2. Characteristics of rumors across five periods during the outbreak of COVID-19 in China (N=1943).\(^b\)\(P<.001\) for all categories.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Time periods (2020)</th>
<th>Total (N=1943)</th>
<th>(\chi^2 (df))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jan 20-24 (n=102)</td>
<td>Jan 25-Feb 4 (n=547)</td>
<td>Feb 5-12 (n=349)</td>
</tr>
<tr>
<td>Format of rumor, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>69 (67.6)</td>
<td>354 (64.7)</td>
<td>228 (65.3)</td>
</tr>
<tr>
<td>Picture</td>
<td>6 (5.9)</td>
<td>26 (4.8)</td>
<td>18 (5.2)</td>
</tr>
<tr>
<td>Multimedia(^b)</td>
<td>6 (5.9)</td>
<td>85 (15.5)</td>
<td>38 (10.9)</td>
</tr>
<tr>
<td>Combination</td>
<td>21 (20.6)</td>
<td>82 (15.0)</td>
<td>65 (18.6)</td>
</tr>
<tr>
<td>Initial platform of rumor posting, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chat tools(^d)</td>
<td>75 (73.5)</td>
<td>453 (82.8)</td>
<td>270 (77.4)</td>
</tr>
<tr>
<td>Weibo</td>
<td>15 (14.7)</td>
<td>39 (7.1)</td>
<td>41 (11.7)</td>
</tr>
<tr>
<td>Web pages</td>
<td>10 (9.8)</td>
<td>29 (5.3)</td>
<td>11 (3.2)</td>
</tr>
<tr>
<td>Others(^e)</td>
<td>2 (2.0)</td>
<td>26 (4.8)</td>
<td>27 (7.7)</td>
</tr>
<tr>
<td>Level of rumor refuter, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National</td>
<td>29 (28.4)</td>
<td>65 (11.9)</td>
<td>63 (18.1)</td>
</tr>
<tr>
<td>Local</td>
<td>66 (64.7)</td>
<td>478 (87.4)</td>
<td>280 (80.2)</td>
</tr>
<tr>
<td>Others</td>
<td>7 (6.9)</td>
<td>4 (0.7)</td>
<td>6 (1.7)</td>
</tr>
<tr>
<td>Type of rumor refuter, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government authority</td>
<td>67 (65.7)</td>
<td>466 (85.2)</td>
<td>240 (68.8)</td>
</tr>
<tr>
<td>News media</td>
<td>25 (24.5)</td>
<td>74 (13.5)</td>
<td>101 (28.9)</td>
</tr>
<tr>
<td>Organization, company, or individual</td>
<td>10 (9.8)</td>
<td>7 (1.3)</td>
<td>8 (2.3)</td>
</tr>
</tbody>
</table>

\(^a\)The five periods were classified based on key events and the disease epidemic that could affect the dissemination of rumors on the internet from January 20 to April 8, 2020.

\(^b\)Multimedia: video, audio, and news reports.

\(^c\)Combination: two or three formats were combined to disseminate rumors.

\(^d\)Chat tools: WeChat and Tencent QQ.

\(^e\)Others: other platforms that could not be classified in any of the above categories, including several mobile apps such as TikTok, and platforms that could not be traced back.

**Characteristics of Rumors on Different Posting Platforms**

A comparison of the 1943 rumors categorized by rumor-posting platform is shown in Table 3. Text (1241/1943, 63.9%) was the most common rumor format across different posting platforms, while the image format (114/1943, 5.9%) had the lowest percentage of all rumors. In addition to the texts, there were more rumors disseminated in a combination of formats on Weibo (60/180, 33.3%), while web pages (54/162, 33.3%) and others (42/189, 22.2%) tended to be the initial publishing platforms for rumors in multimedia format. Pearson chi-square tests indicated that there were statistically significant differences in the formats of rumors classified by platform (\(\chi^2=142.6, P<.001\)). Local agencies played a large role in dispelling rumors on the rumor-spreading platforms. The rumor refuters of government authorities and news media worked in tandem and complemented each other, and together they dispelled approximately 90% of the rumors on every platform. Fisher exact tests and Pearson chi-square tests suggested that the types of rumor refuters were significantly different across the platforms (\(P<.001\)).
Table 3. Comparison of different rumor posting platforms between January 20 and April 8, 2020 (N=1943). P<.001 for all categories.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Initial platform of rumor posting, n (%)</th>
<th>χ² (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chat tools⁴ (n=1412)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weibo (n=180)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Web pages (n=162)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Others⁴ (n=189)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total (N=1943)</td>
<td></td>
</tr>
<tr>
<td>Format of rumor, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texts</td>
<td>941 (66.6)</td>
<td>142.6 (9)</td>
</tr>
<tr>
<td></td>
<td>85 (47.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>81 (50.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>134 (70.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1241 (63.9)</td>
<td></td>
</tr>
<tr>
<td>Pictures</td>
<td>91 (6.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 (6.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 (4.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (2.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>114 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Multimedia⁵</td>
<td>138 (9.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24 (13.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>54 (33.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42 (22.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>258 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Combination⁶</td>
<td>242 (17.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60 (33.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 (11.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 (4.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>330 (17.0)</td>
<td></td>
</tr>
<tr>
<td>Level of rumor refuter, n (%)</td>
<td></td>
<td>N/A⁶</td>
</tr>
<tr>
<td>National</td>
<td>145 (10.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>63 (35.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>81 (50.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>87 (46.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>376 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1256 (89.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>109 (60.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>73 (45.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>99 (52.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1537 (79.1)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>11 (0.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 (4.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 (4.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (1.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Type of rumor refuter, n (%)</td>
<td></td>
<td>180.2 (6)</td>
</tr>
<tr>
<td>Government authorities</td>
<td>1030 (72.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>87 (48.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56 (34.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>77 (40.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1250 (64.3)</td>
<td></td>
</tr>
<tr>
<td>News media</td>
<td>354 (25.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>80 (44.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>95 (58.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>99 (52.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>628 (32.3)</td>
<td></td>
</tr>
<tr>
<td>Organization/company/individual</td>
<td>28 (2.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13 (7.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 (6.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13 (6.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65 (3.3)</td>
<td></td>
</tr>
</tbody>
</table>

¹Chat tools: WeChat and Tencent QQ.
²Others: other platforms that could not be classified in any of the above categories, including several mobile apps such as TikTok, and platforms on which the source of the rumors could not be traced.
³Multimedia: video, audio, and news reports.
⁴Combination: two or three formats were combined to disseminate rumors.
⁵N/A: not applicable (P value was calculated using Fisher exact test).

Geographic Distribution of Rumor Sources and Refuters

The cumulative numbers of confirmed cases of COVID-19 and rumors generated by province across China as of April 8, 2020, are visualized in Figure 3. The internet rumors spread more actively in the southeast regions. In particular, Hubei Province and its surrounding areas showed the highest numbers of both confirmed cases and rumors in the country. The cumulative number of confirmed cases in Guangdong Province as of April 8 was ranked second in the country, whereas rumor generation in that province was relatively low. Conversely, although Guangxi Province had fewer cases, its number of rumors was among the highest nationwide.

The geographic distributions of the rumor sources and their corresponding refuters are graphed in Figure 4, where the arrow symbols indicate rumor-refuting locations. Beijing and Wuhan were the two main hubs of disinformation refuting during this stage of the COVID-19 epidemic. In Guangdong Province, where the epidemic was relatively severe, more rumors were refuted than spread. Except for the rumors that were clarified locally, rumors circulating within the provinces were often officially refuted by the provincial governments.
Figure 3. Cumulative numbers of confirmed cases of COVID-19 and rumors in each region of China as of April 8, 2020.
General Focus and Frequent Words of Rumors During the Five Phases

The top 100 most frequent words of the core messages of the rumors throughout the study period and different phases of the outbreak are depicted in Figure 5 (also see Multimedia Appendix 1 for a description of the evolution trends of the top 10 most frequent words, excluding the search keywords, at different periods during the outbreak). The average length of the textual rumors was nearly 19 characters. Overall, 冠状病毒 (coronavirus) and 肺炎 (pneumonia) were the two most common words included in the rumor core message. A majority of the words, such as 病毒 (virus), 新型 (novel), 新冠 (the Chinese abbreviation for COVID-19), and 病例 (case), were associated with COVID-19. In addition, 武汉 (Wuhan), 医院 (hospital), 小区 (residential areas), as terms related to specific locations were also frequently found in the rumors. Meanwhile, some words describing epidemic prevention and control, such as 口罩 (mask), 消毒 (disinfection), and 隔离 (quarantine), were often seen.
Figure 5. The top 100 most frequent words in the core messages of rumors during the outbreak of COVID-19 in China: (A) during the whole study period, (B) from January 20-24, 2020, (C) from January 25 to February 4, 2020, (D) from February 5-12, 2020, (E) February 13-26, 2020, and (F) from February 27 to April 8, 2020.

More details of the top 20 words listed according to their TF-IDF values in the major rumor messages over different periods are presented in Table 4. The top 5 words in the first and second periods were the same. However, the TF-IDF value of each of these words was different; the values in the first stage were higher than those in the second stage. By the third period, 网传 (sourced from internet) had become the top word, while the words 消毒 (disinfection) and 口罩 (mask) had replaced 武汉 (Wuhan) and 感染 (infection) as the fourth and fifth most common words, respectively. In contrast to similar rumors about the epidemic at the other stages, disinformation related to 开学 (schools reopen) began to grow during the fourth and fifth periods. Moreover, as the outbreak of COVID-19 increased outside China, rumors of foreign epidemic situations increased as well.
Table 4. The top 20 keywords in rumors across five periods during the outbreak of COVID-19 in China. 

<table>
<thead>
<tr>
<th>Rank</th>
<th>Time periods (2020)</th>
<th>Keyword</th>
<th>TF-IDF value</th>
<th>Keyword</th>
<th>TF-IDF value</th>
<th>Keyword</th>
<th>TF-IDF value</th>
<th>Keyword</th>
<th>TF-IDF value</th>
<th>Keyword</th>
<th>TF-IDF value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jan 20-24</td>
<td></td>
<td></td>
<td>Jan 25-Feb 4</td>
<td></td>
<td></td>
<td>Feb 5-12</td>
<td></td>
<td></td>
<td>Feb 13-26</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.480</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.256</td>
<td>网传 (source from internet)</td>
<td>0.157</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.251</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.283</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>肺炎 (pneumonia)</td>
<td>0.434</td>
<td>肺炎 (pneumonia)</td>
<td>0.237</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.132</td>
<td>网传 (source from internet)</td>
<td>0.219</td>
<td>肺炎 (pneumonia)</td>
<td>0.187</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>新型 (novel)</td>
<td>0.294</td>
<td>新型 (novel)</td>
<td>0.182</td>
<td>肺炎 (pneumonia)</td>
<td>0.123</td>
<td>肺炎 (pneumonia)</td>
<td>0.149</td>
<td>网传 (source from internet)</td>
<td>0.163</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>武汉 (Wuhan)</td>
<td>0.284</td>
<td>武汉 (Wuhan)</td>
<td>0.167</td>
<td>消毒 (disinfection)</td>
<td>0.119</td>
<td>确诊 (confirmed diagnosis)</td>
<td>0.112</td>
<td>确诊 (confirmed diagnosis)</td>
<td>0.122</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>感染 (infection)</td>
<td>0.235</td>
<td>病毒 (coronavirus)</td>
<td>0.100</td>
<td>开学 (schools reopen)</td>
<td>0.099</td>
<td>隔离 (quarantine)</td>
<td>0.074</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>网传 (source from Internet)</td>
<td>0.151</td>
<td>确诊 (confirmed diagnosis)</td>
<td>0.085</td>
<td>新型 (novel)</td>
<td>0.085</td>
<td>开学 (schools reopen)</td>
<td>0.099</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>病例 (case)</td>
<td>0.127</td>
<td>网传 (source from internet)</td>
<td>0.116</td>
<td>确诊 (confirmed diagnosis)</td>
<td>0.083</td>
<td>隔离 (quarantine)</td>
<td>0.073</td>
<td>病例 (case)</td>
<td>0.070</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>确诊 (confirmed diagnosis)</td>
<td>0.112</td>
<td>疫情 (epidemic situation)</td>
<td>0.079</td>
<td>紧急通知 (urgent notice)</td>
<td>0.079</td>
<td>疫情 (epidemic situation)</td>
<td>0.067</td>
<td>病毒 (virus)</td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>医院 (hospital)</td>
<td>0.111</td>
<td>隔离 (quarantine)</td>
<td>0.095</td>
<td>新冠 (novel coronavirus)</td>
<td>0.076</td>
<td>病例 (case)</td>
<td>0.067</td>
<td>疫情 (epidemic situation)</td>
<td>0.065</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>新冠 (novel coronavirus)</td>
<td>0.090</td>
<td>新冠 (novel coronavirus)</td>
<td>0.077</td>
<td>武汉 (Wuhan)</td>
<td>0.075</td>
<td>疫情 (epidemic situation)</td>
<td>0.063</td>
<td>人员 (personnel)</td>
<td>0.052</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>疑似 (suspected)</td>
<td>0.081</td>
<td>病例 (case)</td>
<td>0.068</td>
<td>隔离 (quarantine)</td>
<td>0.075</td>
<td>感染 (infection)</td>
<td>0.056</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>患者 (patients)</td>
<td>0.072</td>
<td>一例 (one)</td>
<td>0.065</td>
<td>疫情 (epidemic situation)</td>
<td>0.067</td>
<td>冠状病毒 (coronavirus)</td>
<td>0.055</td>
<td>口罩 (mask)</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>隔离 (quarantine)</td>
<td>0.062</td>
<td>病毒 (virus)</td>
<td>0.062</td>
<td>自来水 (piped water)</td>
<td>0.067</td>
<td>口罩 (mask)</td>
<td>0.054</td>
<td>小区 (residential areas)</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>出现 (appear)</td>
<td>0.058</td>
<td>死亡 (death)</td>
<td>0.059</td>
<td>红灯 (red light)</td>
<td>0.063</td>
<td>闲逛 (hang out)</td>
<td>0.053</td>
<td>患者 (patients)</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>一例 (one)</td>
<td>0.058</td>
<td>小区 (residential areas)</td>
<td>0.055</td>
<td>酒精 (ethyl alcohol)</td>
<td>0.062</td>
<td>患者 (patients)</td>
<td>0.052</td>
<td>预防 (prevention)</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>口罩 (mask)</td>
<td>0.057</td>
<td>回来 (back)</td>
<td>0.052</td>
<td>感染 (infection)</td>
<td>0.057</td>
<td>手册 (handbook)</td>
<td>0.051</td>
<td>一例 (one)</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>疑似病例 (suspected cases)</td>
<td>0.047</td>
<td>医院 (hospital)</td>
<td>0.049</td>
<td>静置 (placed still)</td>
<td>0.055</td>
<td>小区 (residential areas)</td>
<td>0.051</td>
<td>感染 (infection)</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>预防 (prevention)</td>
<td>0.043</td>
<td>疑似 (suspected)</td>
<td>0.046</td>
<td>气 (chlore)</td>
<td>0.054</td>
<td>日起 (as from today)</td>
<td>0.045</td>
<td>医院 (hospital)</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>发现 (find)</td>
<td>0.039</td>
<td>患者 (patients)</td>
<td>0.041</td>
<td>小区 (residential areas)</td>
<td>0.054</td>
<td>医院 (hospital)</td>
<td>0.042</td>
<td>武汉 (Wuhan)</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>病毒 (virus)</td>
<td>0.037</td>
<td>封城 (lock-down)</td>
<td>0.040</td>
<td>大面积 (large tracts of land)</td>
<td>0.053</td>
<td>武汉 (Wuhan)</td>
<td>0.041</td>
<td>韩国 (Korea)</td>
<td>0.028</td>
<td></td>
</tr>
</tbody>
</table>

aThe five periods were classified based on key events and the disease epidemic that could affect the dissemination of rumors on the internet from January 20 to April 8, 2020.
bKeywords are ranked according to the TF-IDF values of the words from high to low.
cTF-IDF: term frequency–inverse document frequency.
Discussion

Principal Findings

Based on the official Sina Weibo rumor-refuting platform, nearly 2000 rumors that spread over the internet during the COVID-19 epidemic in China between January 20 and April 8, 2020, were investigated. This is the first domestic research to analyze the distribution, characteristics, spreading trend, and most frequent words of rumors related to the epidemic situation, which will be propitious to provide a scientific reference for the prevention and control of network rumors during unexpected events in the future.

During the study period, the median of the response interval was 1 day, indicating the timeliness of the rumor-refuting measures conducted by the Chinese government during the COVID-19 outbreak. In general, the number of rumors and refuted rumors in the first and second periods of the epidemic showed rapid growth, while both showed fluctuating declining trends in the latter three periods. Notably, after the announcement of the Wuhan lockdown, the rumor posts reached their first peak within three days, suggesting that the rapid rise in the number of rumors over the early period has a strong link with the emergence of landmark events. At this stage, due to the sudden outbreak of COVID-19, the etiology and trend of the disease were totally unclear, and the monitoring mechanism for identifying and refuting disinformation had not yet been perfected; thus, the old rumors were not quickly clarified, while new rumors appeared in rapid succession [26]. The new and old rumors intertwined to reach the peak of rumor growth, obfuscating the truth and increasing the difficulty of epidemic prevention and control [27]. By the middle of the epidemic period, most people had developed a preliminary understanding of the disease after obtaining more official information. At this stage, the rumors were less related to symbolic events and were mainly affected by the trend of the epidemic situation, fluctuating with the increase or decrease in the number of cases. Finally, by the time the disease was under control, most people had grasped a more rational understanding of the situation, with the anxiety and tension over the uncertainties greatly alleviated, leading to a decrease of the number of rumors and their corresponding clarifications. Therefore, the early stages of public emergencies, especially new infectious diseases, are the critical period for web-based surveillance of public response, risk communication, and timely release of information from credible sources, as reflected in a study on avian influenza A (H7N9) [28]. Moreover, risk communication will promote community engagement, decrease rumors to maintain social stability, and reduce threats to public health [29]. Intensive information communication with reference to hot topics of rumors may buy time to control outbreaks and reduce the risk of transmission to humans [30,31]. Additionally, transparent sharing of information in time, particularly of adverse information, and projecting uncertainty explicitly are integral parts of the management of large-scale epidemics and other emergencies [32]. Moreover, during the period of steady decline, continuous internet surveillance of rumors is still required.

Different characteristics of the rumors were analyzed in this study; it was found that internet rumors in the early stage of the epidemic were mainly disseminated in text format, most commonly in the WeChat chat tool. More processed and visualized rumors (e.g., in the formats of pictures and multimedia) emerged over the later stages, while the number of rumors increased on other platforms, such as Weibo and web pages. The difference in the main formats of rumor dissemination among different platforms may be related to the openness and information screening mechanisms of each platform. In recent years, WeChat has rapidly become the main social platform in China due to its convenience and accessibility. Compared to other social media, WeChat is a social tool based on realistic relationships and closed-loop communication in a relatively private space, implying the reliability and authenticity of information and invisibly increasing the influence of rumors [33,34]. Therefore, when false news circulates, WeChat lacks self-correction ability due to the trust among acquaintances, and it is also more difficult to completely convince WeChat users that a rumor is false even with rumor-dispelling messages on the internet. However, Weibo and web pages are more open and diverse; uncertain information can be questioned, corroborated, corrected, and supplemented through user-produced content, constantly discarding false information and approaching the truth in positive interactions [35,36]. Moreover, Weibo has established an increasingly comprehensive account for refuting rumors [19]. Eventually, through the questioning of netizens, inaccurate information is replaced by the truth. In recent years, WeChat and other platforms have also taken measures to combat rumors [37]. However, the dissemination of refuting information on WeChat is restricted, mainly because it cannot reach the level of interpersonal communication, leading to small-scale transmission; thus, it can only continue to be shown “to people who do not believe rumors” [38]. Thus, a more comprehensive mechanism to encourage the dissemination of rumor-dispelling information should be developed by relevant departments in the future, accelerating the spread of credible information on WeChat and extending the influence of these departments at the same time.

Analysis of the refuters of rumors showed that during the initial outbreak of COVID-19, rumors were likely to be more nationally focused because they were relatively few in number, and the national-level rumor refuting agencies played a stronger role. When the rumors gradually started spreading locally, local authorities increased their rumor-refuting efforts; combined with the increasing enhancement of self-purification of social media, this eased the pressure on government agencies [28]. Similarly, due to the small scope and influence of rumor spread in chat tools, most were clarified by local government authorities. In contrast, rumors circulating in Weibo elicited more involvement and intervention from higher-level authorities, indicating a larger impact. These findings highlight the significance of coordinating the roles of central and local agencies in the establishment of mechanisms for refuting rumors, improving the feedback mechanisms, and maximizing the self-purification ability of social media.

According to the distribution map of the rumors, Hubei Province was the most active area for rumor breeding, which may be
related to its highly severe epidemic situation. In this study, locations with more cases were likely to generate more rumors, mainly including cities around Hubei, such as Zhejiang and Hunan. However, rumors also circulated in larger quantities in provinces with lower case numbers, such as Guangxi. Accordingly, the timely identification of rumors in regions less affected by public health emergencies is of equal importance to constant internet surveillance in areas that are more severely affected. The cross-regional rumor-refuting plot shows that Beijing was the critical center for rumor clarification. Shanghai and the provincial capitals of Guangzhou, Hunan, Sichuan, and Zhejiang also played vital roles in dispelling rumors during the epidemic, reflecting to some extent that large cities are political and media centers [39].

The high-frequency words in different periods indicated that in the pre-epidemic period, the rumors were mainly related to the disease itself, with numerous descriptions of COVID-19 contained in the core message of the rumors. In the middle of the epidemic, the rumors gradually began to be associated with prevention and control measures due to the official announcement of epidemic initiatives published by departmental agencies. When the domestic epidemic had been effectively controlled, false information about measures such as school reopening and traffic resumption spread across each region, suggesting that people gradually paid more attention to information related to policy adjustment during this period compared to the previous stages [26]. The word 网传 (source from internet) was frequently included in the titles of rumors. The word 确诊 (confirmed diagnosis) continued to appear frequently across different periods, even when the number of daily new confirmed cases had decreased since the third period. Further, when the words 确诊 (confirmed diagnosis) and 病例 (case) were combined in a rumor, the title usually took the form of “multiple cases have been confirmed in a certain place”; thus, the rumors were in a “storytelling” form that was immersive and highly convincing to readers. Such rumors have also been reported in other studies on infectious diseases [28], providing a reference for accurate identification of rumors in the future.

Limitations
There were several limitations to this study. First, this study was a retrospective analysis based on information extracted from an official rumor-refuting account, and it was difficult to avoid omitting some detailed information. In some cases, we could not trace or confirm the platforms or geographic locations where the rumors were initially published. Second, because the information of rumors in this study was refined, the emoticons and function words in the original text were not addressed; this could be considered in future research. Third, not all the rumors could be refuted on this account; instead, the most socially influential rumors were included, which could lead to information loss from the less influential rumors.

Conclusions
Our findings indicate the significance of timely management of and responses to internet rumors during major public crises. In this wave of the COVID-19 outbreak, authorities have taken effective measures to quickly dispel rumors; however, more effort could be made to better address the rumors. WeChat and other chat tools were found to be the most common origins of rumors, suggesting that the early detection and debunking mechanisms of rumors should be strengthened in closed-loop communication environments. In the early stages of the event, authorities should focus on rumors in the form of texts but should also pay more attention to other forms such as multimedia as the event progresses. The words most frequently included in the core messages of the rumors varied over different periods, which may be related to the disease itself, prevention and control measures, and social recovery; this highlights that targeted policy adjustments and timely release of official information in different phases of the outbreak should be required to prevent dissemination of internet rumors. Spread of rumors across borders needs to be controlled regardless of the intensity of the epidemic in the area. Local and national authorities should strengthen joint communication and collaboration in refuting rumors and establish a cooperative refuting mechanism based on the division of functions.
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Abstract

Background: It has been widely communicated that individuals with underlying health conditions are at higher risk of severe disease due to COVID-19 than healthy peers. As social distancing measures continue during the COVID-19 pandemic, experts encourage individuals with underlying conditions to engage in telehealth appointments to maintain continuity of care while minimizing risk exposure. To date, however, little information has been provided regarding telehealth uptake among this high-risk population.

Objective: The aim of this study is to describe the telehealth use, resource needs, and information sources of individuals with chronic conditions during the COVID-19 pandemic. Secondary objectives include exploring differences in telehealth use by sociodemographic characteristics.

Methods: Data for this study were collected through an electronic survey distributed between May 12-14, 2020, to members of 26 online health communities for individuals with chronic disease. Descriptive statistics were run to explore telehealth use, support needs, and information sources, and z tests were run to assess differences in sociodemographic factors and information and support needs among those who did and did not use telehealth services.

Results: Among the 2210 respondents, 1073 (49%) reported engaging in telehealth in the past 4 months. Higher proportions of women engaged in telehealth than men (890/1781, 50% vs 181/424, 43%; P=.007), and a higher proportion of those earning household incomes of more than US $100,000 engaged in telehealth than those earning less than US $30,000 (195/370, 53% vs 241/530, 45%; P=.003). Although 59% (133/244) of those younger than 40 years and 54% (263/486) of those aged 40-55 years used telehealth, aging populations were less likely to do so, with only 45% (677/1500) of individuals 56 years or older reporting telehealth use (P<.001 and P=.001, respectively). Patients with cystic fibrosis, lupus, and ankylosing spondylitis recorded the highest proportions of individuals using telehealth when compared to those with other diagnoses. Of the 2210 participants, 1333 (60%) participants either looked up information about the virus online or planned to in the future, and when asked what information or support would be most helpful right now, over half (1151/2210, 52%) responded “understanding how COVID-19 affects people with my health condition.”
Conclusions: Nearly half of the study sample reported participating in telehealth in the past 4 months. Future efforts to engage individuals with underlying medical conditions in telehealth should focus on outreach to men, members of lower-income households, and aging populations. These results may help inform and refine future health communications to further engage this at-risk population in telehealth as the pandemic continues.
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Introduction

According to the Centers for Disease Control and Prevention (CDC), people with underlying medical conditions (eg, autoimmune disease, chronic respiratory disease, and cancer) are at greater risk of severe illness from COVID-19 than those without pre-existing conditions [1]. Experts have released multiple guidelines to protect the health and safety of at-risk communities during this pandemic, including instructions to socially distance, stay at home as much as possible, and avoid crowds [1-3]. For communities who must continue health care appointments and treatment regimens during the pandemic, telehealth, or electronic communication and information technologies to support health care [4], has been recommended as a feasible intervention to maintain continuity of care while adhering to social distancing and stay-at-home mandates [1,5-9]. Although telehealth use rapidly increased during the initial spread of COVID-19 [10,11], little information is available regarding telehealth uptake among high-risk populations with underlying medical conditions during this pandemic.

Thus, the purpose of this study is to describe the telehealth use, resource needs, and information sources of individuals with chronic conditions during the COVID-19 pandemic. Data for this study were collected from members of online health communities hosted by the digital publishing platform, Health Union, for patients with chronic conditions (eg, communities for those with migraines, lung cancer, chronic obstructive pulmonary disease, or rheumatoid arthritis) [12]. This paper also explores differences in telehealth use among sociodemographic characteristics to identify those who may be in most critical need of support. Given the importance of understanding an audience’s response in health communication evaluation [13] and the fact that increased telehealth efforts are likely to continue both during and beyond the COVID-19 pandemic [11], the information included in this paper may play a helpful role in informing future efforts to engage patients in telehealth practices.

Methods

Data Collection

Data for this study were collected in an online survey distributed through Qualtrics Survey Software (Qualtrics International Inc) to members of 26 online health communities hosted by Health Union. Each community provides patients and caregivers a digital platform to learn about their diagnosis and both provide and receive social support from peers and health care providers [12]. Between May 12-14, 2020, the survey was emailed to 98,983 community members who had previously opted into receiving emails from Health Union. The study team also posted information about the survey on the online health community websites owned and operated by Health Union. To complete the survey, respondents had to be 18 years or older, living within the United States, aware of COVID-19, and diagnosed with one of 26 chronic conditions. The survey included 35 questions assessing telehealth engagement, health information sources and needs during this pandemic, concerns about COVID-19, self-reported chronic condition diagnoses, and demographic characteristics. In this survey, telehealth was defined as “virtual appointments with doctors that may take place over video chat.” Upon completion, each participant was entered into a chance drawing to win one of one hundred US $25 e-gift cards.

Measures

Telehealth Engagement and Satisfaction

In this study, telehealth engagement was measured by asking participants to respond “yes” or “no” to the question “Have you had a ‘virtual visit’ (telehealth) with your doctor / healthcare professional in the past 4 months?” To further assess telehealth practices, participants were asked, “You may have heard about virtual appointments with doctors (sometimes called ‘telehealth’) that may take place over video chat. Which statements below about telehealth apply to you?” Participants then indicated all statements that applied to them from a list of eight items such as “My doctor has reached out to me about telehealth,” “I am interested in telehealth but don’t know how to use it,” and “I started using telehealth (or will start) because of the pandemic.” The full list of item responses can be found in Multimedia Appendix 1.

Among those who had participated in a telehealth visit in the past 4 months, satisfaction was assessed by asking participants to rate their agreement with the following three statements: “I had a positive experience using telehealth,” “The technology was difficult to use,” and “I feel like the virtual visit was just as good (or better) than an in-person visit.” Responses were on a 7-point Likert scale (1=completely disagree to 7=completely agree); in these analyses, “agreement” with each statement was defined as selecting a 6 or 7, while “disagreement” was defined as selecting a 1 or 2.

COVID-19 Information Sources and Needs

COVID-19 Communications With a Health Care Team

To assess how individuals with underlying medical conditions have been gathering information about COVID-19, participants were first asked questions about pandemic-related interactions with their health care team. For example, participants were
asked, “In which of the following ways have you communicated with your doctor/healthcare team about the novel coronavirus (COVID-19)?” and prompted to choose from a list of eight item responses (eg, I reached out, my doctor personally contacted me, or we discussed it at a regular appointment). Among those who had communicated with their health care team, participants were asked, “How have you communicated with your doctor/healthcare professional?” (eg, by phone, portal, or email) and “What did you discuss with your doctor/healthcare provider?” (eg, deciding to temporarily stop or skip medications, monitoring for COVID-19 symptoms, or regular discussion or check-in about my current condition and symptoms). Participants were also asked “What, if anything, have you done – or are you planning to do in the near future – in response to hearing about the novel coronavirus (COVID-19)?” Item responses included ‘cancel or postpone regular doctor/healthcare visits’; ‘have a ‘virtual’ visit with a doctor/healthcare professional – ‘telehealth’ – via video chat’; and other items related to health decisions, needs, and information seeking behavior. A complete list of item responses for each of these questions can be found in Multimedia Appendix 1.

Patient Concerns During the COVID-19 Pandemic
To assess patient concerns during the COVID-19 pandemic, participants were asked to indicate their agreement with a series of nine statements on a 7-point Likert scale (1=completely disagree to 7=completely agree). The full list of statements can be found in Multimedia Appendix 1, but examples included “Having a chronic health condition makes me feel particularly concerned about the coronavirus,” “I feel like people are not taking the coronavirus seriously enough,” and “I feel like I am taking all the right precautions to reduce my risk of getting coronavirus.” Participants who reported currently or previously having cancer were asked to rate an additional statement: “Having (or having had) cancer makes me feel particularly concerned about the coronavirus.” Agreement with each statement was again defined as selecting a 6 or 7, while disagreement was defined as selecting a 1 or 2.

Other COVID-19–Related Information Sources and Needs
To identify other sources this population has turned to for information during the pandemic, participants were asked, “What sources are you using to learn more about the novel coronavirus (COVID-19)?” and prompted to select all that apply from a list of 15 items (eg, internet search engines, social networking sites, or TV news reports). Finally, participants were asked to indicate the information or support that would be most helpful to them right now by selecting up to three choices from a list of 10 items such as “Information/guidance from my doctor about COVID-19 and my health condition/its treatment,” “emotional and/or mental health support,” and “Financial support for other necessities/bills (eg, food, rent, etc.).” The full list of item responses can be found in Multimedia Appendix 1.

Demographic and Disease Characteristics
Participants were asked to indicate their age from a dropdown menu ranging from “Under 18” to “90 or older,” with each age in between listed continuously (eg, 18, 19, 20, ...). Participants were also asked to indicate their residence type (ie, rural, urban, or suburban), gender, highest level of education attainment, annual household income, and primary health insurance from categorical lists of item responses (see Multimedia Appendix 1). Participants indicated their chronic condition by selecting all that apply from a list of 25 chronic conditions, or participants were able to respond “none of these.” The full list of chronic conditions can be found in Multimedia Appendix 1, but examples include asthma, cystic fibrosis, Chron disease, migraines, and hypertension. Participants were also asked to indicate if they had been diagnosed with any from a list of nine types of cancer or “other” if they had been diagnosed with a cancer that was not listed.

Analyses
Descriptive analyses were conducted to assess telehealth use, resource needs, and information sources among all participants, and z tests were used to explore differences between demographic groups. To assess for meaningful differences between demographic groups, age and education were each categorized into three groups (<40 years, 40-55 years, and ≥56 years, and high school, GED [General Educational Development], or less than high school; college degree; trade or vocational training; and some college, graduate, or professional degree), and income was categorized into four groups (<US $30,000, US $30,000-US $54,999, US $55,000-US $99,999, and ≥US $100,000). Z tests were also used to explore telehealth use by diagnosis and patient concerns.

Results
Participants
Among those who received information about the survey via email (n=98,983), 1758 (1.8%) people completed it, and an additional 452 people participated after finding information about the survey on one of the health community websites. Of the 2210 total survey respondents, 81% (n=1781) were female, 68% (n=1500) were older than 55 years, and 87% (n=1920) completed at least some college or trade school. The most commonly reported chronic conditions were hypertension (n=863, 39%), hyperlipidemia (n=562, 25%), asthma (n=424, 19%), and migraine (n=420, 19%), and 98% (n=2164) of respondents reported having health insurance. Approximately 30% (n=660) of respondents reported either full- or part-time employment, and 3% (n=75) were currently seeking employment. The remaining respondents were retired (n=849, 38%), stay-at-home parents (n=71, 4%), on disability (n=456, 21%), unemployed and not looking for employment (n=81, 4%), or currently in school (n=18, 1%). Among respondents who reported household incomes (n=1877), the majority (n=1507, 80%) reported annual household incomes under US $100,000. Table 1 displays full demographic and disease characteristics of the study sample.
Table 1. Sample demographic and chronic condition diagnoses.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Participants (N=2210), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>224 (10.14)</td>
</tr>
<tr>
<td>40-55</td>
<td>486 (21.99)</td>
</tr>
<tr>
<td>≥56</td>
<td>1500 (67.87)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1781 (80.59)</td>
</tr>
<tr>
<td>Male</td>
<td>424 (19.19)</td>
</tr>
<tr>
<td>Nonbinary/gender nonconforming</td>
<td>5 (0.23)</td>
</tr>
<tr>
<td><strong>Household income (US $; n=1877)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>530 (28.24)</td>
</tr>
<tr>
<td>30,000-54,999</td>
<td>428 (22.80)</td>
</tr>
<tr>
<td>55,000-99,999</td>
<td>549 (29.25)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>370 (19.71)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High School/GED or less than high school</td>
<td>290 (13.12)</td>
</tr>
<tr>
<td>College degree, trade/vocational training, or some college</td>
<td>1454 (65.79)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>466 (21.09)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>849 (38.42)</td>
</tr>
<tr>
<td>Employed</td>
<td>660 (29.86)</td>
</tr>
<tr>
<td>On disability</td>
<td>456 (20.63)</td>
</tr>
<tr>
<td>Not employed outside of the home</td>
<td>245 (11.09)</td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>1040 (47.06)</td>
</tr>
<tr>
<td>Private, Employer-provided, or Health Insurance Exchange</td>
<td>964 (43.62)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>130 (5.88)</td>
</tr>
<tr>
<td>Other/not sure</td>
<td>30 (1.36)</td>
</tr>
<tr>
<td>Do not have</td>
<td>46 (2.08)</td>
</tr>
<tr>
<td><strong>Chronic condition</strong></td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>863 (39.05)</td>
</tr>
<tr>
<td>High cholesterol/hyperlipidemia</td>
<td>562 (25.43)</td>
</tr>
<tr>
<td>Asthma</td>
<td>424 (19.19)</td>
</tr>
<tr>
<td>Migraine</td>
<td>420 (19.00)</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>300 (13.57)</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>315 (14.25)</td>
</tr>
<tr>
<td>COPD or emphysema/chronic bronchitis</td>
<td>394 (17.83)</td>
</tr>
<tr>
<td>Irritable bowel syndrome</td>
<td>333 (15.07)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>252 (11.40)</td>
</tr>
<tr>
<td>Psoriatic arthritis</td>
<td>169 (7.65)</td>
</tr>
<tr>
<td>Atopic dermatitis/eczema</td>
<td>111 (5.02)</td>
</tr>
<tr>
<td>Endometriosis</td>
<td>155 (7.01)</td>
</tr>
</tbody>
</table>
Looking at telehealth use by disease characteristics and patient concerns, patients with cystic fibrosis (n=33/47, 70%), lupus (n=55/82, 67%), and ankylosing spondylitis (n=60/91, 66%) recorded the highest proportions of patients using telehealth in the past 4 months when compared to patients with other diagnoses. When compared to those who did not engage in telehealth, higher proportions of those who used telehealth services reported feeling at higher risk of severe disease due to COVID-19 as indicated by agreeing with the statements “I feel like I am at a greater risk of getting coronavirus because of the medications I take” (341/1073, 32% vs 288/1137, 25%; \( P = .001 \)) and “I feel like I am at a greater risk of having a more severe case of coronavirus because of my general health” (676/1073, 63% vs 659/1137, 58%; \( P = .02 \)). Higher proportions of those who engaged in telehealth also agreed with the statements “Having a chronic health condition makes me feel particularly concerned about the coronavirus” (721/1024, 70% vs 698/1071, 65%; \( P = .01 \)), “I am concerned that I may not have access to my medication/treatment in the future” (194/1073, 18% vs 153/1137, 13%; \( P = .003 \)), and “I feel like people are not taking the coronavirus seriously enough” (646/1073, 60% vs 630/1137, 55%; \( P = .02 \)). Figure 2 displays percentages of those who indicated various concerns by telehealth use status.
Figure 1. Participant’s self-reported experience using telehealth (N=2210).

Figure 2. Participant concerns among those who used telehealth and did not use telehealth. *P<.05.
COVID-19 Information Sources and Needs

COVID-19 Communications With a Health Care Team

Of the 2210 participants, 72% (n=1592) reported communicating with their health care team about COVID-19 in some manner. A complete list of the ways in which this discussion was initiated is listed in Multimedia Appendix 2; however, the most highly endorsed responses were “I reached out via phone, online portal, etc.” (n=800, 36%) and “My doctor’s office sent out information and recommendations (via email, online portal, letter, social media)” (n=602, 27%). The most common modes of communication among those who had spoken with an HCP about the virus were by phone (n=1183, 74%), in a telehealth appointment (n=705, 44%), and via online portal (n=680, 43%). Primary topics of these communications were decisions regarding treatment regimens (continuing as prescribed: n=933, 60%; changing: n=181, 12%; or temporarily stopping: n=119, 8%), regular check-ups (n=853, 55%), CDC COVID-19 guidelines (n=660, 42%), and decisions to cancel or delay upcoming appointments and surgeries (n=445, 29%). A complete list of topics discussed can be found in Multimedia Appendix 2.

Other COVID-19–Related Information Sources and Needs

HCPs were not the only source of information respondents turned to in response to hearing about COVID-19. When asked what sources respondents used to learn more about the virus, 63% (n=1389) selected TV news reports, 58% (n=1284) chose news websites, 57% (n=1268) turned to government websites, and 40% (n=892) reported retrieving information through search engines such as Yahoo or Google. In total, 60% (n=1333) of respondents reported that they either already looked up information online or planned to in response to hearing about COVID-19.

When asked what information or support would be most helpful right now, just over half of the survey respondents (n=1151, 52%) answered “understanding how COVID-19 affects people with my health condition;” 48% (n=1071) indicated obtaining up-to-date and accurate information about the virus, 24% (n=538) selected emotional or mental health support, and 22% (n=485) indicated that receiving information from their HCP about COVID-19 and their health condition would be helpful. Additionally, 19% (n=412) indicated a need for financial support for life necessities such as food and rent. Significantly higher proportions of those who engaged in telehealth indicated a need for the following types of support than those who did not engage in telehealth: information from the company who makes my medications about COVID-19 and the treatment I take (126/1073, 12% vs 94/1137, 8%; P=.006), emotional or mental health support (292/1073, 27% vs 246/1137, 22%; P=.002), and financial support for medications and health care costs (167/1073, 16% vs 132/1137, 12%; P=.007). Finally, 16% (n=359) of the 2210 respondents indicated no need for additional information or support.

Demographic Comparisons

In this section, we highlight notable trends and differences in telehealth engagement, satisfaction, information sources, and needs between members of various demographic backgrounds. A full list of comparisons can be found in Multimedia Appendix 2.

Telehealth Engagement and Satisfaction

When looking at telehealth engagement across sociodemographic categories, a higher proportion of women engaged in telehealth than men (890/1781, 50% vs 181/424, 43%; P=0.007), and a higher proportion of those earning household incomes over US $100,000 engaged in telehealth more than those earning less than US $30,000 (195/370, 53% vs 241/530, 45%; P=.03). The proportion of those engaging in telehealth also increased across educational attainment levels, such that a greater percentage of those who completed at least some college or trade school engaged in telehealth than those who completed high school or below (706/1454, 49% vs 114/290 39%; P=.004), and a greater percentage of those who completed an advanced degree engaged in telehealth than those who completed college or trade school (253/466, 54% vs 706/1454, 49%; P=.03). Although 59% (133/224) of those younger than 40 years and 54% (263/486) of those aged 40–55 years used telehealth, a smaller proportion of aging populations did so, with only 45% (677/1500) of individuals 56 years or older reporting telehealth use (P<.001 and P=.001, respectively). Telehealth use did not significantly differ across residence types (rural, suburban, or urban).

Higher proportions of female telehealth users found the virtual visit to be just as good or better than an in-person visit compared to males (360/890, 40% vs 58/181, 32%; P=.04), and a higher proportion of those with a high school degree or below also found the virtual visit to be just as good or better than an in-person visit compared to those with advanced degrees (54/114, 47% vs 91/253, 36%; P=.04). When comparing telehealth satisfaction among various income groups, higher percentages of those with lower household incomes (<US $30,000: 100/241, 41%; US $30,000–US $54,999: 86/208, 41%; and US $55,000–US $99,999: 108/266, 41%) also found the virtual visit to be just as good or better than an in-person visit when compared to those earning over US $100,000 annually (59/195, 30%; all P=0.02). A greater percentage of individuals with advanced degrees disagreed with the statement “the technology was difficult to use” (184/253, 73%) compared to those who reported lower educational levels (at least some college or trade school: 441/706, 62%; P=.003; high school or below: 69/114, 61%; P=.02). Finally, a greater percentage of those in suburban areas also disagreed with this statement compared to those living in urban areas (372/549, 68% vs 135/224, 60%; P=.047).

A significantly larger proportion of those who were 56 years or older reported no interest in using telehealth (128/1500, 9%) compared to younger age groups (25/486, 5% of those aged 40–55 years; P=.02; 9/224, 4% of those younger than 40 years; P=.02) and desired to return to in-person appointments after the pandemic (675/1500, 45% vs 192/486, 40% of those aged 40–55 years; P=.03; and 78/224, 35% of those younger than 40 years; P=0.04). Higher proportions of those 56 years or older also rated the technology difficult to use (107/677, 16%, compared to 12/133, 9% of those younger than 40 years; P=.04; and 26/263, 10% of those aged 40–55 years; P=.02), but there were no
significant differences between age groups in their agreement with the statement “I feel like the virtual visit was just as good (or better) than an in-person visit.” Furthermore, a larger percentage of the older age group were also interested in telehealth but did not know how to use it (125/1500, 8% vs 27/486, 6% of those aged 40-55 years; \( P = .045 \), and 10/224, 4% of those younger than 40 years; \( P = .04 \)).

**COVID-19 Information Sources and Needs**

**COVID-19 Communications With a Health Care Team**

When looking at engagement with a health care team regarding COVID-19 information sources and needs, it may be notable that smaller proportions of those who earned a high school degree or less reported that their doctor’s office sent out information and recommendations about the virus when compared to peers who reported higher educational attainment (53/290, 18% vs 397/1454, 27% of those who completed at least some college or trade school; \( P = .001 \); and 152/466, 33% who held an advanced degree; \( P < .001 \)). Similarly, smaller proportions of individuals with household incomes under US $30,000 (134/530, 25%) and between US $30,000 and US $54,999 (109/428, 25%) reported such a distribution of information compared to those earning at least US $100,000 (122/370, 33%; \( P = .01 \) and \( P = .02 \), respectively). Furthermore, higher proportions of those younger than 40 years (113/224, 50%) and between 40 and 55 years (211/486, 43%) reached out to their HCP than those older than 55 years (476/1500, 32%; both \( P < .001 \)). Even when meeting with an HCP, a smaller percentage of those older than 55 years discussed monitoring for COVID-19 symptoms (140/1039, 13% vs 63/350, 18% of those 40-55 years; \( P = .04 \); and 36/171, 21% of those younger than 40 years; \( P = .009 \)) and what to do if experiencing COVID-19 symptoms (199/1039, 19% vs 106/350, 30% of those aged 40-55 years; \( P < .001 \); and 52/171, 30% of those younger than 40 years; \( P = .001 \)) compared to younger age groups (see Multimedia Appendix 2).

**Other COVID-19–Related Information Sources and Needs**

Looking at which COVID-19 information sources were most popular among various demographic groups, government websites (eg, CDC, National Institutes of Health, and local health departments) were the most popular selection among participants younger than 40 years (n=165, 74%), aged 40-55 years (n=329, 68%), and those with annual household incomes over US $100,000 (n=240, 65%). TV news reports were most popular among those 56 years or older (n=1009, 67%), all those earning under $100,000 annually, and all those reporting education levels up to a college degree. They were also the most popular choice regardless of residence type and gender (see Multimedia Appendix 2). Finally, news websites were the most popular choice among those with an advance degree (n=322, 69%).

“Understanding how COVID-19 affects people with my health condition” was of primary interest across all age groups, residence types, education levels, and household incomes, with the exception of those with a high school degree or below, among whom a slightly higher percentage (135/290, 47% vs 134/290, 46%) indicated a general need for up-to-date and accurate information about COVID-19. There were significant differences in information and support needs between age groups such that higher percentages of those younger than 40 years expressed interest in the following resources compared to older age groups: financial support for necessities (69/224, 31% vs 215/1500, 14% of those 56 years or older; \( P < .001 \)); learning how to have food, medication, or supplies delivered (29/224, 13% vs 34/486, 7% of those aged 40-55 years; \( P = .01 \); and 112/1500, 7% of those 56 years or older; \( P = .005 \)); and emotional or health support (84/224, 38% vs 138/486, 28% of those aged 40-55 years; \( P = .02 \); and 316/1500, 21% of those 56 years or older; \( P < .001 \)). Conversely, a higher percentage of those 56 years or older stated that they were not in need of any more information or support (280/1500, 19%) compared to those aged 40-55 years (63/486, 13%; \( P = .004 \)) and younger than 40 years (16/224, 7%; \( P < .001 \)).

When examining information and resource needs across other demographic factors, a significantly larger proportion of females also expressed a need for emotional or mental health support than males (465/1781, 26% vs 71/424, 17%; \( P < .001 \)). A smaller proportion of those with an advanced degree expressed a need for financial support compared to those of lower educational attainment, both for medications and health care expenses (44/466, 9% vs 214/1454, 15% of those with some college or trade school; \( P = .004 \); and 41/290, 14% of those with a high school degree or below; \( P = .047 \)), and for other necessities and bills (59/466, 13% vs 283/1454, 19% of those with some college or trade school; \( P = .001 \); and 70/290, 24% of those with a high school degree or below; \( P < .001 \)). Finally, the need for information regarding COVID-19 in general and its relation to one’s health condition and current treatments tended to increase as household income increased, while financial and food medication delivery information needs tended to decrease (see Multimedia Appendix 2).

**Discussion**

**Principal Results**

The purpose of this study is to assess the telehealth use, resource needs, and information sources of individuals living with chronic conditions during the COVID-19 pandemic. According to these results, 45% (n=997/2210) of the study sample either cancelled or planned to cancel appointments with their HCP during times of COVID-19, and nearly half (1073/2210, 49%) engaged in telehealth appointments in the 4 months prior to data collection. Although 40% (886/2210) of participants initiated telehealth care because of the pandemic, 7% (162/2210) responded that they were interested in telehealth and did not know how to use it, 7% (162/2210) reported that they had no interest in using telehealth, 4% (82/2210) reported they had never heard the term prior to taking the survey, and only 35% (780/2210) of patients reported that their doctor reached out to them about telehealth. Thus, as recommendations continue for patients with underlying medical conditions to mitigate possible exposure outside of the home and as practices look to extend telehealth services beyond the pandemic [11], providers need to ensure adequate information is distributed to inform patients about telehealth procedures. A recent survey of 2949 adults living in China found that high-quality communication with a provider prior to

http://www.jmir.org/2021/2/e23795/
COVID-19 was associated with preventive behavior uptake during the pandemic [14]. Distributing patient-centered, personalized communications about telehealth from HCPs may help increase uptake of telehealth and maintain continuity of care in the future.

It may also be important to note that just under half of survey respondents (945/2210, 43%) were content using telehealth services during the pandemic but desired to return to in-person care in the future. With this in mind, information provided to patients about telehealth may also include information about future plans to return to in-person visits, including public and personal health standards that need to be met to do so. In the interim, providers may also consider implementing recently suggested strategies to enhance feelings of “copresence” or connection between patient and provider during telehealth visits [7,15]. Such strategies include postvisit mood evaluations, one-click responses from health care teams, and encouraging messages, and may help further engage patients, alleviate stress, and maintain continuity of care during the pandemic [7,15].

As telehealth outreach increases, HCPs can optimize virtual visits by addressing patients’ top concerns during the pandemic. When asked what support or information would be most helpful, the top-rated responses included information about COVID-19, how it impacts individuals with specific diagnoses and disease regimens, and mental or emotional health support. Experts have already noted the important role telehealth could play in providing remote interdisciplinary care [16], including mental and emotional health services [17] during this global crisis. Thus, telehealth services across multiple disciplines and hospital services, including mental health care, social work, and patient navigation, may prove vital to providing quality care and meeting all information and supportive care needs of patients during COVID-19.

Finally, it is imperative to note which groups may be at highest risk of losing access to care as services shift to digital formats during COVID-19. According to these results, greater proportions of adults younger than 56 years have engaged in and are interested in telehealth than those 56 years or older, which may be unsurprising given the reported digital divide between younger and older generations [18]. This phenomenon has also been reflected in other literature assessing telehealth use both prior to and during the pandemic [19-21]. Although a higher percentage of older adults expressed no interest in telehealth compared to younger age groups, nearly half of those 56 years or older started using telehealth in response to COVID-19, nearly half said they would be willing to participate in telehealth even though they wanted to return to in-person in the future, one-third wanted to participate in telehealth even after the pandemic, and only 5% reported being interested but not knowing how to use telehealth. Given the fact that older adults, with or without underlying medical conditions, are at higher risk of serious illness from COVID-19 [1,22-24], particular efforts to communicate the benefits and importance of telehealth during the pandemic and engage this group in telehealth efforts may be vital. Because lower percentages of aging adults reported reaching out to their health care provider about COVID-19, it may also be particularly important for health care providers to initiate conversations about telehealth and pandemic-related information.

Similarly, smaller percentages of participants who reported lower household incomes and educational attainment participated in telehealth when compared to peers of higher income and educational status, realities that have also been noted in previous literature on digital health use [18,20,25]. Other researchers have noted measures HCPs can take to try to ensure telehealth does not exacerbate health inequities during the pandemic (eg, ensuring language interpreter access, recruiting telehealth staff from diverse backgrounds, providing patient trainings in telehealth use, and informing patients about free or discounted broadband access) [25,26]. Thus, future outreach efforts should focus on equitable communication and engagement of patients in telehealth practices.

Limitations

This study presents important information regarding telehealth use, resource needs, and information sources of individuals considered at risk for severe disease during COVID-19 due to underlying medical conditions. This data collection is not without limitations. Given the exploratory nature of this study, many of these measures have not been validated, and the general description of telehealth as a “virtual visit with a doctor/healthcare professional” may not encompass the full scope of telehealth practices taking place during the COVID-19 pandemic. Despite this fact, only 4% of individuals in the study reported that they had never heard of telehealth prior to the study, indicating a general awareness if the terminology among the study population. Because all participants were members of online health communities, the telehealth and information-seeking practices of this sample may also be skewed, as participants may be more comfortable with digital health solutions than the general public.

Finally, at approximately 2%, the response rate for this survey was low, the sample was primarily female (1781/2210, 81%), and the data was skewed toward older populations who rated their conditions with higher severity, which may skew the age analyses presented and limit the generalizability of these results. With this said, the demographic characteristics of this sample do mirror those of the larger sampling frame, given that, among 36,515 survey responses collected from American Health Union members over the previous year, 81% of responses were female and 48% were 60 years or older. By leveraging existing online health communities for data collection, however, this study included a large, national sample of individuals with underlying medical conditions and provides preliminary guidance regarding the telehealth practices and needs of this high-risk population during the COVID-19 pandemic.

Conclusions

These results offer important insight to current telehealth practices and information needs of patients with underlying medical conditions during COVID-19. Although many patients are engaging in telehealth, they continue to seek information about COVID-19, how the virus impacts people with their particular condition and treatment regimen, and support for mental and emotional health during the pandemic. Moving
forward, medical and public health professionals may continue to take an active approach to engaging patients with underlying conditions in available telehealth services, particularly those who are members of lower socioeconomic status and aging populations. Future research will explore changes in telehealth practices and information needs over time by examining data from multiple waves of this survey distributed between March and July of 2020.
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Abstract

Background: The COVID-19 pandemic has negatively affected medical education. However, little data are available about medical students’ distress during the pandemic.

Objective: This study aimed to provide details on how medical students have been affected by the pandemic.

Methods: A cross-sectional study was conducted. A total of 717 medical students participated in the web-based survey. The survey included questions about how the participants’ mental status had changed from before to after the Japanese nationwide state of emergency (SOE).

Results: Out of 717 medical students, 473 (66.0%) participated in the study. In total, 29.8% (141/473) of the students reported concerns about the shift toward online education, mostly because they thought online education would be ineffective compared with in-person learning. The participants’ subjective mental health status significantly worsened after the SOE was lifted (P<.001). Those who had concerns about a shift toward online education had higher odds of having generalized anxiety and being depressed (odds ratio [OR] 1.97, 95% CI 1.19-3.28) as did those who said they would request food aid (OR 1.99, 95% CI 1.16-3.44) and mental health care resources (OR 3.56, 95% CI 2.07-6.15).

Conclusions: Given our findings, the sudden shift to online education might have overwhelmed medical students. Thus, we recommend that educators inform learners that online learning is not inferior to in-person learning, which could attenuate potential depression and anxiety.

(J Med Internet Res 2021;23(2):e25232) doi:10.2196/25232
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Introduction

The COVID-19 global pandemic has drastically changed our lives, with more than 93 million cases and 2 million deaths reported globally as of January 17, 2021, according to statistics from the World Health Organization [1]. The pandemic led to significant declines in the global economy, and the uncertainty and fears associated with COVID-19 led to increases in mental health disorders. According to a systematic review by Xiong and colleagues, high rates of anxiety, depression, posttraumatic stress disorder, and psychological distress were reported in the general population [2]. Among the people affected, health care workers (HCWs) are considered to be more vulnerable to these issues. A previous cross-sectional study performed in the Asian-Pacific region looked into the psychological impact of COVID-19 on HCWs and noted that the burden of COVID-19 cases might not be related to psychological adversity; however, the increasing number of cases and mortality of COVID-19 continues to threaten the well-being of HCWs [3]. In Japan, more than 300,000 cases have been confirmed as of January 17, 2021, with an explosion in the number of cases in early April, August, and November 2020 [4]. While Japan previously
brought the outbreak under control through active cluster tracing, restriction of mass gatherings, and advocating universal masking and hand hygiene, the country has been experiencing a surge in the number of cases since November 2020, which suggests there were no simple solutions to this issue [5]. After the surge in COVID-19 cases, on April 16, 2020, the Government of Japan declared a state of emergency (SOE) in all 47 prefectures, which lasted until May 25, 2020 [6]. In Okayama, a prefecture in the western part of mainland Japan [7] with approximately 1.9 million people and ranked 20 out of 47 by population among the 47 prefectures, only 2071 confirmed cases had been reported by January 17, 2021. Behind the scenes of successful COVID-19 mitigation, however, those in education-related jobs and medical students struggled with the rapid change in the educational system, as shown in examples from Australia and Spain [8,9].

The SOE was lifted on May 14, 2020, in Okayama based on the low incidence of COVID-19. Okayama University School of Medicine (OUSM), one of the largest national universities in Japan, requested its students to stay home to prevent the spread of COVID-19 within the medical school and the hospital even before the SOE (ie, March 25, 2020). Until the stay-home request was lifted on May 22, 2020, medical students were required to cope with this sudden change in their lifestyle and shifted to online education amid the fear and considerable uncertainty surrounding COVID-19. In the early 2000s, the SARS-CoV outbreak had a devastating impact on academic education, including sudden curriculum changes and rapid integration of information technology [10-12]. Similarly, the current COVID-19 pandemic has provoked significant turmoil in society. In particular, as briefly noted above, mental health problems due to the pandemic have drawn attention worldwide as studies have suggested the need for mental health care interventions during the outbreak [13-18]. Medical students, who essentially need clinical exposure, may have been impacted even further by the pandemic because of the cancellation of clinical rotation. Due to the pandemic that forced educational institutions to eliminate in-person teaching sessions, medical students needed to adapt to new educational environments, such as distance or remote e-learning [19]. While some researchers argued that the COVID-19 pandemic could be an opportunity to catalyze changes in medical education [20], the rapid change in the system and environment might cause significant stress to medical students. Even before the COVID-19 pandemic, the global prevalence of anxiety among medical students was estimated to be 33.8%, and it was the most prevalent in those from the Middle East and Asia [21]. Also, a meta-analysis done in 2016 showed that depression was prevalent in 28.0% of medical students globally. Given the significant psychological distress related to the pandemic [22], the current prevalence of anxiety and depression among medical students might be even higher.

In Japan, medical schools follow an undergraduate medical education system, which is similar to most countries. Students typically enter medical school immediately after high school graduation, often at 18 years old, and they go through 6 years of medical education before graduation. The fundamental philosophy of academic medicine is to provide a quality educational experience. To date, few published studies have investigated the living environment and mental health status of medical students during the COVID-19 pandemic [23-25]. To address this, we conducted a total population survey of OUSM medical students to comprehensively clarify what they require and how they have been mentally affected by COVID-19.

**Methods**

**Study Design, Setting, and Participants**

We performed a cross-sectional study that employed an anonymous, self-administered, voluntary web-based survey. Participants included medical students in all years of study at OUSM. We invited all 717 medical students who belonged to the OUSM as of April 1, 2020 (ie, the first day of the academic year in Japan), to participate in the survey. The participants’ consent was implied by the completion of the survey.

Our research team developed the survey through consultation with a medical education expert panel at OUSM and through piloting. We conducted a pretest of all the instruments in a sample group of 15 recent medical school graduates, who graduated in April 2020, to confirm their comprehension of the test and to make sure the questions were appropriate to measure psychological distress amid the pandemic. Cronbach α for the instrument developed by the team was .73. Content validity of the survey, as confirmed by the medical education expert panel, showed that the instrument represented the proposed domains (ie, depression and anxiety distress) to be measured in medical students. The survey was administered with Qualtrics (Qualtrics International Inc), a web-based survey platform. We provided survey instructions and instruments in Japanese. We distributed survey links to the students using OUSM official mailing lists. All participants were invited to complete the survey within 1 week (ie, June 8-14, 2020, in Japan Standard Time). No financial incentives were provided for their participation in the survey. The survey included entries on demographics (ie, age, gender, education before entering medical school, employment status on the date of response, changes in employment status due to the COVID-19 pandemic, marital status, living environment, household size, and comorbidities) as well as COVID-19-related items (eg, chance of contracting COVID-19 during the current pandemic), self-learning-associated activities (eg, average amount of time spent self-learning per day), validated depression and anxiety scale instruments, and financial situations. Self-learning is defined as “proactive processes that students use to acquire academic skill” [26]. In this study, the concept of self-learning by participants includes reading medical books, watching webinars, or preparing for shelf exams by themselves. To protect participants’ anonymity as much as possible, participants were not prompted to enter their year of study.

**Measurements**

**COVID-19-Related Questions**

To evaluate the extent of participants’ concerns and preparedness for COVID-19, they were asked the questions listed in Textbox 1.

---

Textbox 1

<table>
<thead>
<tr>
<th>COVID-19-Related Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prospective questions</strong></td>
</tr>
<tr>
<td>1. Are you currently living at home?</td>
</tr>
<tr>
<td>2. Have you experienced any physical limitations due to COVID-19?</td>
</tr>
<tr>
<td>3. Have you experienced any mental distress due to COVID-19?</td>
</tr>
</tbody>
</table>

**Prospective answers**

<table>
<thead>
<tr>
<th>Potential answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

---

**COVID-19-Related Questions**

To evaluate the extent of participants’ concerns and preparedness for COVID-19, they were asked the questions listed in Textbox 1.
All questions were evaluated on a 5-point Likert scale, except for the item on the health status of the family, which was evaluated on a 3-point Likert scale. Those who responded with very concerned or concerned regarding the entry on concern about the shift toward online education were prompted to provide reasons. To describe participants’ needs, they were asked to note the types of support they wish to receive from the university if there is a resurgence of COVID-19. These responses were mandatory.

**Self-Learning and Related Activities**

As noted above, we developed the survey through consultation with a medical education expert panel at our facility. We assumed that several factors might be related to changes in medical students’ subjective mental health status. To evaluate subjective mental health status and the average amount of time per day that participants stayed at home, read books, played video games, and learned by themselves, respondents were prompted to answer the following questions, as pertaining to before the SOE order (ie, April 16, 2020) and during the last 2 weeks, with the base date of when participants completed the survey: How many hours a day did you stay at home? How many hours a day did you read books? How many hours a day did you play video games? and How many hours a day did you self-learn?

**Depression and Anxiety Disorders**

We assessed the presence of depression using the 9-item Patient Health Questionnaire (PHQ-9), a common screening tool for mood disorders. We used the validated Japanese translation of the scale [27]. The total score for the PHQ-9 ranges from 0 to 27, and we defined scores of 10 or more as having depression. We screened for anxiety disorders using the Japanese version of the 7-item Generalized Anxiety Disorder scale (GAD-7), which was validated in 2010 [28]. The total score ranges from 0 to 21, and we defined scores of 10 or more as having anxiety. We used cut points of 10 or greater in this study because total scores of 10 or more in the PHQ-9 or GAD-7 represent moderate depression or anxiety, respectively. Both instruments ask respondents about their mental health status during the last 2 weeks.

**Financial Situation**

In Japan, university students typically live on a monthly allowance from parents. According to the latest statistics by the National Federation of University Co-operative Associations, students receive 72,810 Japanese yen (JPY) (approximately US $680) a month on average [29]. Participants were prompted to give their monthly allowance from the following options: None, <30,000 JPY (US $280), 30,000-49,999 JPY (US $280-$467), 50,000-69,999 JPY (US $467-$654), 70,000-99,999 JPY (US $654-$935), and ≥100,000 JPY (≥US $935). Respondents were also asked to answer whether they were receiving a scholarship or student loan.

**Statistical Analysis**

We analyzed the data using JMP statistical software, version 13.1.0 (SAS Institute Inc). We used the Wilcoxon signed-rank test to examine differences in the amount of time participants spent on self-learning-related activities based on nonnormal distribution. For associations between categorical variables containing small sample sizes, we employed the Fisher exact test. To examine the predictive factors of categorical dependent variables, we used univariate logistic regression analyses. The threshold for significance was defined as $P<.05$.

**Ethical Approval**

This study protocol was approved by the Institutional Review Board of Okayama University Hospital (reference No. 2006-029; approved on June 5, 2020).

**Data Availability Statement**

The data sets generated and analyzed during this study are available from the corresponding author on reasonable request.

**Results**

**Overview**

The response rate to the survey was 66.0%, as 473 out of 717 OUSM students in all 6 years combined completed the survey. Participants’ demographic characteristics are summarized in Table 1. Of note, out of 473 respondents, 250 (52.9%) reported that they were engaged in part-time work, while 44 (9.3%)
reported having resigned or lost their jobs due to the COVID-19 pandemic. Out of 473 respondents, 8 (1.7%) and 6 (1.3%) noted that they had a past medical history of anxiety disorders and depression, respectively.

Table 1. Demographic characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=473)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years (n=471), mean (SD), 95% CI</td>
<td>22.0 (3.3), 21.7-22.3</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>161 (34.0)</td>
</tr>
<tr>
<td>Male</td>
<td>311 (65.8)</td>
</tr>
<tr>
<td>Nonconforming</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Education before medical school, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>434 (91.8)</td>
</tr>
<tr>
<td>Career college</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>4-year university</td>
<td>31 (6.6)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Part-time job</td>
<td>250 (52.9)</td>
</tr>
<tr>
<td>Schoolwork only: no extra work</td>
<td>221 (46.7)</td>
</tr>
<tr>
<td>Self-owned business</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Resigned or fired due to the pandemic</td>
<td>44 (9.3)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>467 (98.7)</td>
</tr>
<tr>
<td>Married</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Missing data</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Living environment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>308 (65.1)</td>
</tr>
<tr>
<td>With family</td>
<td>127 (26.8)</td>
</tr>
<tr>
<td>With a partner</td>
<td>20 (4.2)</td>
</tr>
<tr>
<td>Alone: family or relatives nearby</td>
<td>18 (3.8)</td>
</tr>
<tr>
<td>Household size, mean (SD), 95% CI</td>
<td>1.7 (1.3), 1.6-1.8</td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>401 (84.8)</td>
</tr>
<tr>
<td>Asthma</td>
<td>37 (7.8)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Depression</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>Other</td>
<td>34 (7.2)</td>
</tr>
</tbody>
</table>

\(^a\)Of the 473 respondents, 2 did not specify their age.

COVID-19-Related Survey Items

Table 2 and Figure 1 show respondents’ answers to the COVID-19-related survey items. Out of 473 respondents, 81 (17.1%) responded that they were either likely or very likely to contract COVID-19 during the ongoing pandemic; 275 (58.1%) agreed or strongly agreed to the prompt “I feel worried about COVID-19.” Regarding the breakdown of students’ concerns about COVID-19, 182 (38.5%), 121 (25.6%), and 235 (49.7%) out of 473 respondents acknowledged that they were concerned about the negative impacts of COVID-19 on their future career formation, relationship with teachers, and ongoing research or extracurricular activities, respectively, while 141 (29.8%) also reported concerns about a shift toward online education. The reasons for these concerns included the belief that online education may not be as effective as on-site education (92/141, 65.2%), possible resurgence of the COVID-19 outbreak leading to a sudden change in the curriculum (74/141, 52.5%), and decreased clinical exposure (92/141, 65.2%).
Of the 473 participants, 298 (63.0%) answered that they would request financial aid if a stay-home order recurred due to a COVID-19 resurgence, followed by a request for food aid (100/473, 21.1%), technical support for online education (100/473, 21.1%), and mental health care resources, including counseling by therapists or psychologists (85/473, 18.0%).
Table 2. Results of the COVID-19-related survey items.

<table>
<thead>
<tr>
<th>Survey entry and responses</th>
<th>Value (N=473), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Chance of contracting COVID-19 during the current pandemic&quot;</td>
<td></td>
</tr>
<tr>
<td>Very likely</td>
<td>15 (3.2)</td>
</tr>
<tr>
<td>Likely</td>
<td>66 (14.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>238 (50.3)</td>
</tr>
<tr>
<td>Unlikely</td>
<td>121 (25.6)</td>
</tr>
<tr>
<td>Very unlikely</td>
<td>33 (6.9)</td>
</tr>
<tr>
<td>&quot;Degree of concern about the health status of your family&quot;</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>198 (41.9)</td>
</tr>
<tr>
<td>Somewhat concerned</td>
<td>237 (50.1)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>38 (8.0)</td>
</tr>
<tr>
<td>&quot;I have enough knowledge about symptoms of COVID-19&quot;</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Agree</td>
<td>158 (33.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>169 (35.7)</td>
</tr>
<tr>
<td>Disagree</td>
<td>116 (24.5)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>22 (4.7)</td>
</tr>
<tr>
<td>&quot;I have enough knowledge about the treatment of COVID-19&quot;</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>6 (1.3)</td>
</tr>
<tr>
<td>Agree</td>
<td>65 (13.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>138 (29.2)</td>
</tr>
<tr>
<td>Disagree</td>
<td>196 (41.4)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>68 (14.4)</td>
</tr>
<tr>
<td>&quot;I feel worried about COVID-19&quot;</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>46 (9.7)</td>
</tr>
<tr>
<td>Agree</td>
<td>229 (48.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>106 (22.4)</td>
</tr>
<tr>
<td>Disagree</td>
<td>77 (16.3)</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>15 (3.2)</td>
</tr>
<tr>
<td>&quot;Concerned about future career formation due to COVID-19&quot;</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>46 (9.7)</td>
</tr>
<tr>
<td>Concerned</td>
<td>136 (28.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td>130 (27.5)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>85 (18.0)</td>
</tr>
<tr>
<td>Never concerned</td>
<td>76 (16.0)</td>
</tr>
<tr>
<td>&quot;Concerned about attenuated relationship to teachers&quot;</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>20 (4.2)</td>
</tr>
<tr>
<td>Concerned</td>
<td>101 (21.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>136 (28.7)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>129 (27.3)</td>
</tr>
<tr>
<td>Never concerned</td>
<td>87 (18.4)</td>
</tr>
<tr>
<td>&quot;Concerned about disruption of ongoing research or extracurricular activities&quot;</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>66 (14.0)</td>
</tr>
<tr>
<td>Survey entry and responses</td>
<td>Value (N=473), n (%)</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Concerned</td>
<td>169 (35.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>91 (19.2)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>67 (14.2)</td>
</tr>
<tr>
<td>Never concerned</td>
<td>80 (16.9)</td>
</tr>
<tr>
<td>“Concerned about shift toward online education”</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>18 (3.8)</td>
</tr>
<tr>
<td>Concerned</td>
<td>123 (26.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>115 (24.3)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>121 (25.6)</td>
</tr>
<tr>
<td>Never concerned</td>
<td>96 (20.3)</td>
</tr>
<tr>
<td>“The reasons for concern about a shift toward online education” (n=141)</td>
<td></td>
</tr>
<tr>
<td>Online education may not be as effective as on-site education</td>
<td>92 (65.2)</td>
</tr>
<tr>
<td>Fear of sudden change in the curriculum</td>
<td>74 (52.5)</td>
</tr>
<tr>
<td>Less clinical exposure</td>
<td>92 (65.2)</td>
</tr>
<tr>
<td>“What supports do you want from the university?”</td>
<td></td>
</tr>
<tr>
<td>Financial aid (eg, tuition waiver and no-interest student loan)</td>
<td>298 (63.0)</td>
</tr>
<tr>
<td>Food aid</td>
<td>100 (21.1)</td>
</tr>
<tr>
<td>Resources for mental health care</td>
<td>85 (18.0)</td>
</tr>
<tr>
<td>Technical support (eg, free rental of personal computer and pocket Wi-Fi)</td>
<td>100 (21.1)</td>
</tr>
<tr>
<td>Basic livelihood support (eg, resources for health maintenance or preventing domestic violence)</td>
<td>57 (12.1)</td>
</tr>
</tbody>
</table>

This survey entry was explicitly answered by participants who answered very concerned or concerned in response to the item “Concerned about shift toward online education.” Multiple answers were permitted.

Multiple answers were permitted.

Figure 1. (A) The breakdown of medical students’ educational concerns related to COVID-19. (B) What medical students want from the university upon the second wave the COVID-19 pandemic.

Change in Self-Learning-Related Amount of Time Before and After the SOE

We compared the change in the average amount of time per day that respondents spent at home, reading books, playing video games, and self-learning before the SOE and within 2 weeks prior to the survey completion, after the SOE. As shown in Table 3 and Figure S1 in Multimedia Appendix 1, the participants spent significantly longer on all the activities mentioned above after the SOE compared to before the SOE ($P<.001$). There were also significant differences in their subjective mental health status before and after the SOE, based on the Wilcoxon signed-rank test ($P<.001$).
Table 3. Comparison of age-weighted self-learning and related activity times of medical students before and after the national state of emergency (SOE) in Japan.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Before SOE (N=473)</th>
<th>Last 2 weeks(^a) (N=473)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity (hours/day), mean (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stay at home</td>
<td>16.1 (15.7-16.6)</td>
<td>18.8 (18.5-19.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading books</td>
<td>0.70 (0.58-0.82)</td>
<td>1.1 (0.96-1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Playing video games</td>
<td>1.5 (1.3-1.7)</td>
<td>2.1 (1.9-2.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-learning</td>
<td>2.6 (2.4-2.8)</td>
<td>4.0 (3.7-4.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Subjective mental health status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>85 (18.0)</td>
<td>39 (8.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>171 (36.1)</td>
<td>58 (12.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fair</td>
<td>193 (40.8)</td>
<td>286 (60.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bad</td>
<td>18 (3.8)</td>
<td>76 (16.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Very bad</td>
<td>6 (1.3)</td>
<td>14 (3.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)The base date of the last 2 weeks is the date when the participants answered the survey. The survey period was from June 8 to 14, 2020.

\(^b\)P values were calculated with the Wilcoxon signed-rank test.

Regression Analyses of Factors Associated With Depression and Anxiety

Of the 473 participants, 75 (15.9%) had PHQ-9 scores of 10 or more and 34 (7.2%) had GAD-7 scores of 10 or more. Table 4 presents all the results from the univariate regression analyses. The odds of being depressed were significantly higher in those who had concerns about a shift toward online education (odds ratio [OR] 1.97, 95% CI 1.19-3.28) and in those who said they would request food aid (OR 1.99, 95% CI 1.16-3.44) and mental health care resources (OR 3.56, 95% CI 2.07-6.15) from the university in the event of the resurgence of COVID-19. Regarding generalized anxiety, the odds were higher in respondents who said they would request food aid (OR 2.50, 95% CI 1.21-5.20) and mental health care resources (OR 3.16, 95% CI 1.51-6.59).
Table 4. Results of univariate regression analyses of factors associated with depression and generalized anxiety in Japanese medical students.

<table>
<thead>
<tr>
<th>Dependent variable and independent variables</th>
<th>Odds ratio (95% CI)a</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression (n=75), PHQ-9b score ≥10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs male</td>
<td>1.08 (0.58-2.01)</td>
<td>.81</td>
</tr>
<tr>
<td>Age</td>
<td>1.06 (0.96-1.16)</td>
<td>.45</td>
</tr>
<tr>
<td><strong>Concerned about the followingc:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future career formation</td>
<td>1.40 (0.85-2.30)</td>
<td>.18</td>
</tr>
<tr>
<td>Attenuated relationship to teachers</td>
<td>1.46 (0.85-2.50)</td>
<td>.17</td>
</tr>
<tr>
<td>Disruption of ongoing research or extracurricular activities</td>
<td>0.81 (0.50-1.33)</td>
<td>.41</td>
</tr>
<tr>
<td>Shift toward online education</td>
<td>1.97 (1.19-3.28)</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Would request the following:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial aid</td>
<td>0.92 (0.55-1.53)</td>
<td>.74</td>
</tr>
<tr>
<td>Food aid</td>
<td>1.99 (1.16-3.44)</td>
<td>.01</td>
</tr>
<tr>
<td>Mental health care resources</td>
<td>3.56 (2.07-6.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Anxiety (n=34), GAD-7d score ≥10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs male</td>
<td>0.81 (0.37-1.74)</td>
<td>.58</td>
</tr>
<tr>
<td>Age</td>
<td>0.96 (0.85-1.09)</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Concerned about the followingc:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future career formation</td>
<td>0.75 (0.36-1.58)</td>
<td>.45</td>
</tr>
<tr>
<td>Attenuated relationship to teachers</td>
<td>1.43 (0.68-3.03)</td>
<td>.35</td>
</tr>
<tr>
<td>Disruption of ongoing research or extracurricular activities</td>
<td>0.53 (0.26-1.09)</td>
<td>.09</td>
</tr>
<tr>
<td>Shift toward online education</td>
<td>1.50 (0.73-3.10)</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Would request the following:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial aid</td>
<td>1.25 (0.59-2.62)</td>
<td>.56</td>
</tr>
<tr>
<td>Food aid</td>
<td>2.50 (1.21-5.20)</td>
<td>.01</td>
</tr>
<tr>
<td>Mental health care resources</td>
<td>3.16 (1.51-6.59)</td>
<td>.002</td>
</tr>
</tbody>
</table>

aUnivariate regression analysis was performed for each dependent variable.
bPHQ-9: 9-item Patient Health Questionnaire.
cParticipants who answered very concerned or concerned in the respective survey entries listed in Table 2 were considered the positive concerns group. On the other hand, those who answered neutral, not concerned, or not at all concerned were considered the no concerns group in this analysis.
dGAD-7: 7-item Generalized Anxiety Disorder scale.

Prevalence of Financial Hardship

Table 5 and Figure S2 in Multimedia Appendix 1 show the self-reported monthly allowance from parents and situations regarding financial aid. Out of 473 respondents, 332 (70.2%) had a monthly allowance that was lower than the national average (ie, 72,810 JPY; approximately US $680) [29], while 131 (27.7%) received some sort of financial aid for their living and education expenses.
to achieve long-term goals or the financial hardship. Recently, the theory of willpower has students are financially well-off,” many may have experienced Table 5). Contrary to the general notion in Japan that “medical the national average monthly allowance from their parents (see COVID-19 pandemic (see Table 2). In particular, 63.0% of respondents reported the need for financial aid in the event of a second wave of the pandemic. These data correspond to the fact that more than 70% of participants received no more than the national average monthly allowance from their parents (see Table 5). Contrary to the general notion in Japan that “medical students are financially well-off,” many may have experienced financial hardship. Recently, the theory of willpower has gathered public attention. Willpower is defined as the ability to resist short-term temptations to achieve long-term goals or the capacity to override an unwanted thought or impulse [32,33]. As previously studied, the theory is even applicable to students [34]. Financial stability is considered a prerequisite of willpower, which aids appropriate decision making [32]. Combined with previous research findings showing that financial instability could lead to worse mental health outcomes [35,36], educational institutions are expected to develop a strategy to offer financial support to those in need. Although there are no straightforward solutions to address psychological distress amid the pandemic, we encourage educational institutions to provide emergency grant funding and to lobby the national or local government to offer additional funding given the number of students in critical need.

Regarding lifestyle changes and psychological distress, after the SOE was lifted, the participants experienced significantly worse mental health and spent a significantly longer time at home, reading books, playing video games, and learning by themselves (see Table 3) than before the announcement of the SOE. Our results are consistent with prior longitudinal and cross-sectional studies that showed that the COVID-19 pandemic led to a sedentary lifestyle and psychological distress [13,16,17,37]. While longer self-study times and reading books could be the consequences of staying at home longer and might not have detrimental effects on students’ well-being, increasing time spent playing video games might be alarming. A previous study suggested that internet addiction is significantly associated with depression and anxiety [38]. As indicated by a previous study, the increase in gaming could be a coping behavior against psychological stress [39].

As for regression analyses of factors associated with depression and anxiety, in our study population, those who said they would request food aid and mental health care resources from the university upon the future resurgence of the COVID-19 outbreak had significantly higher odds of depression and anxiety. Furthermore, concerns around the shift toward online education were identified as factors associated with depression (see Table 4). Surprisingly, 65.2% of those concerned about the shift
toward online education thought online education was less effective than in-person education. While previous studies have reported the utility and noninferiority of online learning compared to offline in-person learning [40,41], this study’s results revealed a potential gap in perception regarding the effectiveness of online education between medical students and educators. Educators should not assume that students know the potential benefits of online learning, and it is essential to inform learners that online learning is not inferior to in-person learning, which could attenuate potential depression and anxiety. While in-person communication has become difficult nowadays due to the fear of COVID-19, medical schools may need to reach out to students to find out who among them are suffering from underlying life insecurity and provide multilateral support, including early mental health care interventions. In particular, cognitive behavioral therapy (CBT) has drawn attention as an effective solution to help mitigate psychological distress. Ho et al discussed mental health strategies to support HCWs amid the COVID-19 pandemic, and they noted that CBT could mitigate maladaptive coping behaviors, including self-blame, by enhancing stress-managing skills [42]. In particular, internet CBT (I-CBT) using a learning management platform such as Moodle has been noted as a cost-effective and valid solution to address psychiatric symptoms [43,44]. Further studies are warranted to determine whether I-CBT may also be an effective solution for medical students’ psychological distress in Japan.

Although this study’s findings might be discouraging, medical students potentially have a role during the COVID-19 pandemic. In several countries including the United States and Vietnam, the mobilization of medical students toward a frontline COVID-19 response has been reported as a considerable help in assisting HCWs while increasing the clinical experience of the students [45,46]. While mobilization of medical students to help in the COVID-19 response needs to be voluntary, this is undoubtedly something that medical students can contribute to the community, health care system, and society. Knowing about good examples from other countries amid the pandemic might help medical students raise their hopes and overcome psychological distress. Educators are encouraged to provide supports to meet individual student needs, and the approach should not be a one-size-fits-all type. A longitudinal nationwide study to follow up with the mental health of medical students is warranted.

Several limitations of this study should be noted. First, due to the single-center, cross-sectional survey design, we may not conclude causal relationships. Second, cross-sectional research contains a limitation in terms of addressing changes over time. While we illustrated the changes in the average amount of time that students spent on self-learning-related activities before and after the SOE in Table 3, a longitudinal study design would be more appropriate to examine the differences in the study cohort.

Third, we asked participants to provide their mental health status and amount of time spent on self-learning-related activities before the SOE, approximately 6 weeks before the survey implementation, both of which are subject to recall bias. Fourth, we did not check the convergent and structural validity of the instrument developed by our team. Thus, it should be noted that these scores might not represent hypothesized domains (ie, depression and anxiety). Next, the PHQ-9 and the GAD-7 are self-reported questionnaires that measure psychiatric symptoms, and no clinical diagnoses of depression or anxiety were made. It should be noted that the gold standard for establishing psychiatric diagnosis involves structured clinical interviews and functional neuroimaging [47,48]. Also, PHQ-9 and GAD-7 scores were obtained only after the SOE. Thus, they might not have changed during the period from before the SOE to after. Lastly, due to the nature of the survey topic, those interested in the COVID-19 public health emergency or in mental health may have been more likely to respond, leading to self-selection bias. Despite these limitations, a total population sampling strategy coupled with higher-than-usual response rates [49] contributed to high internal validity.

In conclusion, through this study, we have provided graphical data and evidence regarding the impacts of the COVID-19 pandemic on medical students. In circumstances of considerable uncertainty, both educators and medical students need to be flexible, patient, and resilient. The uncertainty and drastic change triggered substantial psychological distress in students, which was greater than we had assumed. Although Okayama prefecture survived the pandemic with fewer confirmed COVID-19 cases than other prefectures, medical students experienced significant adverse impacts due to the public health emergency. Educational institutions should recognize the prevalence of basic needs insecurity, such as financial difficulties and a shortage of staples, including food. We encourage educational institutions to offer emergency grant funding and lobby the government to provide additional funding at a policy level, given the number of students in critical need. As medical educators, we need to be accountable for the advantages of online education in the field of medicine to alleviate students’ psychological distress, in addition to providing multilateral support to those in need, including early mental health care interventions such as I-CBT. While we targeted medical students in a single Japanese national university, the survey results warrant further research and analysis to determine whether the observed distress was amplified by existing anxiety, depression, burnout, etc, or whether it was a wholly COVID-19-related phenomenon. We call for increased research in populations with more COVID-19 cases than in Japan to figure out the challenges that medical students from different cultures and backgrounds have been facing amid the pandemic.
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Abstract

COVID-19 cases are exponentially increasing worldwide; however, its clinical phenotype remains unclear. Natural language processing (NLP) and machine learning approaches may yield key methods to rapidly identify individuals at a high risk of COVID-19 and to understand key symptoms upon clinical manifestation and presentation. Data on such symptoms may not be accurately synthesized into patient records owing to the pressing need to treat patients in overburdened health care settings. In this scenario, clinicians may focus on documenting widely reported symptoms that indicate a confirmed diagnosis of COVID-19, albeit at the expense of infrequently reported symptoms. While NLP solutions can play a key role in generating clinical phenotypes of COVID-19, they are limited by the resulting limitations in data from electronic health records (EHRs). A comprehensive record of clinic visits is required—audio recordings may be the answer. A recording of clinic visits represents a more comprehensive record of patient-reported symptoms. If done at scale, a combination of data from the EHR and recordings of clinic visits can be used to power NLP and machine learning models, thus rapidly generating a clinical phenotype of COVID-19. We propose the generation of a pipeline extending from audio or video recordings of clinic visits to establish a model that factors in clinical symptoms and predict COVID-19 incidence. With vast amounts of available data, we believe that a prediction model can be rapidly developed to promote the accurate screening of individuals at a high risk of COVID-19 and to identify patient characteristics that predict a greater risk of a more severe infection. If clinical encounters are recorded and our NLP model is adequately refined, benchtop virologic findings would be better informed. While clinic visit recordings are not the panacea for this pandemic, they are a low-cost option with many potential benefits, which have recently begun to be explored.

(J Med Internet Res 2021;23(2):e20545) doi:10.2196/20545
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Challenges in Identifying COVID-19 Clinical Phenotypes

COVID-19 cases are exponentially increasing worldwide; however, clinical COVID-19 phenotypes remain unclear. A clinical phenotype is an observable characteristic (ie, symptom) of a disease in a particular individual. A meta-analysis of COVID-19–related symptom presentations reported that the most frequent clinical symptoms are fever, cough, fatigue, and dyspnea [1]. However, the meta-analysis reported considerable
heterogeneity ($I^2=84.9\%-96.4\%$) among studies, potentially suggestive of the extreme heterogeneity among these symptoms at the individual patient level. Other less frequent COVID-19 symptoms include anosmia, dysgeusia, headache, sore throat, rhinorrhea, diarrhea, nausea, and myalgias [2]. However, their clinical implication, prevalence, and importance remain unclear.

A traditional reductionist approach to identifying COVID-19 treatments is not as simple as extrapolating the current knowledge toward our limited SARS-CoV-2 model. Clinical treatments are often based on a set of established biochemical markers, and reports of less frequent symptoms of a disease may reveal a biochemical pathway that can be subjected to pharmacotherapeutic intervention with previously unreported agents. Only laboratory tests can confirm a diagnosis of COVID-19, but such tests are in short supply. This presents an unprecedented need to develop better assessment methods to identify and generate heterogeneity in the clinical profile of COVID-19 and other viral diseases across the entire health care system. The urgency of this need cannot be understated, as it holds a key to understand how to identify and treat COVID-19 more accurately.

Using “Big Data” to Understand the Clinical Manifestations of COVID-19

Natural language processing (NLP) and machine learning may yield a method to rapidly identify individuals at a high risk for COVID-19 and to understand key symptoms upon clinical manifestation and presentation [3]. The existing applications of NLP and machine learning in medical diagnostics are based on a combination of structured (eg, symptom codes, medications, laboratory findings, etc) and unstructured (eg, visit notes, radiology reports, etc) data recorded by clinicians in patients’ electronic health records (EHRs). Using NLP and machine learning approaches, data on documented signs and symptoms in the EHR are already being used to identify clinical conditions (computational phenotyping) [4]. Such NLP-based efforts are currently being applied to unstructured text data captured in the EHR from telehealth consultations to develop better screening tools for COVID-19 [5]. Ancillary data can improve the accuracy of computational phenotyping, such as information from disease registries. However, the performance of any model is determined by the quality of data used to generate it, and concerns exist about the fullness of data captured in the EHR.

Limitations of EHR Data

This considerable degree of symptom heterogeneity reported among patients with COVID-19 can deter the accurate documentation of less frequently reported symptoms in the EHR. Documentation inaccuracies in electronic medical records are not a new phenomenon; an analysis of data from 105 clinics indicated that 90% of clinician notes had at least one error, including 636 documentation errors that accounted for 181 charted findings that did not take place and 455 findings that were not charted [6]. Data on such symptoms may not be accurately synthesized into patient records owing to the pressing need to treat patients in overburdened health care settings. In this scenario, clinicians may focus on documenting widely reported symptoms that suggest a diagnosis of COVID-19 albeit at the expense of infrequently reported symptoms because overburdened clinicians are more likely to be affected by cognitive biases such as anchoring and confirmation biases [7]. Additionally, codes of the International Classification of Diseases (10th revision), the mainstay of documentation in electronic medical records, do not adequately capture COVID-19–related symptoms [8]. While NLP solutions can play a key role in generating clinical phenotypes of COVID-19, they are limited by the resulting limitations in EHR data. A comprehensive record of the clinic visits is required—an audio recording may be the solution [9].

Clinical Phenotypes Based on Audio Recordings of Clinic Visits

A small but growing number of health systems routinely obtain audio recordings, and, in some cases, video recordings of clinic visits [9,10]. For example, human scribes are commonly employed to review recordings of clinic visits and make detailed notes, thus reducing the documentation burden on clinicians and improving the accuracy of data entered in the EHR. A recording of the clinic visit represents a more comprehensive and accurate record of patient-reported symptoms. If performed at scale, a combination of data from the EHR and recordings of clinic visits can be used to power NLP and machine learning models, thus rapidly generating a clinical phenotype of COVID-19 and infections with subsequent SARS-CoV-2 strains. In addition to a more comprehensive record of symptoms discussed, recordings also asynchronously collect additional ancillary information such as the type and frequency of cough, which can help improve the precision of phenotyping.

The generation of NLP and machine learning models requires the transcription of vast quantities of conversations of patients being investigated for COVID-19 upon clinic visits (with subsequent confirmatory laboratory tests for the disease) and the annotation of these transcripts by annotators trained to identify symptom mentions. The performance of automated speech recognition algorithms has significantly improved [10], allowing for the real-time use of audio data rather than transcripts of audio data, which are more time-consuming to obtain. Real-time risk assessment is critical when responding to an infectious disease such as COVID-19, since it allows for individuals to identify their risk level and more rapidly self-isolate, thus reducing the risk of disease transmission. Data annotation to generate models that can accurately identify symptoms is not without its challenges, many of which have been summarized by Quiroz et al [11]. It can be difficult for annotators to identify vaguely indicated symptoms from the unstructured natural language used in clinic visit conversations, with a negative impact on model performance. Rigorous training of annotators can help mitigate this challenge; however, such training and annotation is time-consuming and would require a large team of annotators to rapidly meet the immediate need for such an analysis. In addition, model training requires human input and time. Furthermore, the generation of optimal data would require continuous data refinement, wherein records of
suspected cases are replaced by the findings of confirmatory tests so as not to correspond to clinician views or biases.

**Implications of the Adoption of Clinic Visit Recordings in Managing COVID-19**

We propose the generation of a pipeline from the audio recordings of clinic visits to models based on clinical symptoms and the prediction of COVID-19 incidence (Figure 1). With vast amounts of available data, we believe a prediction model can be rapidly developed to promote accurate screening of individuals at risk of COVID-19. Beyond the challenge of generating a clinical phenotype, an unfiltered account of a patient’s clinical experience of the disease allows us to answer other pressing questions, such as those related to understanding the constellation of patient characteristics that may predict a greater risk of a more severe infection. If clinical consultations are recorded and our NLP model is adequately refined, benchtop virologic findings are better informed. Recordings of clinic visits also provide a historic reference, such that we may be better prepared for subsequent pandemics.

**Figure 1.** Natural language processing pipeline from audio recordings to the establishment of a clinical phenotype of COVID-19.

With the mass transition to telehealth consultations and the availability of guidance for conducting remote assessments of COVID-19 via telehealth at primary care centers [12], an opportunity to capture audio recordings of consultations at scale is now available. An accurate model predicting a higher risk of COVID-19 could be applied to telehealth consultations with the added benefit of reducing the exposure risk among clinicians, patients, and the general public. The use of NLP for remote COVID-19 screening is already emerging; for example, audio recordings of cough sounds are being used to identify individuals with COVID-19 [13,14].

**Data From Beyond the Clinic**

While recordings of clinic visits are not the panacea for this pandemic, they are a low-cost alternative with many potential benefits that have recently begun to be explored. Beyond audio recordings, video recordings of telehealth consultations can provide additional diagnostic information such as skin appearance [12]. At-home voice-based technologies such as Amazon Alexa, Apple’s Siri, and Google Home can also be used, allowing further information from outside of clinic visits to supplement predictive models [15]. For example, the Mayo Clinic has recently added a skill to Amazon Alexa called “Answers on COVID-19,” which provides resources on COVID-19 and a virtual questionnaire to determine a person’s symptoms and whether the person should get tested for COVID-19 [16].

Considering current accelerated efforts to manage COVID-19, care must be taken to rigorously protect sensitive data, with existing challenges in accessing the corpus of patient recordings needed to generate these models [11]. A data collection method should only be used entirely with an opt-in voluntary framework to preserve privacy and confidentiality; however, this method can help obtain data on COVID-19 symptom exacerbation at a scale unattainable with all traditional methods. This, as is often the case, points toward an evolving learning health system capable of managing computable knowledge.
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Abstract

Background: Intimate partner violence (IPV) is one of the leading causes of pregnancy-related death. Prenatal health care providers can offer critical screening and support to pregnant people who experience IPV. During the COVID-19 shelter-in-place order, mobile apps may offer such people the opportunity to continue receiving screening and support services.

Objective: We aimed to examine cases of IPV that were reported on a prenatal care app before and during the implementation of COVID-19 shelter-in-place mandates.

Methods: The number of patients who underwent voluntary IPV screening and the incidence rate of IPV were determined by using a prenatal care app that was disseminated to patients from a single, large health care system. We compared the IPV screening frequencies and IPV incidence rates of patients who started using the app before the COVID-19 shelter-in-place order, to those of patients who started using the app during the shelter-in-place order.

Results: We found 552 patients who started using the app within 60 days prior to the enforcement of the shelter-in-place order, and 407 patients who used the app at the start of shelter-in-place enforcement until the order was lifted. The incidence rates of voluntary IPV screening for new app users during the two time periods were similar (before sheltering in place: 252/552, 46%; during sheltering in place: 163/407, 40%). The overall use of the IPV screening tool increased during the shelter-in-place order. A slight, nonsignificant increase in the incidence of physical, sexual, and psychological violence during the shelter-in-place order was found across all app users (P=.56). Notably, none of the patients who screened positively for IPV had mentions of IPV in their medical charts.

Conclusions: App-based screening for IPV is feasible during times when in-person access to health care providers is limited. Our results suggest that the incidence of IPV slightly increased during the shelter-in-place order. App-based screening may also address the needs of those who are unwilling or unable to share their IPV experiences with their health care provider.

(J Med Internet Res 2021;23(2):e22790) doi:10.2196/22790
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Introduction

Intimate partner violence (IPV) is one of the leading causes of pregnancy-related death [1-3]. In a study of pregnant women who were enrolled in the Nurse Family Partnerships program, 4.7% of participants reported that they experienced IPV during the first 36 weeks of their pregnancy [4]. The documented prevalence of IPV among pregnant women in the United States ranges from <1% to almost 20%, depending on the type of violence and the source of the estimate [5,6]. IPV prevalence estimates using hospital-based samples tend to be higher than population-based studies. This may be due to the higher number of documentation opportunities or the type of screening. Under shelter-in-place mandates, people who experience violence and abuse face restricted access to protective networks, such as health care professionals. Although increases in the number of IPV-related hotline calls have been reported in the media [7,8] and documented in scientific literature [9,10], there is still limited data on the increased number of IPV cases that have been reported to health care systems during the COVID-19 pandemic. Mobile apps that address IPV have been successfully designed [11]. Therefore, such apps may be effective sources of screening and support during the pandemic [12]. During enforced isolation, social networks are restricted. As such, mobile apps may also support the dissemination of IPV risk information to the public. In this study, we examined IPV cases that were reported through a prenatal care app that was prescribed to patients from a large academic health care system. We specifically examined cases from a single US county that were reported 2 months before and after the enforcement of shelter-in-place mandates in 2020.

Methods

Recruitment

In late September 2019, a large academic health system started prescribing the MyHealthyPregnancy app (Apple v.1.4.7 and Android v.1.8) [13] to pregnant patients during their first prenatal appointment. Prior to the COVID-19 pandemic, this app was poised to launch across the entire health care system as a quality improvement initiative. The MyHealthyPregnancy app uses machine learning algorithms to analyze patient-entered data, model each patient’s likelihood of experiencing adverse pregnancy events (eg, hypertension and premature delivery), and assess patients’ psychosocial risks. The app also offers relevant resources (eg, local women’s shelters) to users and notifies their providers about specific risk information in real time (ie, risk information that patients have shared on the app). Furthermore, all app users are notified that their care provider may not see or respond to all risk notifications. The app provides information on immediate actions that users can take to minimize their risks (eg, calling 911, calling their prenatal care provider, or watchfully waiting), based on the seriousness of the identified risks.

All app content was developed in conjunction with a clinical education team that was employed by the health care system. The same team reviewed all app content. The MyHealthyPregnancy app is a product of Naima Health LLC (limited liability company).

The internal protocol for prescribing the MyHealthyPregnancy app involved sending an invitation link to patients’ phones and prompting patients to use the app as part of their routine prenatal care. The link allowed users to access a unique code for downloading the app from the Android or Apple app store. By virtue of owning a smartphone, downloading the app, and completing the onboarding process, all users were considered smartphone and internet literate. An individual could not download the app and undergo the onboarding process unless they received a text message–based prescription for the app from their health care provider’s office.

The app users included in this study were pregnant residents of Allegheny County, Pennsylvania who were prescribed the MyHealthyPregnancy app during an in-person visit. All app users were offered an opportunity to undergo IPV screening through the app (ie, users received in-app messages that stated “Are you concerned about your safety? Take the pregnancy safety quiz”). Screening was not mandatory, and the screening tool could be accessed from a specific part of the app. We examined data that were collected from January 23 to May 15, 2020, to analyze app-based IPV disclosure before and during the enforcement of local shelter-in-place mandates (ie, approximately 2 months before and after mandate enforcement).

App users consented to the sharing of identifiable data for research purposes and the publication of anonymized aggregate data. Patients did not receive any financial compensation for app use, which was considered a part of routine prenatal care. All analyses were approved by the UPMC health system’s quality index review board.

Safety Protocols

App access was protected by a password that was set by the user. The app included a password reset function that required users to input their user ID to receive a personalized text message that provided instructions on how to complete the process. A technical troubleshooting hotline was also available at all times. The IPV screening tool and screening-related notifications used language that was not specific to partner relationships or safety. These notifications were designed to be simple to dismiss, in case there were times when users felt uncomfortable with answering the screening questions. Furthermore, IPV screening data could not be stored or accessed in the app after the screening process was completed, thereby minimizing app users’ risk of privacy violations. An icon, which was displayed next to questions about IPV, informed users that positive IPV screening results would be sent to their health care provider. All positive IPV screening results were routinely sent to a UPMC clinical support team.

Measures

The app onboarding process involved answering questions about clinical history (eg, prior preterm births and nulliparity) and demographics. Voluntary, validated screening measures were offered to users after they completed the onboarding process. We used two questions from the Centers for Disease Control and Prevention Behavioral Risk Factor Surveillance System as...
measures of physical violence and forced sexual acts. We also used 10 questions from the Women’s Experience with Battering scale to quantify psychological abuse [14,15]. Once shelter-in-place mandates were enforced, MyHealthyPregnancy app users were sent a text message that prompted them to use the app to share information about their COVID-19–related protective actions (eg, social distancing) with their care provider. All app users were also offered a COVID-19 triaging tool for assessing their symptoms.

IPV screening is part of the health care system’s standard prenatal screening battery. We reviewed the medical charts of patients who screened positively for IPV, to determine whether positive IPV screening tests were documented and to identify all in-person interactions that took place within the system (ie, emergency room, routine prenatal care, specialist care, and physical therapy appointment interactions) during the course of patients’ pregnancies.

Statistical Analysis
We compared the IPV screening frequencies and IPV incidence rates of patients who started using the app before the shelter-in-place order, to those of patients who started using the app during the shelter-in-place order, by conducting a two-sample Chi-square test of proportions. IPV incidence rates were then queried against patients’ medical charts, to determine whether IPV was documented by a health care provider. Analyses were conducted with R version 3.6.0 (R Foundation for Statistical Computing).

Results
In total, 552 users completed the MyHealthyPregnancy app onboarding process within 60 days prior to the enforcement of shelter-in-place orders (ie, January 23 to March 22, 2020), whereas 407 users completed the onboarding process between the start and end of shelter-in-place enforcement (ie, March 23 to May 15, 2020). Of the 284 respondents who answered all the questions about COVID-19 protective actions, approximately 281 (99%) reported that they adhered to shelter-in-place measures. Frequently performed protective actions included washing hands with soap and water multiple times per day; using hand sanitizer multiple times per day; wearing a face mask; and avoiding public spaces, gatherings, or crowds (eg, not socializing with people who had a high risk of SARS-CoV-2 infection or not frequenting restaurants). Table 1 shows the demographics of patients who completed the onboarding process before and during the shelter-in-place order.

Table 1. MyHealthyPregnancy app user demographics. The demographic distribution of the sample reflects the demographic distribution of the health care system’s pregnant population.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Completed onboarding before the shelter-in-place order (N=552), n (%)</th>
<th>Completed onboarding during the shelter-in-place order (N=407), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>62 (11)</td>
<td>40 (10)</td>
</tr>
<tr>
<td>White</td>
<td>430 (78)</td>
<td>330 (81)</td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>13 (2)</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>45 (8)</td>
<td>33 (8)</td>
</tr>
<tr>
<td>Missing data</td>
<td>2 (&lt;1)</td>
<td>1 (&lt;1)</td>
</tr>
<tr>
<td>Education status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No high school or General Education Development diploma</td>
<td>24 (4)</td>
<td>13 (3)</td>
</tr>
<tr>
<td>High school or General Education Development diploma</td>
<td>162 (29)</td>
<td>125 (31)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>58 (11)</td>
<td>56 (14)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>155 (28)</td>
<td>93 (23)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>150 (27)</td>
<td>117 (29)</td>
</tr>
<tr>
<td>Missing data</td>
<td>3 (1)</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Relationship Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>20 (4)</td>
<td>21 (5)</td>
</tr>
<tr>
<td>Ongoing relationship</td>
<td>159 (29)</td>
<td>115 (28)</td>
</tr>
<tr>
<td>Married</td>
<td>369 (67)</td>
<td>269 (66)</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>4 (1)</td>
<td>1 (&lt;1)</td>
</tr>
<tr>
<td>Missing data</td>
<td>0 (0)</td>
<td>1 (&lt;1)</td>
</tr>
</tbody>
</table>

The number of patients who used the in-app IPV risk assessment tool did not differ significantly between patients who completed the onboarding process before the shelter-in-place order (252/552, 46%), and those who completed the onboarding...
process during the shelter-in-place order (163/407, 40%; two-sample Chi-square test of proportions: 95% CI −12% to −0.01%; P=10). However, the app use rate of patients who completed the onboarding process before the shelter-in-place order was slightly lower than that of patients who completed the onboarding process during the shelter-in-place order. Moreover, the use of the in-app IPV risk assessment among all app users increased from 67% (368/552) to 85% (347/407) during the shelter-in-place order (95% CI 17%–28%; P<.001). Patients who completed the onboarding process during the shelter-in-place order reported that they experienced similar levels of physical violence, sexual violence, and psychological abuse before and during the shelter-in-place order (Table 2). However, after considering all patients who had access to the app during the two time periods (Table 2), we observed a slight, but nonsignificant increase in the incidence of all forms of violence (P=.56). Notably, none of the physically at-risk patients (ie, those identified by the app) had any mentions of IPV in their medical chart. However, 24% (4/17) of physically at-risk patients received emergency room care, and 29% (5/17) underwent physical therapy or a prenatal consultation for nonspecific pain or injury.

Table 2. Reports of intimate partner violence and the results of intimate partner violence screening.

<table>
<thead>
<tr>
<th>Type of intimate partner violence</th>
<th>Before shelter-in-place order</th>
<th>During shelter-in-place order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>New unique screens vs new unique patients, n/N (%)</td>
<td>New unique positive reports vs new unique patients, n/N (%)</td>
</tr>
<tr>
<td>Physical violence</td>
<td>252/552 (46)</td>
<td>2/552 (0.4)</td>
</tr>
<tr>
<td>Sexual violence</td>
<td>252/552 (46)</td>
<td>2/552 (0.4)</td>
</tr>
<tr>
<td>Psychological abuse</td>
<td>252/552 (46)</td>
<td>6/552 (1)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In this study, we analyzed a stable, prenatal care app–based IPV self-screening tool that was used during shelter-in-place conditions. During the shelter-in-place order, there was a slight, but nonsignificant increase in the incidence of all forms of IPV (P=.56). This finding suggests that during times of social isolation (ie, the COVID-19 pandemic), people continue to use technology to disclose their concerns about an increased risk of IPV to care providers [16,17]. However, care providers should take into account the unique needs of pregnant women, to provide them with opportunities for mitigating pregnancy-related risks. It should be noted that even though we observed a nonsignificant, increasing trend in IPV incidence (P=.56), new app users’ engagement with the IPV risk assessment tool was stable during both time periods, while overall use went up. One explanation for this is that during the COVID-19 pandemic, people have limited opportunities to seek help outside of home. Therefore, people may be delaying seeking help until abuse starts to escalate.

Given that the people who screened positively for IPV by using an app-based tool were not documented in routine, in-person screening, we believe that the MyHealthyPregnancy app may address the needs of patients who are unable or prefer not to disclose their IPV experiences directly to their care provider. App-based screening may serve as a complementary form of care for those with limited access to health care providers or other social networks. Such technologies may offer patients an additional method for communicating with care providers during times of limited mobility and care access.

Limitations

IPV is serious, and even though it occurs frequently, IPV is rarely reported, even during routine, in-person screening with trusted health care providers. Although our results suggest that there was an increase in the incidence of IPV during the shelter-in-place order, our sample size was not large enough to detect statistically significant differences. This is most likely due to the low rates of disclosure among pregnant women who experience IPV. Although we hope that app-based screening will provide patients with an additional layer of support (ie, by making screening and appropriate resources available at any time), the decision to undergo screening and seek resources is voluntary, and many people may not feel safe or ready to disclose their IPV-related experiences, especially if they are sheltering in place with an abusive partner.

Another limitation of this study is that we were unable to determine whether app-users who screened positively for IPV actually used the resources that were offered through the app. However, we are currently working on a warm handoff system for providing resources to patients who screen positively for IPV and wish to connect with such resources. Although the app users in our study reflect the general population of patients in our health system, it is possible that people who choose not to use the MyHealthyPregnancy app are more likely to experience IPV. This would result in less effective screening. However, we cannot discern this based on our data. It is also possible that app users who experienced IPV, but chose not to disclose it, would report an increase in the incidence of IPV.
reviewed or accessed the universally available support resources that the MyHealthyPregnancy app offers. We hope that this was the case.

**Comparison With Prior Work**

Regardless of social distancing mandates, the fact that none of the app-detected IPV cases were documented during emergency room visits or other clinical visits highlights a gap in prenatal care [18] that can be filled by implementing app-based technology methods. After shelter-in-place restrictions are lifted, the transition to telemedicine protocols may result in more instances of remote routine screening. Although our results only suggest that pregnant women are more willing to disclose IPV experiences through an app than they are during an in-person encounter, offering app-based IPV risk screening and appropriate resources is one way to address the needs of pregnant people who experience violence during and beyond times of social isolation. Moreover, app-based screening may offer an additional layer of support to patients who would benefit from universally available resources, but do not receive them, even after they present with physical signs of abuse during in-person care visits. This method of screening also allows care providers to anonymously identify the common signs of abuse and violence that patients may present with when seeking care [19] but are missed during in-person visits.

In this study, the number of patients who screened positively for IPV before and during the shelter-in-place period reflects the lower end of national estimates for IPV incidence rates. Therefore, it is unlikely that we identified all instances of IPV among app users (ie, it is possible that patients who experience IPV do not frequently use smartphones or apps). As such, it is important to take into account that app-based screening alone does not necessarily identify all instances of IPV, especially if an abusive partner controls smartphone use. Our results also suggest that app-based screening may capture a different set of patients who are at risk of IPV, which means that an app-based approach can be used to complement in-person assessments. An app-based approach also provides patients (ie, those who feel that they may be at risk of IPV) with the freedom to engage with screening tools when they feel safe and comfortable.

**Acknowledgments**

The time that TK spent on preparing the manuscript was supported, in part, by the National Institutes of Health (grant number: KL2 TR001856). The time that AFC spent on preparing the manuscript was supported, in part, by a grant from the Centers for Disease Control and Prevention (grant number: R44DP006417). The content of this paper is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health or Centers for Disease Control and Prevention. The funders had no role in the design and conduct of this study; the collection, management, analysis, and interpretation of the data; the preparation, review, and approval of the manuscript; or the decision to submit the manuscript for publication. We thank Miriam Bernard for assisting with data collection. We thank the University of Pittsburgh Center for Behavioral Health, Media, and Technology for its support.

**Conflicts of Interest**

Naima Health LLC provided the data for this study. The authors did not receive any financial or material compensation for conducting this study. AFC is a full-time employee of Naima Health LLC. TK, ALD, and HNS are cofounders and equity holders of Naima Health LLC, but they did not receive compensation for conducting this study or disseminating the MyHealthyPregnancy app.

Multimedia Appendix 1

CONSORT-eHEALTH checklist (V 1.6.1).

PDF File (Adobe PDF File), 1277 KB - jmir_v23i2e22790_app1.pdf

**References**


Abbreviations

IPV: intimate partner violence
LLC: limited liability company
Prognosis Score System to Predict Survival for COVID-19 Cases: a Korean Nationwide Cohort Study

Sung-Yeon Cho1,2*, MD, PhD; Sung-Soo Park1,3*, MD, PhD; Min-Kyu Song4,5, MD; Young Yi Bae1, RN; Dong-Gun Lee1,2*, MD, PhD; Dong-Wook Kim1,3*, MD, PhD

1Catholic Hematology Hospital, College of Medicine, The Catholic University of Korea, Seoul, Republic of Korea
2Division of Infectious Diseases, Department of Internal Medicine, College of Medicine, The Catholic University of Korea, Seoul, Republic of Korea
3Division of Hematology, Department of Internal Medicine, College of Medicine, The Catholic University of Korea, Seoul, Republic of Korea
4Data Research Institute, YMDtech Inc, Seoul, Republic of Korea
5St. Mary’s Gong-Gam Mental Health Clinic, Siheung-si, Gyeonggi-do, Republic of Korea
*these authors contributed equally

Corresponding Author:
Dong-Gun Lee, MD, PhD
Catholic Hematology Hospital, College of Medicine
The Catholic University of Korea
Seoul St. Mary’s Hospital
222 Banpo-daero, Seocho-Gu
Seoul, 06591
Republic of Korea
Phone: 82 222586003
Email: symonlee@catholic.ac.kr

Abstract

Background: As the COVID-19 pandemic continues, an initial risk-adapted allocation is crucial for managing medical resources and providing intensive care.

Objective: In this study, we aimed to identify factors that predict the overall survival rate for COVID-19 cases and develop a COVID-19 prognosis score (COPS) system based on these factors. In addition, disease severity and the length of hospital stay for patients with COVID-19 were analyzed.

Methods: We retrospectively analyzed a nationwide cohort of laboratory-confirmed COVID-19 cases between January and April 2020 in Korea. The cohort was split randomly into a development cohort and a validation cohort with a 2:1 ratio. In the development cohort (n=3729), we tried to identify factors associated with overall survival and develop a scoring system to predict the overall survival rate by using parameters identified by the Cox proportional hazard regression model with bootstrapping methods. In the validation cohort (n=1865), we evaluated the prediction accuracy using the area under the receiver operating characteristic curve. The score of each variable in the COPS system was rounded off following the log-scaled conversion of the adjusted hazard ratio.

Results: Among the 5594 patients included in this analysis, 234 (4.2%) died after receiving a COVID-19 diagnosis. In the development cohort, six parameters were significantly related to poor overall survival: older age, dementia, chronic renal failure, dyspnea, mental disturbance, and absolute lymphocyte count <1000/mm^3. The following risk groups were formed: low-risk (score 0-2), intermediate-risk (score 3), high-risk (score 4), and very high-risk (score 5-7) groups. The COPS system yielded an area under the curve value of 0.918 for predicting the 14-day survival rate and 0.896 for predicting the 28-day survival rate in the validation cohort. Using the COPS system, 28-day survival rates were discriminatively estimated at 99.8%, 95.4%, 82.3%, and 55.1% in the low-risk, intermediate-risk, high-risk, and very high-risk groups, respectively, of the total cohort (P<.001). The length of hospital stay and disease severity were directly associated with overall survival (P<.001), and the hospital stay duration was significantly longer among survivors (mean 26.1, SD 10.7 days) than among nonsurvivors (mean 15.6, SD 13.3 days).

Conclusions: The newly developed predictive COPS system may assist in making risk-adapted decisions for the allocation of medical resources, including intensive care, during the COVID-19 pandemic.

(J Med Internet Res 2021;23(2):e26257) doi:10.2196/26257

https://www.jmir.org/2021/2/e26257
Introduction

Since the outbreak of unexplained pneumonia in Wuhan, China, in December 2019, which was subsequently identified as COVID-19 caused by the newly discovered pathogen SARS-CoV-2, the COVID-19 pandemic remains active in over 180 countries [1,2]. Globally, as of November 6, 2020, 1,231,017 of a total of 48,534,508 patients with COVID-19 have died, representing an overall infection fatality rate of 2.54% [3,4]. The clinical spectrum of COVID-19 includes asymptomatic or presymptomatic, upper and lower respiratory tract infections and acute respiratory distress syndrome [5-8]. Although the majority of viral infections are self-limiting, COVID-19 cases that are severe (ie, dyspnea, hypoxia, or >50% of lung involvement observed on imaging within 24–48 h) or critical (ie, respiratory failure, shock, or multiple organ failure) are of global concern and require medical resources for intensive care. The proportion of severe or critical COVID-19 cases and the corresponding case fatality rates vary by region and country, ranging from 10%-30% [8-10] to 2%-10%, respectively [3,4].

Most severe or critical cases occur in older patients or those with underlying comorbidities such as cancer, chronic obstructive pulmonary diseases, heart failure, or diabetes [11-13]. The clinical course of patients with COVID-19 also depends on multiple factors, including the immune status of the host, viral load of SARS-CoV-2, genetic diversity of the virus, and underlying diseases. However, details of viral factors and the host immune status (eg, cytokines released) are difficult to analyze in a real-world setting. Therefore, prognosis prediction systems should comprise basic factors such as initial symptoms at diagnosis, vital signs, hemogram parameters, and major underlying comorbidities.

As the global pandemic continues, the ability to detect, in a timely manner, patients with COVID-19 who are at a high risk of death and provide them with intensive care is important. Accordingly, the assessment of disease severity or mortality probability can be used to establish a sustainable strategy. Therefore, in this study, we aimed to develop an easy and simple scoring system that can predict COVID-19 mortality according to the patient’s initial presentation and several major underlying comorbidities. Additionally, we investigated the association between the length of hospital stay and disease severity and survival status of patients with COVID-19.

Methods

Study Design and Data Source

This was a nationwide, retrospective cohort study on COVID-19 cases in Korea. For the purpose of this study, COVID-19 cases were defined based on laboratory confirmation of infection and positive results of SARS-CoV-2 reverse transcription polymerase chain reaction assays performed using the testing kits approved by the Korea Ministry of Food and Drug Safety, irrespective of the patient’s clinical signs and symptoms [14,15]. Clinical data of patients in this cohort were managed by the Korea Disease Control and Prevention Agency (KDCA) and disclosed to the researchers after application and consent for research purposes in July 2020. The clinical and epidemiological information thus obtained included data of 5628 COVID-19 cases collected between January and April 2020. KDCA is an organization that aims to protect the Korean population from diseases, including emerging infectious diseases such as COVID-19, through national surveillance, health care research, and promotion of policies regarding disease prevention and management. Patient data collected for this study included demographic and epidemiological characteristics, hemogram parameters at admission, maximal severity, and clinical outcome obtained from designated hospitals. Patients in the final cohort were randomly allocated to two subcohorts by using a random number generator: two-thirds into the “development cohort” and the remaining one-third into the “validation cohort.” The predictive score was developed based on the development cohort, whereas the power of prediction was explored in the validation cohort.

This study was approved by the institutional review board of Seoul St. Mary’s Hospital, Seoul, Korea (KC20ZADI0654). Individual patient consent was waived because the data retrieved were anonymous and publicly available.

COVID-19 Management Setting

In Korea, all suspected or confirmed cases of COVID-19 must be reported to the KDCA, as COVID-19 is regarded as a notifiable infectious disease. As a result, all patients with laboratory-confirmed COVID-19 were admitted to designated hospitals or residential treatment centers for isolation, monitoring of symptoms, and treatment. Clinical severity was classified into the following 8 levels according to patient performance, oxygen requirement, and organ failure [16]: (1) no limit of activity, (2) limited activity without oxygen supplementation, (3) requirement of oxygen supply with nasal cannula, (4) requirement of oxygen supply with facial mask, (5) requirement of noninvasive ventilation, (6) requirement of invasive ventilation, (7) requirement of extracorporeal membrane oxygenation (ECMO) for multiple organ failure, or (8) death. Death outcomes were evaluated regardless of maximum severity. Patients that required oxygen supply with invasive ventilation or ECMO were considered as invasive intensive care cases.

Statistical Analysis

Normally distributed numerical variables are presented as mean and SD values. Categorical variables are shown as absolute numbers and their proportions (n, %). The hospital stay durations between two independent groups were compared using Student t test. Overall survival was defined as the time from COVID-19 diagnosis to death due to any cause or up to the date of the last follow-up. Death events were censored at the time of hospital discharge for patients who were discharged. Overall survival
rates at 14 days and 28 days were calculated using the Kaplan-Meier method and compared using the Log-rank test.

Within the development cohort, all risk factors with a $P$ value $<.05$ in the univariable analysis were entered into the multivariable model to identify factors associated with overall survival. Multivariable analysis was performed using the Cox proportional hazard regression model. We identified potential variables for the final prediction model based on 2000 bootstrap sampled datasets. When a parameter occurred in 60% or more of the bootstrap models, it was evaluated in the final multiple logistic regression model. We then computed the hazard ratios, 95% CIs, and $P$ values for all metrics of the bootstrapped datasets in the final regression model. The final parameters used in the scoring system were defined by a $P$ value $<.05$ in the final regression model. To confirm the risk score for each significant parameter, we adjusted the hazard ratio values to a log scale, followed by the conversion of the respective log scale to a rounded integer point. In the validation cohort, the area under the receiver operating characteristic (AUROC) curve was measured to evaluate the prediction accuracy of the survival rates after 14 and 28 days. An AUROC value above 0.8 was considered reliable. Among the developed risk groups, we compared the length of hospital stay using one-way analysis of variance. For all statistical analyses, we used R statistical software (ver. 3.6.1, R Foundation for Statistical Computing). Statistical significance was set at $P<.05$.

**Results**

**Patient Characteristics**

In total, 5628 confirmed COVID-19 cases were reported between January and April 2020. Cases with a postmortem diagnosis ($n=7$) or lack of clinical course data after diagnosis ($n=27$) were excluded from the analysis. As shown in Figure 1, a total of 5594 patients with COVID-19 were included in this cohort. Overall, 41.2% (2307/5594) of the patients were male, and 52.2% (2919/5594) were aged 50 years or older. Baseline demographics are summarized in Table 1. In the total cohort, the most frequent age distribution was 50-59 years (1140/5594, 20.4%), followed by 20-29 years (1110/5594, 19.8%) and 60-69 years (905/5594, 16.2%). The most frequently reported symptoms included sputum (1610/5594, 28.8%), fever (1300/5594, 23.2%), and dyspnea (662/5594, 11.8%). Common underlying comorbidities reported were hypertension (1196/5594, 21.4%) and diabetes (686/5594, 12.3%). Moreover, 4% (224/5594) of the patients had dementia and 3.2% (179/5594) of them had cardiac diseases. Distribution of these variables between the development ($n=3729$) and validation ($n=1865$) cohorts is presented in Table 1.

Figure 1. Flow diagram of the nationwide cohort of patients with COVID-19.
Table 1. Demographics of the study cohorts. All values presented in the table represent data collected at the time of COVID-19 diagnosis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total cohort (N=5594), n (%)</th>
<th>Subcohorts</th>
<th>Development cohort (n=3729), n (%)</th>
<th>Validation cohort (n=1865), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-9</td>
<td>66 (1.2)</td>
<td>46 (1.2)</td>
<td>20 (1.1)</td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>205 (3.7)</td>
<td>146 (3.9)</td>
<td>59 (3.2)</td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>1,110 (19.8)</td>
<td>725 (19.4)</td>
<td>385 (20.6)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>564 (10.1)</td>
<td>378 (10.1)</td>
<td>186 (10)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>739 (13.2)</td>
<td>487 (13.1)</td>
<td>252 (13.5)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>1,140 (20.4)</td>
<td>768 (20.6)</td>
<td>372 (19.9)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>905 (16.2)</td>
<td>605 (16.2)</td>
<td>300 (16.1)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>542 (9.7)</td>
<td>364 (9.8)</td>
<td>178 (9.5)</td>
<td></td>
</tr>
<tr>
<td>≥ 80</td>
<td>323 (5.8)</td>
<td>210 (5.6)</td>
<td>113 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Gender (male)</td>
<td>2,307 (41.2)</td>
<td>1536 (41.2)</td>
<td>1094 (58.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension (missing n=3)</td>
<td>1196 (21.4)</td>
<td>795 (21.3)</td>
<td>401 (21.5)</td>
<td></td>
</tr>
<tr>
<td>Diabetes (missing n=3)</td>
<td>686 (12.3)</td>
<td>452 (12.1)</td>
<td>234 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Dementia (missing n=329)</td>
<td>224 (4)</td>
<td>150 (4)</td>
<td>74 (4)</td>
<td></td>
</tr>
<tr>
<td>Cardiac disease (missing n=19)</td>
<td>179 (3.2)</td>
<td>122 (3.3)</td>
<td>57 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Cancer in active treatment (missing n=4)</td>
<td>143 (2.6)</td>
<td>90 (2.4)</td>
<td>53 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Asthma (missing n=3)</td>
<td>128 (2.3)</td>
<td>82 (2.2)</td>
<td>46 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Chronic hepatic disease (missing n=326)</td>
<td>82 (1.5)</td>
<td>47 (1.3)</td>
<td>35 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Heart failure (missing n=3)</td>
<td>58 (1)</td>
<td>36 (1)</td>
<td>22 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Chronic renal failure (missing n=3)</td>
<td>55 (1)</td>
<td>36 (1)</td>
<td>19 (1)</td>
<td></td>
</tr>
<tr>
<td>Chronic obstructive lung disease (missing n=3)</td>
<td>40 (0.7)</td>
<td>25 (0.7)</td>
<td>15 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Autoimmune disease (missing n=332)</td>
<td>38 (0.7)</td>
<td>31 (0.8)</td>
<td>7 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Symptoms (missing n=4), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sputum</td>
<td>1610 (28.8)</td>
<td>1114 (29.9)</td>
<td>496 (26.6)</td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>1300 (23.2)</td>
<td>852 (22.8)</td>
<td>448 (24)</td>
<td></td>
</tr>
<tr>
<td>Dyspnea</td>
<td>662 (11.8)</td>
<td>454 (12.2)</td>
<td>208 (11.2)</td>
<td></td>
</tr>
<tr>
<td>Diarrhea</td>
<td>516 (9.2)</td>
<td>345 (9.3)</td>
<td>171 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Nausea or vomiting</td>
<td>244 (4.4)</td>
<td>168 (4.5)</td>
<td>76 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Fatigue</td>
<td>233 (4.2)</td>
<td>164 (4.4)</td>
<td>69 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Mental disturbance, n (%)</td>
<td>32 (0.6)</td>
<td>22 (0.6)</td>
<td>10 (0.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Systolic blood pressure (mmHg) (missing n=135), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;120</td>
<td>1306 (23.3)</td>
<td>907 (24.3)</td>
<td>399 (21.4)</td>
<td></td>
</tr>
<tr>
<td>120-129</td>
<td>1138 (20.3)</td>
<td>733 (19.7)</td>
<td>405 (21.7)</td>
<td></td>
</tr>
<tr>
<td>130-139</td>
<td>1084 (19.4)</td>
<td>705 (18.9)</td>
<td>379 (20.3)</td>
<td></td>
</tr>
<tr>
<td>140-159</td>
<td>1418 (25.3)</td>
<td>960 (25.7)</td>
<td>458 (24.6)</td>
<td></td>
</tr>
<tr>
<td>≥160</td>
<td>513 (9.2)</td>
<td>330 (8.8)</td>
<td>183 (9.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Diastolic blood pressure (mmHg) (missing n=135), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>2102 (37.6)</td>
<td>1401 (37.6)</td>
<td>701 (37.6)</td>
<td></td>
</tr>
</tbody>
</table>
Clinical Course, Outcome, and Length of Hospital Stay in the Total Cohort

Among the 5594 patients included in the analysis, 234 (4.2%) died after a COVID-19 diagnosis was made, resulting in a cohort case fatality rate of 4.2%. Excluding death, the maximal clinical disease severity during hospitalization was as follows: (1) no limit of activity in 79.6% (4455/5594) of the patients, (2) limited activity without oxygen supplementation in 5.9% (330/5594) of the patients, (3) requirement of oxygen supply with nasal cannula in 8.4% (469/5594) of the patients, (4) requirement of oxygen supply with facial mask or advanced device (such as noninvasive ventilation or high flow oxygen therapy) in 1.4% (76/5594) of the patients, and (5) requirement of invasive intensive care such as invasive ventilation for acute respiratory distress syndrome or ECMO for multiple organ failure in 0.5% (30/5594) of the patients (Figure 2).

Overall, the mean duration of hospital stay was 25.6 (SD 11.0) days. Hospital stay was significantly longer among survivors (mean 26.1, SD 10.7 days) than among nonsurvivors (mean 15.6, SD 13.3 days; P<.001). As shown in Figure 2, the higher the severity of clinical course among survivors, the longer was their hospital stay: no limit of activity, mean 25.4 (SD 10.2) days; limited activity without oxygen supplementation, mean 27.6 (SD 10.6) days; oxygen supply with nasal cannula, mean 29.8 (SD 12.0) days; oxygen supply with facial mask or advanced device, mean 32.5 (SD 14.0) days; and invasive intensive care groups, mean 41.0 (SD 15.4) days.
**Figure 2.** Maximal COVID-19 disease severity and duration of hospital stay. Hospital stay duration differed significantly according to maximal disease severity; the mean length of hospital stay is indicated.

### Analysis of Factors Associated With Overall Survival in the Development Cohort

The univariable analysis identified the following potential factors associated with poor overall survival: age ($\geq 70$ or $50-69$ years vs $<50$ years); sex (male); comorbidities such as hypertension, diabetes, dementia, chronic cardiac disease, cancer in active treatment, chronic pulmonary disease, and chronic renal failure; dyspnea, fatigue, mental disturbance, high systolic blood pressure ($\geq 140$ mmHg), low diastolic blood pressure ($<80$ mmHg), tachycardia (heart rate $\geq 110$/min), and fever ($\geq 38{^\circ}C$) at the time of diagnosis; and cytopenia (hemoglobin level $<12.5$ g/dL, absolute lymphocyte count [ALC] $<1000$/mm$^3$, and platelet count $<100,000$/mm$^3$), as shown in Table 2.
Table 2. Univariable analysis for potential factors associated with overall survival in the development cohort. All values presented in the table represent data collected at the time of initial COVID-19 diagnosis.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Number of patients (n=3729), n (%)</th>
<th>Overall survival rate, % (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At 14 days</td>
<td>At 28 days</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;50</td>
<td>1782 (47.8)</td>
<td>99.9 (99.8-100)</td>
<td>99.8 (99.5-100)</td>
</tr>
<tr>
<td>50-69</td>
<td>1373 (36.8)</td>
<td>98.6 (98.3-99.2)</td>
<td>98 (97.2-98.8)</td>
</tr>
<tr>
<td>≥70</td>
<td>574 (15.4)</td>
<td>87 (84.3-89.8)</td>
<td>81.6 (78.3-85)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Female</td>
<td>2193 (58.8)</td>
<td>97.8 (97.2-98.4)</td>
<td>96.8 (96-97.6)</td>
</tr>
<tr>
<td>Male</td>
<td>1536 (41.2)</td>
<td>96.9 (96-97.8)</td>
<td>95.2 (94.1-96.4)</td>
</tr>
<tr>
<td><strong>Comorbidity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>2932 (78.6)</td>
<td>98.7 (98.3-99.1)</td>
<td>98 (97.4-98.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>795 (21.3)</td>
<td>92.7 (90.9-94.6)</td>
<td>89.7 (87.4-91.9)</td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>3275 (87.8)</td>
<td>98.3 (97.8-98.7)</td>
<td>97.3 (96.7-98)</td>
</tr>
<tr>
<td>Yes</td>
<td>452 (12.1)</td>
<td>91.5 (88.9-94.1)</td>
<td>88.1 (85-91.3)</td>
</tr>
<tr>
<td><strong>Dementia</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>3359 (90.1)</td>
<td>98.3 (97.9-98.7)</td>
<td>97.3 (96.7-97.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>150 (4)</td>
<td>74.5 (67.8-81.8)</td>
<td>67.4 (60.1-75.6)</td>
</tr>
<tr>
<td><strong>Chronic cardiac disease</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>3582 (96.1)</td>
<td>97.7 (97.2-98.2)</td>
<td>96.7 (96-97.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>147 (3.9)</td>
<td>91.1 (86.6-95.8)</td>
<td>85.8 (79.9-92)</td>
</tr>
<tr>
<td><strong>Cancer in active treatment</strong></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>3636 (97.5)</td>
<td>97.5 (97-98)</td>
<td>96.3 (95.7-97)</td>
</tr>
<tr>
<td>Yes</td>
<td>90 (2.4)</td>
<td>95.5 (91.2-99.9)</td>
<td>89.8 (82.5-97.7)</td>
</tr>
<tr>
<td><strong>Chronic pulmonary disease</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>3628 (97.3)</td>
<td>97.6 (97.1-98.1)</td>
<td>96.5 (95.9-97.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>101 (2.7)</td>
<td>92 (86.8-97.5)</td>
<td>85.3 (77.9-93.3)</td>
</tr>
<tr>
<td><strong>Chronic hepatic disease</strong></td>
<td></td>
<td></td>
<td>.6</td>
</tr>
<tr>
<td>No</td>
<td>3463 (92.9)</td>
<td>97.3 (96.7-97.8)</td>
<td>96 (95.2-96.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>47 (1.3)</td>
<td>97.9 (93.8-100)</td>
<td>95.3 (89.1-100)</td>
</tr>
<tr>
<td><strong>Chronic renal failure</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>3691 (99)</td>
<td>97.5 (97-98)</td>
<td>96.3 (95.7-97)</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (1)</td>
<td>85.7 (74.9-98.1)</td>
<td>81.2 (68.4-96.4)</td>
</tr>
<tr>
<td><strong>Autoimmune disease</strong></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>No</td>
<td>3476 (93.2)</td>
<td>97.3 (96.7-97.8)</td>
<td>96 (95.3-96.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>31 (0.8)</td>
<td>96.8 (90.8-100)</td>
<td>90.7 (78.7-100)</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sputum</strong></td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>No</td>
<td>2612 (70)</td>
<td>97.4 (96.8-98.1)</td>
<td>96 (95.2-96.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>1114 (29.9)</td>
<td>97.4 (96.4-98.3)</td>
<td>96.5 (95.4-97.7)</td>
</tr>
<tr>
<td><strong>Dyspnea</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Factor</td>
<td>Number of patients (n=3729), n (%)</td>
<td>Overall survival rate, % (95% CI) At 14 days</td>
<td>At 28 days</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>98.3 (97.9-98.8)</td>
<td>97.4 (96.8-98)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>90.9 (88.2-93.6)</td>
<td>87.6 (84.4-90.9)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>97.4 (96.8-97.9)</td>
<td>96.1 (95.4-96.8)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>98 (96.5-99.5)</td>
<td>96.8 (94.8-98.8)</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>97.5 (97-98.1)</td>
<td>96.3 (95.6-97)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>95.1 (91.8-98.5)</td>
<td>94.3 (90.8-98)</td>
</tr>
<tr>
<td>Fatigue</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>97.5 (97-98.1)</td>
<td>96.4 (95.7-97.1)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>95 (91.7-98.5)</td>
<td>91.9 (87.6-96.5)</td>
</tr>
<tr>
<td>Mental disturbance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>97.7 (97.3-98.2)</td>
<td>96.5 (95.9-97.2)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>45.5 (28.8-71.8)</td>
<td>40.4 (24.2-67.5)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;140</td>
<td>97.8 (97.2-98.4)</td>
<td>96.8 (96-97.6)</td>
</tr>
<tr>
<td></td>
<td>≥140</td>
<td>96.9 (95.9-97.9)</td>
<td>95.3 (94-96.6)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;80</td>
<td>96.7 (95.7-97.6)</td>
<td>94.9 (93.7-96.2)</td>
</tr>
<tr>
<td></td>
<td>≥80</td>
<td>98 (97.4-98.6)</td>
<td>97.1 (96.3-97.8)</td>
</tr>
<tr>
<td>Heart rate (per min)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;110</td>
<td>97.7 (97.2-98.2)</td>
<td>96.4 (95.7-97.1)</td>
</tr>
<tr>
<td></td>
<td>≥110</td>
<td>94.4 (91.6-97.2)</td>
<td>93.5 (90.6-96.6)</td>
</tr>
<tr>
<td>Body temperature (°C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;38</td>
<td>97.8 (97.3-98.3)</td>
<td>96.4 (95.8-97.1)</td>
</tr>
<tr>
<td></td>
<td>≥38</td>
<td>93.2 (89.6-97)</td>
<td>93.2 (89.6-97)</td>
</tr>
<tr>
<td>Baseline hemogram</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥12.5</td>
<td>97.9 (97.2-98.5)</td>
<td>96.8 (95.9-97.7)</td>
</tr>
<tr>
<td></td>
<td>&lt;12.5</td>
<td>93.6 (91.8-95.3)</td>
<td>90.8 (88.7-93.1)</td>
</tr>
<tr>
<td>Absolute lymphocyte count (per mm$^3$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥1000</td>
<td>98.3 (97.8-98.9)</td>
<td>97.7 (97-98.4)</td>
</tr>
<tr>
<td></td>
<td>&lt;1000</td>
<td>89.7 (87.1-92.4)</td>
<td>84.3 (81-87.8)</td>
</tr>
<tr>
<td>Platelet count (per mm$^3$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥100,000</td>
<td>96.9 (96.2-97.5)</td>
<td>95.2 (94.3-96.1)</td>
</tr>
<tr>
<td></td>
<td>&lt;100,000</td>
<td>85.3 (76.9-94.7)</td>
<td>83.5 (74.7-93.4)</td>
</tr>
</tbody>
</table>

$^a$Chronic cardiac disease was a composite variable including heart failure and cardiac disease.

$^b$Chronic pulmonary disease was a composite variable including asthma and chronic obstructive lung disease.
COVID-19 Prognosis Score for Predicting Overall Survival

In the bootstrap analysis, we identified that older age (50-69 or ≥70 years) and comorbidities, including dementia, chronic renal failure, presentation of dyspnea, mental disturbance at diagnosis, and ALC <1,000/mm³ were significantly associated with poor overall survival. Assigned risk scores obtained by rounding the loge scale of hazard ratio are shown in Table 3: age (50-69 years, 2 points; ≥70 years, 3 points), underlying dementia (1 point), chronic renal failure (1 point), dyspnea (1 point), mental disturbance (1 point), ALC <1000/mm³ (1 point). We determined the COVID-19 prognosis score (COPS) based on the risk scores obtained for each patient and summing the respective scores of the 6 parameters. The total COPS ranged between 0 and 8.

We explored the clinical prediction score in the validation cohort using the AUROC curve analysis, which resulted in an AUROC value of 0.918 (95% CI 0.91-0.927) for the 14-day overall survival rate and 0.896 (95% CI 0.872-0.911) for the 28-day overall survival rate, indicating a reliable discrimination through the COPS system (Figure 3). Thereafter, we applied the scoring system to the total cohort, which resulted in a score range of 0-7 points (Figure 4A). This scoring system discriminately classified the patients into 8 groups. The 28-day overall survival rates were predicted as 99.9% (95% CI 99.7-100) in the 0-point group (n=2348), 99.7% (95% CI 99.1-100) in the 1-point group (n=317), 99.6% (95% CI 92.9-99.9) in the 2-point group (n=1511), 95.4% (95% CI 93.9-97.1) in the 3-point group (n=815), 82.3% (95% CI 78.5-86.4) in the 4-point group (n=395), 60% (95% CI 39.2-52.8) in the 5-point group (n=170), 32.9% (95% CI 20.6-52.7) in the 6-point group (n=36), and 50% (95% CI 12.5-100) in the 7-point group (n=2) (P<.001; Figure 4A).

We then determined the risk groups based on the final COPS system; these included low-risk (0-2 points, n=4167), intermediate-risk (3 points, n=774), high-risk (4 points, n=321), and very-high risk (≥5 points, n=98) groups. The 28-day overall survival rates for these groups were as follows: low-risk group, 99.8% (95% CI 99.6-99.9); intermediate-risk group, 95.4% (95% CI 93.9-97.1); high-risk group, 82.3% (95% CI 78.5-86.4); and very-high risk group, 55.1% (95% CI 48.5-62.5) (P<.001; Figure 4B). The developed COPS calculator is available online [17].

Furthermore, a significant increase in the length of hospital stay was observed as the risk group advanced: low-risk group, mean 25.4 (SD 10.4) days; intermediate-risk group, mean 27.2 (SD 10.9) days; and high-risk or very high-risk groups, mean 30.8 (SD 11.9) days (P<.001).
Table 3. The final scoring model in the development cohort. All values presented in the table represent data collected at the time of initial COVID-19 diagnosis.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Adjusted hazard ratio (95% CI)(^a)</th>
<th>(P) value(^a)</th>
<th>(\log_e) value of hazard ratio</th>
<th>Final score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>1 (reference)</td>
<td>N/A(^b)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50-69</td>
<td>6.7 (1.09-43.93)</td>
<td>.047</td>
<td>1.831</td>
<td>2</td>
</tr>
<tr>
<td>≥70</td>
<td>26.03 (4.26-169.8)</td>
<td>&lt;.001</td>
<td>3.186</td>
<td>3</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>1.35 (0.85-2.15)</td>
<td>.3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Comorbidity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.21 (.75-1.94)</td>
<td>.48</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.71 (1.08-2.7)</td>
<td>.61</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Dementia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Yes</td>
<td>3.92 (2.33-6.61)</td>
<td>&lt;.001</td>
<td>1.35</td>
<td>1</td>
</tr>
<tr>
<td><strong>Chronic cardiac disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.15 (.61-2.15)</td>
<td>.57</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Cancer in active treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.83 (.72-4.71)</td>
<td>.30</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Chronic pulmonary disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.76 (.857-3.625)</td>
<td>.25</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Chronic renal failure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Yes</td>
<td>3.48 (1.39-8.85)</td>
<td>.045</td>
<td>1.205</td>
<td>1</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dyspnea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Yes</td>
<td>2.31 (1.44-3.69)</td>
<td>.006</td>
<td>.821</td>
<td>1</td>
</tr>
<tr>
<td><strong>Fatigue</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>.69 (.3-1.57)</td>
<td>.38</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Mental disturbance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Yes</td>
<td>4.04 (1.72-9.53)</td>
<td>.04</td>
<td>1.268</td>
<td>1</td>
</tr>
</tbody>
</table>

Systolic blood pressure (mmHg)
<table>
<thead>
<tr>
<th>Factor</th>
<th>Adjusted hazard ratio (95% CI)</th>
<th>P value</th>
<th>Log_e value of hazard ratio</th>
<th>Final score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diastolic blood pressure (mmHg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥80</td>
<td>.93 (.57-1.54)</td>
<td>.59</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Heart rate (per min)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;110</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥110</td>
<td>1.03 (.63-1.68)</td>
<td>.63</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Body temperature (°C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;38</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥38</td>
<td>.79 (.39-1.63)</td>
<td>.46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Baseline hemogram</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥12.5</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>&lt;12.5</td>
<td>1.14 (.71-1.83)</td>
<td>.55</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Absolute lymphocyte count (per mm(^3))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1000</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;1000</td>
<td>2.71 (1.66-4.43)</td>
<td>&lt;.001</td>
<td>.982</td>
<td>1</td>
</tr>
<tr>
<td>Platelet count (per mm(^3))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥100,000</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>&lt;100,000</td>
<td>1.68 (.77-3.7)</td>
<td>.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^{a}\)Based on 2000 bootstrap samples.

\(^{b}\)Not applicable.

\(^{c}\)Chronic cardiac disease was a composite variable including heart failure and cardiac disease.

\(^{d}\)Chronic pulmonary disease was a composite variable including asthma and chronic obstructive lung disease.

**Figure 3.** Receiver operating characteristics curve analysis of the newly developed COVID-19 prognosis score system in the validation cohort. A receiver operating characteristic curve analysis achieved an area under the curve value of (A) 0.918 (95% CI 0.91-0.927) for 14-day survival and (B) 0.896 (95% CI 0.872-0.911) for 28-day survival.
Figure 4. Probability of overall survival in patients with COVID-19 according to (A) each score and (B) the final COVID-19 prognosis score system.

Discussion

In this study, we developed a new scoring system (COPS) to predict the mortality of patients with COVID-19 by using nationwide data of 5594 patients with COVID-19. The COPS system comprises basic demographics, initial symptoms, vital signs, and hemogram results at diagnosis. The risk score was stratified into four risk groups: low-risk, intermediate-risk, high-risk, and very high-risk groups associated with 28-day overall survival rate probabilities of 99.8%, 95.4%, 82.3%, and 55.1%, respectively. The AUROC curve analysis indicated that the prediction ability of the COPS system was excellent in the validation cohort.

Among the comorbidities identified in this study, dementia had the highest impact on mortality (adjusted hazard ratio 3.92) followed by chronic renal failure (adjusted hazard ratio 3.48). Moreover, the prognosis was poor when mental disturbance (adjusted hazard ratio 4.04) was noted at the time of diagnosis or when the patient had underlying dementia (adjusted hazard ratio 3.92). These two factors are related to the presence of SARS-CoV-2 infection clusters in nursing homes or long-term care facilities between February and April 2020 in Korea. Therefore, there is a need to establish screening and infection control strategies for long-term health care facilities [18-21].

In this study, an ALC of <1000/mm^3 was found to affect the survival rate of patients with COVID-19. ALC has been used as a prognostic factor for common respiratory viruses, including respiratory syncytial virus or other viral reactivation in immunocompromised hosts [22]. A recent meta-analysis reported that lymphopenia on admission was associated with poor outcomes in patients with COVID-19 [23]. Further immunological studies on patients with COVID-19 are needed to elucidate the mechanism of lymphopenia and T cell reactivation, as well as cytokines [24].

Regarding disease severity, approximately 87% of patients did not need oxygen supplementation. Approximately 10% of the patients required oxygen supplementation; of these, 25% received oxygen via a simple mask or mechanical ventilators. From the perspective of a national strategy for new infectious disease crisis, it is important to determine the proportion of critically ill patients and the length of hospital stay according to disease severity in order to prepare medical resources, such as critical care beds. This study found that the hospitalization period was significantly longer among survivors than among nonsurvivors. Moreover, among the survivors, the length of hospital stay was directly associated with disease severity.

In this cohort, the infection fatality rate after COVID-19 diagnosis was 4.18% (234/5594). However, until April 30, 2020, the cumulative number of confirmed COVID-19 cases in Korea was 10,765 with 247 deaths, representing an actual mortality rate of 2.29% during the same period [25]. As of November 6, 2020, the total cumulative number of confirmed COVID-19 cases and deaths were 27,195 and 476, respectively, representing an infection fatality rate of 1.75% in Korea [25]. This disparity in mortality rates can be attributed to the fact that not all data were reported at the time this cohort was released. However, considering the large number of patients included in this cohort and collection of most deceased cases, the findings of this study are still meaningful and carry little statistical bias. In addition, remdesivir was not available in Korea during the study period, and infectious disease prevention and control measures were less established in the early phase of the COVID-19 pandemic. Thus, several mass infection episodes might have caused the relatively high mortality rate during the early phase of the pandemic in Korea.

Several studies have attempted to determine predictive factors for severe or fatal COVID-19 cases. A study on risk factors for fatal COVID-19 cases performed in China proposed a scoring system comprising age, procalcitonin, aspartate aminotransferase level, coronary heart disease, and cerebrovascular disease; this system was developed using data of 1590 inpatients with COVID-19 collected until January 2020. The nomogram showed discriminatory power with a C-index of 0.91 to predict survival...
of patients with COVID-19, which resulted in a scoring system that can be widely used for triaging laboratory-confirmed COVID-19 cases. Second, the COPS system was developed using easily accessible information, such as age, underlying disease, dyspnea, mental disturbance, and hemogram parameters. We believe that if a scoring system that uses only simple laboratory tests (eg, hemogram parameters) can be developed and still show good predictability, it will prove to be more cost-effective than systems including other biomarkers such as procalcitonin or cytokine levels. Third, the discriminatory power of our system for predicting death probability was excellent. Finally, this study further analyzed the length of hospital stay according to disease severity, which may assist in preparing medical resources based on patient classification. However, this study is limited by the lack of external verification for our scoring model. Therefore, the current model of overall survival for the diagnosis of COVID-19 would need to be validated in a future cohort.

In conclusion, our study provides a simple scoring system based on information collected at diagnosis for predicting mortality among patients with COVID-19 in a timely manner. Early triaging of patients with COVID-19 using the COPS system can provide new insights for risk-adaptive strategies and optimize the use of medical resources.
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Abstract

Background: The emergence of SARS-CoV-2 (ie, COVID-19) has given rise to a global pandemic affecting 215 countries and over 40 million people as of October 2020. Meanwhile, we are also experiencing an infodemic induced by the overabundance of information, some accurate and some inaccurate, spreading rapidly across social media platforms. Social media has arguably shifted the information acquisition and dissemination of a considerably large population of internet users toward higher interactivities.

Objective: This study aimed to investigate COVID-19-related health beliefs on one of the mainstream social media platforms, Twitter, as well as potential impacting factors associated with fluctuations in health beliefs on social media.

Methods: We used COVID-19-related posts from the mainstream social media platform Twitter to monitor health beliefs. A total of 92,687,660 tweets corresponding to 8,967,986 unique users from January 6 to June 21, 2020, were retrieved. To quantify health beliefs, we employed the health belief model (HBM) with four core constructs: perceived susceptibility, perceived severity, perceived benefits, and perceived barriers. We utilized natural language processing and machine learning techniques to automate the process of judging the conformity of each tweet with each of the four HBM constructs. A total of 5000 tweets were manually annotated for training the machine learning architectures.

Results: The machine learning classifiers yielded areas under the receiver operating characteristic curves over 0.86 for the classification of all four HBM constructs. Our analyses revealed a basic reproduction number \( R_0 \) of 7.62 for trends in the number of Twitter users posting health belief–related content over the study period. The fluctuations in the number of health belief–related tweets could reflect dynamics in case and death statistics, systematic interventions, and public events. Specifically, we observed that scientific events, such as scientific publications, and nonscientific events, such as politicians’ speeches, were comparable in their ability to influence health belief trends on social media through a Kruskal-Wallis test (\( P=.78 \) and \( P=.92 \) for perceived benefits and perceived barriers, respectively).

Conclusions: As an analogy of the classic epidemiology model where an infection is considered to be spreading in a population with an \( R_0 \) greater than 1, we found that the number of users tweeting about COVID-19 health beliefs was amplifying in an epidemic manner and could partially intensify the infodemic. It is “unhealthy” that both scientific and nonscientific events constitute no disparity in impacting the health belief trends on Twitter, since nonscientific events, such as politicians’ speeches, might not be endorsed by substantial evidence and could sometimes be misleading.

(J Med Internet Res 2021;23(2):e26302) doi:10.2196/26302

https://www.jmir.org/2021/2/e26302
Introduction

Beginning in December 2019, the outbreak of SARS-CoV-2 rapidly evolved into a global pandemic [1-3]. As of the writing of this paper, over 40 million cases and 1 million deaths from 215 countries or regions have been confirmed [4]. However, spreading faster than the virus is information. Sylvie Briand, Director of Infectious Hazards Management at the World Health Organization (WHO)’s Health Emergencies Programme, pointed out “We know that every outbreak will be accompanied by a kind of tsunami of information, but also within this information you always have misinformation, rumors, etc.” [5]. The WHO used the term infodemic to describe the overabundance of information and misinformation occurring during the COVID-19 pandemic. Though the term infodemic was first coined in 2002 [6], the concerns over infodemics have recently become dramatic with the amplification effect from social media. The WHO held the first Infodemiology Conference in June 2020 as the phenomenon had escalated to a level that required a coordinated response [7]. Even though we cannot avoid an infodemic, we can still manage it. Previous studies and commentaries proposed several perspectives to detect and fight the COVID-19 infodemic [5,8-10]. However, one of the critical points absent from these studies is an investigation of health beliefs. Understanding how the general public’s health beliefs are expressed and altered can facilitate our management of both the pandemic and infodemic. In conjunction, it is also essential to evaluate any concurrent or ongoing interventions.

The health belief model (HBM) quantifies health beliefs [11-13]. The HBM was developed to investigate people’s beliefs about health problems. It consists of the following four core constructs that can be tailored for given hypotheses: (1) perceived susceptibility, (2) perceived severity, (3) perceived benefits, and (4) perceived barriers. The HBM has been widely used to investigate individual opinions toward diseases and interventional approaches, such as HIV risk behaviors [14], human papillomavirus (HPV) vaccines [15], and the gender difference in food choices [16]. In those cases, the HBM was employed to evaluate people’s beliefs toward the given health problem and their perceived benefits or barriers of action, for which each of the core constructs of the HBM is assessed based on the corresponding definitions. During pandemics, researchers have employed the HBM to investigate the health beliefs toward public interventional policies, such as stay-at-home orders [17]; to analyze public health communication on Instagram during the Zika outbreak [18]; to examine public perceptions of physical distancing [19]; and to guide community pharmacists in their communication with patients [20]. However, because these are survey-based or merely commentary studies, results are limited to the analyzed population and, therefore, may be biased. In this study, we expanded and diversified our study population by using crowdsourcing data from one of the mainstream social media platforms, Twitter, in order to investigate the health beliefs of the general public toward COVID-19 and its potential treatments.

In addition to quantifying health beliefs, we aimed to identify factors influencing fluctuations in public opinions. For instance, the pandemic dynamics (ie, the number of cases and deaths due to COVID-19) constitute one of the leading factors influencing attitudes toward the pandemic. Additionally, interventional government policies may also impact the opinions of the general public. Furthermore, it is reasonable to believe that health belief–related posts can also be self-regulated as a consequence of their nature to induce or soothe panic for readers. Potential treatments trigger massive discussions as well, such as the debate over the appropriate use of the antimalarial drug hydroxychloroquine (HCQ) or chloroquine (CQ), advocated for by the then American President as a “game changer,” which was then subsequently discarded. Public attitudes regarding potential treatments may be altered by public events, such as the news or politicians’ speeches. Furthermore, rapidly emerging scientific publications can also influence the point of view of the general public. In this paper, we aim to identify factors that impact health beliefs on social media, which may serve as a probe for identifying better strategies to manage both the pandemic and the infodemic.

Contributions of this study include the following:

1. An evaluation of utilizing a mainstream social media platform, Twitter, to facilitate a comprehensive understanding of health beliefs toward COVID-19 and potential treatments.
2. A publicly available data set annotated by multiple professionals for studying the health beliefs related to COVID-19 and potential treatments.
3. Identification and comparison of factors that influence health beliefs toward COVID-19 and potential treatments, HCQ or CQ in particular.
4. An extendable framework for monitoring the general public’s health beliefs during a pandemic and infodemic, which could be feasibly transferred to facilitate the management of future infodemic outbreaks, such as when COVID-19 vaccines become available to the public.

Methods

The entire workflow of data extraction, filtering, and classification is illustrated in Figure 1.
**Data**

We used version 15.0 of the COVID-19 Twitter chatter data set constructed by the Panacea Lab [21], which collected all COVID-19-related tweets between January 6 and June 21, 2020. The provided data set only contains the identifiers of corresponding tweets, so we used the application programming interface (API) provided by Twitter to extract the full content of each tweet. The Social Media Mining Toolkit provided by the Panacea Lab was used to hydrate the data set [22]. There is no limitation regarding the days prior to the extraction. A language filter (i.e., “lang” attribute in the tweet object = “en”) was then applied to identify tweets written in the English language.
Data Annotation for Constructing the Health Belief Model

We employed the HBM to quantify health beliefs. As mentioned above, it consists of the following four core constructs that can be tailored for given hypotheses: (1) perceived susceptibility, (2) perceived severity, (3) perceived benefits, and (4) perceived barriers. The HBM was developed to investigate people’s beliefs about health problems and has been widely used to investigate individual opinions toward diseases and interventional approaches, such as HIV risk behaviors [14], HPV vaccines [15], and the gender difference in food choices [16]. Specifically, for perceived benefits and barriers, we focused on HCQ or CQ, the antimalarial drug advocated for by the then American President as a “game changer,” which was then subsequently discarded. Tweets were labeled as positive or negative for being related to HBM, meaning they could be mapped to at least one of the four aforementioned constructs. Thus, each tweet could potentially have up to five labels. The annotation process was performed by three senior PhD students in biomedical informatics (HW, YLi, and MH). All annotators classified the first 500 tweets individually, then reconciled different opinions and built final annotation rules. The definitions for each construct of the HBM are described in Table 1 with example tweets. Based on the rule, HW and YLi annotated the rest of 5000 tweets independently and evaluated the agreement using the Cohen κ score [23]. Finally, MH resolved the divergent annotations between HW and YLi with further consideration. We made the data set with the 5000 annotated tweets available for researchers [24]. To protect the privacy of Twitter users and per Twitter’s policy, we did not include any tweet content in the data set. Instead, each tweet’s unique identifier (ie, tweet ID) was provided.

Table 1. Health belief model (HBM) constructs, definitions, and example tweets.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definitions of the construct</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived suscep-</td>
<td>The assessment of the risk of getting COVID-19 infection</td>
<td>“Across the UK, 194,990 people had tested positive for coronavirus as of 9am on Tuesday, up from 190,584 at the same point on Monday. Find out how many cases there are in your area.”</td>
</tr>
<tr>
<td>tibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived severity</td>
<td>The assessment of whether COVID-19 is a sufficient health concern</td>
<td>“US Recorded 1,297 Coronavirus Deaths in Past 24 Hours.”</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>The benefits of HCQ and CQ in prevention or treatment of COVID-19</td>
<td>“Dr. Zelenko In NY has now treated 699 Coronavirus patients with 100% success using Hydroxychloroquine.”</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>The side effects of HCQ and CQ The unaffordable cost of HCQ and CQ The inaccessibility of HCQ</td>
<td>“Family of New York woman blames hydroxychloroquine combo for fatal heart attack.”</td>
</tr>
<tr>
<td>HBM related</td>
<td>Can be mapped to at least one of the four constructs above</td>
<td>Any of the above tweets are examples for this construct</td>
</tr>
</tbody>
</table>

aHCQ: hydroxychloroquine.  
bCQ: chloroquine.

Machine Learning Classifiers

We trained machine learning classifiers on the annotated data, evaluated the performance, and automatically classified the 50 million tweets. The entire annotated data set was split into a training data set and a testing data set with a ratio of 8:2. Feature selection was applied by ignoring terms with a document frequency of less than 0.01 or greater than 0.99. Terms with only letters were considered, but terms were ignored when there were numbers or special characters. Before vectorization, we removed all the URLs; unified all the contractions, punctuation marks, and white spaces; and converted all terms to lower case in the corpus. The free-text tweets were vectorized using both bag-of-words and term frequency–inverse document frequency (tf-idf) algorithms. A list of English stop words provided by the natural language toolkit [25] was used to rule out unrelated words. Next, 5-fold cross-validation was performed to select the best-suited classifier for the task. The machine learning classifiers that we experimented on included Ridge classifier; perceptron; passive-aggressive classifier; k-nearest neighbors classifier; random forest; support vector machine with linear kernel and 11 or l2 penalty; support vector machine with radial basis function, polynomial, or sigmoid kernel; stochastic gradient descent classifier with 11 or l2 or elastic net penalty; multinomial naïve Bayesian classifier; Bernoulli naïve Bayesian classifier; and logistic regression. Performance across classifiers was evaluated using the area under the receiver operating characteristic (AUROC) curve, and the classifier that yielded the highest AUROC was chosen (see Multimedia Appendix 1, Tables S1-S5). In total, five classifiers were built to construct the final HBM. First, a classifier was trained to classify whether a tweet was HBM related or not. Then, we collected all the tweets that were identified as HBM related for the following task. Lastly, we built four classifiers to label each core construct of the HBM separately. The entire pipeline was built with Python 3.6.8 (Python Software Foundation). The bag-of-words algorithm, machine learning classifiers, and model evaluations were implemented with the scikit-learn, version 0.22.1, package [26].

The Overall Trend of Health Beliefs in Tweets

To quantify whether the information spread constituted an infodemic, we applied one of the classic measurements in
epidemiological models: the basic reproduction number, $R_0$. We employed the susceptible–infectious–recovered (SIR) model [27], for which the detailed calculation can be found in the Multimedia Appendix 1. In our case of an infodemic, we considered the users who tweeted about COVID-19 as the susceptible population; among this population, being infected meant a user tweeted about health beliefs defined in our HBM scope, and recovering then indicated that a user stopped tweeting about health beliefs. Thus, contact with infected individuals could be considered as reading health belief–related tweets posted by other users.

The Trend of Health Belief Toward the Disease

There are two core constructs in the HBM that focus specifically on the disease of interest: perceived susceptibility and perceived severity. We visualized these two constructs together with the dynamics of the pandemic in Figure 2. We observed a similar pattern in COVID-19 case dynamics and the number of tweets regarding perceived susceptibility, as well as in the dynamics of COVID-19 deaths and the number of tweets indicating perceived severity. For the first pair, we observed an earlier increase in the number of perceived susceptibility tweets prior to a surge in COVID-19 cases, while for the second pair, there was a delay in the increase of COVID-19 deaths compared with the number of perceived severity tweets. To investigate how many days the trend dynamics of health belief discussions followed or postponed the actual case or death increases, we calculated the Spearman correlation coefficient under various time lags (ie, for a 1-day lag, the correlation between the number of tweets and the COVID-19 situation was calculated by moving the COVID-19 trend 1 day forward). Moreover, we conducted a change point analysis using the dynamic programming algorithm [28] to detect the significant turning point of the trends.

Figure 2. Dynamics of perceived susceptibility and severity with COVID-19 case and death trends. The pink and green lines with "star" marks reflect the weekly cumulative number of tweets for perceived susceptibility and severity, while the pink and green bars on the x-axis indicate the daily number of tweets related to perceived susceptibility and severity. The global case and death dynamics have been available since January 22, 2020.

The Effect of Interventions

To evaluate the impact of interventions on the infodemic and the pandemic, we further investigated the lockdown in the United States. Because we were analyzing only tweets written in the English language, and there were systematic official lockdowns issued in the United States, we chose to study the effect of US-based interventions on health beliefs. The location information is not available for each tweet. We analyzed 136,641 tweets where the place was available—a variable in the tweet object that, when present, indicates that the tweet is associated with a place—and subsequently identified 54,164 tweets corresponding to the United States. We investigated the effect of interventions by visualizing the trends along with the timeline of lockdowns in the United States.

News in the Top Topics

To understand major topics in the tweets related to health beliefs, we extracted the top 10 phrases from the tweets each week. We considered unigrams and bigrams in this case. The frequency of each phrase was not only calculated as the count; instead, we used the tf-idf score to find the highlighted topics of each week. A higher tf-idf score is obtained if a given word or phrase frequently appears in one document but only appears in a small number of documents.

The Influence of Scientific and Nonscientific Events

To evaluate the difference between the impact of scientific and nonscientific events on health beliefs, we conducted a Kruskal-Wallis test. The Kruskal-Wallis test was chosen since there was no reasonable assumed distribution for the influence...
of the two types of events, and the two groups being compared had different sample sizes. We collected events associated with HCQ and CQ on the internet during the study period with no exclusion criteria. All the events were classified as scientific events if they were based on scientific evidence or endorsed by authorities, while all remaining events were treated as nonscientific events. To quantify the influences, for each event, we calculated the sum of the number of tweets that expressed perceived benefits or perceived barriers regarding HCQ and CQ on the day of the event and the day after.

Results

Data and Machine Learning Classifiers
The data set contained identifiers for 104,512,658 unique tweets, of which 92,687,660 were still available upon extraction. After applying the language filter, our final set for analysis consisted of 51,792,817 English tweets. The Cohen κ score for interrater reliability of data annotation was 0.94 for identifying whether a given tweet was HBM related and was around 0.9 for the annotation of all four individual HBM constructs (see Table 2). Random forest was found to be the best-performing classifier for the HBM-related classification and three of the HBM constructs (ie, perceived susceptibility, perceived benefits, and perceived barriers), while the passive-aggressive classifier was found to be the most suitable choice for classifying whether a tweet indicated perceived severity. The AUROC curves for HBM-related and the two disease-related constructs were all above 0.9, while AUROC curves for the two treatment-related constructs were around 0.86 (see Table 2).

After classification, 5,585,780 tweets were HBM related, among which 3,058,121 (54.75%) tweets expressed perceived susceptibility of COVID-19, 2,239,038 (40.08%) tweets expressed perceived severity of COVID-19, 211,374 (0.04%) tweets expressed perceived benefits of HCQ or CQ, and 190,839 (0.03%) tweets expressed perceived barriers toward HCQ or CQ. To further ensure the validity of the classification, we performed additional spot checks on the final results; examples can be found in Multimedia Appendix 1.

Table 2. Performance of machine learning classifiers.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cohen a,b</th>
<th>Classifier b</th>
<th>AUROC c curve</th>
<th>Accuracy</th>
<th>Precision d</th>
<th>Recall e</th>
<th>F1 score f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived susceptibility</td>
<td>0.92</td>
<td>Random forest</td>
<td>0.97</td>
<td>0.94</td>
<td>0.92</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>0.88</td>
<td>Passive-aggressive</td>
<td>0.92</td>
<td>0.90</td>
<td>0.88</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>0.92</td>
<td>Random forest</td>
<td>0.87</td>
<td>0.79</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>0.92</td>
<td>Random forest</td>
<td>0.86</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>HBM-related</td>
<td>0.94</td>
<td>Random forest</td>
<td>0.90</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>

aThe Cohen κ coefficient for interrater reliability of annotation.
bThe machine learning classifier selected by the best performance.
cAUROC: area under the receiver operating characteristic.
dMacro-averaged precision.
eMacro-averaged recall.
fMacro-averaged F1 score.
gHBM: health belief model.

The Overall Trend of Health Beliefs in Tweets
The visualization of the overall trend of health beliefs is shown in Figure 3, with the number of tweets that fell into each core construct of the HBM. Each construct was displayed in a different color chronologically, starting from the third week of 2020, and stacked together to show the total number of HBM-related tweets. A dramatic increase can be observed from January to June, which indicates an increasing number of discussions regarding personal health beliefs. The \( R_0 \) was 7.62 for the users who tweeted about health beliefs in our data.
The Trend of Health Belief Toward the Disease
The left panel of Figure 4 displays the strongest correlation (ie, 0.92) between perceived susceptibility–related tweets and the global case increment when imposing a 3-day lag (ie, moving the trend of COVID-19 cases 3 days forward so that the number of perceived susceptibility tweets on January 13, 2020, will be aligned with the number of COVID-19 cases on January 16, 2020). The patterns detected by the change point analysis depicted by color in Figure 4 also show similarities within the pair. For the second pair (ie, perceived severity and COVID-19 death trend in the right-hand panel of Figure 4), the strongest correlation was found at –6 days (ie, 0.87), which indicates that changes in the perceived severity were lagging the actual death dynamics by 6 days (ie, the strongest correlation was found when moving the death trend 6 days backward). The change point analysis unraveled similar patterns between the trends of perceived severity and COVID-19 deaths.
Figure 4. Correlation between perceived susceptibility–related tweets and COVID-19 case dynamics. Each pair of the lower four graphs are staggered according to the time differences that achieve the highest correlation in the top graphs: 3 days and –6 days, respectively. The pink and blue as well as the yellow and green shades depict the change points detected from the change point analysis.

The Effect of Interventions

We visualized the trends of perceived susceptibility and perceived severity along with the daily case and death dynamics in the United States in Figure 5. Meanwhile, lockdown information for each state is also listed by the timeline. Decisions made by Republican or Democratic governors are colored red and blue, respectively. The Republican states South Dakota, North Dakota, Iowa, Nebraska, and Arkansas did not announce official lockdowns and are not included in this figure. The official documents of lockdown and reopen decisions for each state are listed in Multimedia Appendix 1, Table S6.
Figure 5. Dynamics of health beliefs related to COVID-19 and the trend of case and death fluctuation in the United States with lockdown status. The lower half of the figure shows the official lockdown circumstances in each US state by each governor. The lines corresponding to each state represent the start and end date of the official lockdowns. The Republican states South Dakota, North Dakota, Iowa, Nebraska, and Arkansas did not announce official lockdowns and are not shown in this figure. The full reference for each state can be found in Multimedia Appendix 1, Table S6.

News in the Top Topics
Top 10 topics, which where all changed to lowercase, according to the tf-idf scores are shown in Figure 6, where a darker shade of the cell indicates a higher tf-idf score. The featured phrases that were closely related to the news during the corresponding time periods are highlighted in purple.
The Influence of Scientific and Nonscientific Events

The list of events that we collected is shown on the right-hand side of Figure 7, while the trends of perceived benefits and barriers are shown on the left-hand side. We observed that both scientific and nonscientific events were associated with fluctuations in health beliefs. The scales of the fluctuations observed varied over time. There were more nonscientific events around the two most massive spikes, but scientific events were majorly distributed along the timeline where many gentle fluctuations could be found. The Kruskal-Wallis test showed no significant difference between the influence of scientific and nonscientific events for both perceived benefits and barriers ($H=0.078$, $P=.78$; and $H=0.002$, $P=.92$, respectively). Full references for each event can be found in Multimedia Appendix 1, Table S7.
**Discussion**

**Principal Findings**

Through the utilization of natural language processing (NLP) and machine learning, we employed the HBM to identify tweets associated with health beliefs. Through further evaluation of HBM-related tweets, our findings demonstrated that trends in health beliefs were correlated with dynamics in positive case and mortality rates. Additionally, we observed a decline in perceived disease susceptibility during government-issued lockdowns, while perceived severity appeared unaltered. Lastly, our study identified top news events, scientific and nonscientific, that may play a role in altering health beliefs. These findings lay the groundwork to better understand how the general public’s COVID-19-related health beliefs are influenced by case and mortality rates, government policies, current news, and significant events. Through careful study of these observations, we may better implement management strategies to combat the pandemic and the infodemic.

In commonly used models for infectious diseases, infection is considered to be spreading in a population when $R_0$ is greater than 1, and the epidemic is harder to control with a larger value of $R_0$. Therefore, given the $R_0$ of 7.62, it is reasonable to conclude that an infodemic is ongoing in our study population.
It is interesting that health beliefs involving perceived susceptibility increased in advance of the actual evolution of the pandemic. Because we observed the basic reproduction number $R_0$ of 7.62, suggestive of an infodemic, these findings may suggest that the volume of information regarding COVID-19 affects Twitter users’ perspectives regarding the risk of infection. In the early stages of the pandemic, before mortalities were observed, it is possible that less severity was assumed. Over time, perceived severity may have increased as the number of deaths cumulated. Strong correlations between perceived susceptibility and perceived severity regarding the case and death dynamics may suggest that the ongoing situation of the pandemic is a significant impact factor affecting health beliefs.

From the line chart in Figure 5, we observed a dramatic increase in daily cases between week 11 and week 14. There was also an upward trend in perceived susceptibility starting from week 11, which began decreasing by week 13. This phenomenon is interesting when we take the lockdown situation into consideration, as starting from week 13 was when most of the states were under the government-issued lockdown. Thus, official interventions were observed to potentially mitigate the general public’s perceived susceptibility of COVID-19. Meanwhile, we saw the growth of the number of confirmed cases slowing down during this same period. Interestingly, we failed to see a decline in perceived severity even when almost all the states were under quarantine. Previously, we showed that perceived severity was found to most strongly correlate with mortality; thus, it is reasonable that lockdown policies did not ease such health concerns, perhaps owing to the fact that while lockdowns slow down the spread of infection, they do not offer complete protection, especially in the absence of viable medications or treatment strategies.

As shown in Figure 6, for the first 3 to 4 weeks, topics predominately covered confirmed cases worldwide when the global pandemic was not yet affirmed by the authorities. In the following weeks, the terms cruise ship [29] and Li Wenliang [30] came into the spotlight. In early February, a large and notable cluster of COVID-19 cases occurred on the Diamond Princess cruise ship. Dr Wenliang Li, the Chinese doctor who tried to raise the alarm about a possible outbreak of a disease that resembled SARS-CoV-2 in Wuhan, China, died of the infection on February 7, 2020. During weeks 8 and 9, when the COVID-19 outbreak heightened in Italy [31] and Iran [32], topics related to these countries began trending. On March 18, 2020 (ie, week 12), then President Trump announced that he was taking HCQ as prophylaxis for COVID-19 [33] and triggered massive discussions. In fact, starting at week 13, discussions involving HCQ and CQ began to dominate. Lastly, we were initially surprised to observe other topics like George Floyd [34] in the health belief–related tweets. However, this topic is related to many events where people gathered that happened while many states were still under lockdown, possibly provoking health concerns. Through this analysis, we suspect that the news from all sources may penetrate into discussions regarding health beliefs and, thus, may influence health beliefs. Therefore, the news that we consume every day may inadvertently be a substantial factor that affects our health beliefs, which may contribute to and even exacerbate the infodemic on social media.

We observed that speeches by politicians could have dramatic impacts on the health beliefs of the general public who read the news. However, politicians’ speeches do not necessarily recapitulate scientific facts or evidence and could sometimes be misleading [35]. Thus, we expect to rely more on scientific sources, such as publications with scientific evidence or announcements made by health authorities, for more accurate and reliable information regarding the pandemic. However, it is uncertain whether scientific events or nonscientific events have a more profound influence on altering the health beliefs of the general public.

The results from the Kruskal-Wallis test imply that scientific events and nonscientific events did not significantly differ from one another in regard to their effect on health beliefs within the given period (ie, January 6 to June 21, 2020). We found it surprising that scientific events did not appear to be significantly associated with altering the health beliefs toward potential treatments in our data set. This might be due to the public’s distrust in science arising from the many uncertainties involving the pandemic or the instances of being delivered conflicting information, such as “Don’t wear masks” to “Wear masks all the time.” To better cope with COVID-19 circumstances, everyone in society, online and offline, should be aware of the overabundance of information and its potential impact on health beliefs. Thus, it is essential to be prudent to screen the authenticity of each piece of information.

**Limitations and Future Work**

We have identified some limitations in this study. The tweets analyzed in this study covered the English language, and there might be divergences across different languages that were not addressed. Although English tweets constitute the largest proportion among all the tweets, the number of tweets in other languages or undefined languages are still considerable [36].

We hope to expand the analysis to a multilingual setting in future work. Additionally, although we did not cover every potential treatment at this stage, our framework is extensible to assess the influence on health beliefs of additional treatments or interventions, such as vaccines. In fact, we plan to apply similar approaches to investigate health beliefs in COVID-19 vaccines once they are available to the general public. Furthermore, we likely have not considered other factors that may contribute to alterations in health beliefs.

This analysis used data extracted from one social media platform, Twitter, which may also introduce bias. Users’ health beliefs may not represent those of the entire population, since not everyone uses Twitter. More social media platforms will be incorporated in future work, such as Facebook, Instagram, and Reddit. Additionally, it would be interesting to compare our crowdsourcing results with health beliefs obtained through hospital-administrated surveys from patients with COVID-19 and their caretakers.

Technically, this study employed the very classic text classification methods, which used a combination of the bag-of-words model and machine learning classifiers. Yet, the
experiments showed that they worked well (ie, AUROC curve over 0.9) on the given data. Deep learning architectures were not discussed in this study, mainly because there is no guarantee that deep learning models always work better than simple machine learning classifiers. Meanwhile, deep learning models bear higher technical barriers, which compromise the accessibility for people from other domains. Deep learning models are also known to demand considerable energy [37], so we were also trying to trade off the energy-performance balance. However, it is definitely worth a whole other study to discuss various NLP techniques for the classification task. For future studies, we are also interested in investigating the performance of various NLP techniques on the current text classification tasks.

Conclusions

Our data suggest that we are not only fighting a pandemic but also an infodemic. The excessive information disseminated on social media platforms and other sources is closely related to the dynamics of the general public’s health beliefs. The dynamics of the pandemic, news, scientific and nonscientific events, and even the related tweets already published on social media platforms may influence the health beliefs of the general public on social media to some extent. Our findings provide clues and evidence for more effective management of the infodemic associated with the COVID-19 pandemic.
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Abstract

Background: The initial symptoms of patients with COVID-19 are very much like those of patients with community-acquired pneumonia (CAP); it is difficult to distinguish COVID-19 from CAP with clinical symptoms and imaging examination.

Objective: The objective of our study was to construct an effective model for the early identification of COVID-19 that would also distinguish it from CAP.

Methods: The clinical laboratory indicators (CLIs) of 61 COVID-19 patients and 60 CAP patients were analyzed retrospectively. Random combinations of various CLIs (ie, CLI combinations) were utilized to establish COVID-19 versus CAP classifiers with machine learning algorithms, including random forest classifier (RFC), logistic regression classifier, and gradient boosting classifier (GBC). The performance of the classifiers was assessed by calculating the area under the receiver operating characteristic curve (AUROC) and recall rate in COVID-19 prediction using the test data set.

Results: The classifiers that were constructed with three algorithms from 43 CLI combinations showed high performance (recall rate >0.9 and AUROC >0.85) in COVID-19 prediction for the test data set. Among the high-performance classifiers, several CLIs showed a high usage rate; these included procalcitonin (PCT), mean corpuscular hemoglobin concentration (MCHC), uric acid, albumin, albumin to globulin ratio (AGR), neutrophil count, red blood cell (RBC) count, monocyte count, basophil count, and white blood cell (WBC) count. They also had high feature importance except for basophil count. The feature combination (FC) of PCT, AGR, uric acid, WBC count, neutrophil count, basophil count, RBC count, and MCHC was the representative one among the nine FCs used to construct the classifiers with an AUROC equal to 1.0 when using the RFC or GBC algorithms. Replacing any CLI in these FCs would lead to a significant reduction in the performance of the classifiers that were built with them.

Conclusions: The classifiers constructed with only a few specific CLIs could efficiently distinguish COVID-19 from CAP, which could help clinicians perform early isolation and centralized management of COVID-19 patients.

(J Med Internet Res 2021;23(2):e23390) doi:10.2196/23390
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Introduction

COVID-19 caused by SARS-CoV-2 infection, which was discovered in early December 2019, has become a global pandemic. As of August 3, 2020, COVID-19 has become widespread in 215 countries, areas, or territories worldwide; it has caused infection in more than 17.9 million people and has resulted in the deaths of more than 686,000 people [1]. The World Health Organization has stated that the spread of COVID-19 may be impeded by early detection, isolation, and the implementation of a robust health care system [2,3]. Nevertheless, the published data indicate that the initial symptoms of COVID-19 in patients are very similar to those in patients with the common cold or influenza. COVID-19 patients exhibit different clinical symptoms, and some of them do not have any symptoms [4-7]. sars-cov-2 infection has a long incubation period, with a median incubation period of 5 to 7 days, which is the chief risk factor for community infection [6,8]. Community-acquired pneumonia (CAP) and COVID-19 have similar clinical and imaging features, but their treatment and infectivity are very dissimilar. Distinguishing COVID-19 from CAP is very important to prevent the spread of COVID-19 and to provide specific treatment.

Some characteristic spectra demonstrated by clinical laboratory indicators (CLIs) of COVID-19 patients have been utilized as auxiliary clues for diagnosis [9]. Previous studies have demonstrated that increased procalcitonin (PCT), lymphocytopenia, and thrombin activation can all be utilized as auxiliary diagnostic indicators of COVID-19 and poor prognostic factors [9-11]. However, they are also correlated with CAP [12-15]. Thus, in accordance with the changes in these indicators, it is impossible to differentiate COVID-19 from CAP. The changes in the neutrophil to lymphocyte ratio, the peak platelet to lymphocyte ratio, lactate dehydrogenase (LDH), C-reactive protein (CRP), and interleukin-6 (IL-6) are considered to be associated with the progression and prognosis of COVID-19 [9], but using the information from the CLIs to give clinicians correct guidance is still a great challenge.

Classifiers established by machine learning (ML) algorithms based on various clinical features, biomarkers, and CLIs are increasingly widely utilized in disease diagnosis and risk prediction [16]. During the COVID-19 pandemic, ML was also widely used to predict, classify, assess, track, and control the spread of SARS-CoV-2 [17,18]. ML can improve diagnostic performance compared with hand-selected biomarkers by selecting relevant biomarkers and more consistently capturing both their relative importance to prediction and their interactions among one another [19]. In this study, we used CLIs to build classifiers with different ML algorithms to distinguish COVID-19 patients from CAP patients; we found that only the feature combinations (FCs) with many specific CLIs rather than the FCs with the most significantly differential CLIs between the two groups could build high-performance classifiers (HPCs).

Methods

Collection of Patients’ Electronic Medical Record Data

The electronic medical records of patients who were admitted to Gong An County People’s Hospital, China, and diagnosed with COVID-19 or CAP from December 2019 to March 2020 were retrieved. The information regarding each patient’s age, sex, clinical symptoms upon admission, medical history, epidemiological history, computed tomography (CT) imaging features, and CLIs were sorted out for retrospective analysis. Only the laboratory test results during admission were included. It was specified that all patients’ data were to be kept confidential, and this data were only to be utilized for comprehensive analysis. No personal information about any patient was mentioned in the paper. This study was approved by the ethics committees from the Guangdong Provincial Hospital of Chinese Medicine (approval No. ZE2020-049-01) with a waiver of informed consent due to the retrospective nature of the study.

Data Description

Diagnosis and clinical classification of COVID-19 were performed according to the Chinese Clinical Guidance for COVID-19 Pneumonia Diagnosis and Treatment (7th edition) [20]. A total of 61 patients with COVID-19 and 60 patients with CAP were enrolled according to the discharge diagnosis on their electronic medical records. There were 3 mild, 47 common, 6 severe, and 5 critical types, which were categorized into two groups for further analysis as follows: COVID19-COM (3 mild and 47 common types) and COVID19-SV (6 severe and 5 critical types). They were matched by age and sex and did not significantly differ in terms of medical history. The main clinical symptoms between CAP and COVID-19 groups were not significantly different.

Primary Analysis

The descriptive analysis of all CLIs was performed between groups or subgroups. Between-group or between-subgroup differences were tested using the statsmodels module from Python (Python Software Foundation) [21]. The Student t test was performed when the distribution of the variables conformed to the normal distribution; otherwise, the Mann-Whitney U test was used. The chi-square test was used to detect differences in baseline data between two groups or subgroups. A value of P<.05 was considered to be significant.

Feature Selection and Data Preprocessing

The CLIs with a missing value ratio greater than 20% were excluded. Only the CLIs with a significant difference between the two groups were selected and used to generate 1,807,780 nonrepetitive random FCs, consisting of one to eight CLIs, by using the combinations iterator in the itertools module from Python [22]. Next, an FC was selected from the FC list one by one to form a new data sheet with the dependent variable (ie, disease type), and 1,807,780 new data sheets were eventually formed. For each new data sheet, the rows with missing values were removed. The remaining rows were then divided into training_dataset and test_dataset using scikit-learn, version 0.23.1 (train_test_split function with test_size = 0.25,
Construction of Classifiers With ML Algorithms in the Scikit-Learn Module

Scikit-learn is a Python module integrating a wide range of state-of-the-art ML algorithms for medium-scale supervised and unsupervised problems [23]. The LR classifier, the random forest classifier (RFC), and the gradient boosting classifier (GBC) have been typically used to construct classifiers in prediction of disease risk, progression, prognosis, and so on [24]. The LR classifier in the sklearn.linear_model is also known as logistic regression, maximum-entropy classification, or the log-linear classifier. In this model, the probabilities describing the possible outcomes of a single trial are modeled using a logistic function [24]. The RFC in the sklearn.ensemble module is one of the averaging algorithms in ensemble methods and is a perturb-and-combine technique specifically designed for trees. In the random forest algorithm, each tree in the ensemble is built from a sample drawn with replacement from the training data set. Furthermore, when splitting each node during the construction of a tree, the best split is found either from all input features or from a random subset of size setting with the parameter max_features. In practice, the variance reduction due to the introduction of randomness in the classifier construction is often significant, hence, yielding an overall better model [25,26]. The GBC algorithm, using the sklearn.ensemble function, is a boosting method, in which base estimators are built sequentially. To reduce the bias of the combined estimator, one has to combine several weak models to produce a powerful ensemble. The GBC algorithm builds an additive model in a forward stage-wise fashion, and it allows for the optimization of arbitrary differentiable loss functions [27,28].

In this study, the classifiers were respectively constructed using the LR classifier, RFC, and GBC in the scikit-learn module with the training data set. The model parameter settings were kept as default, except that random_state was modified to “0” for all models and class_weight was modified to “balanced” for the LR classifier and RFC models. The performance of the classifiers was evaluated with the test data set by calculating the recall rate (ie, sensitivity), specificity, accuracy, and area under the receiver operating characteristic curve (AUROC), using the sklearn.metrics.recall_score, sklearn.metrics.precision_score, sklearn.metrics.accuracy_score, and sklearn.metrics.auc functions, respectively. Gini importance was computed using the feature_importance function to measure the importance of each feature in the RFC and the GBC. The higher the Gini importance value, the more important the feature [29]. All the above analyses were performed in Python, version 3.7 (Python Software Foundation).

Results

Basic Characteristics of CAP Group and COVID-19 Group

No significant differences in age and sex were found between CAP and COVID-19 groups (see Table 1); however, the proportions of males in the CAP and COVID-19 groups were 55% (33/60) and 66% (40/61), respectively, and were higher than those of females in both groups. No significant difference in the medical history between the two groups (see Table 1) was observed. Also, no significant difference was found in the proportions of the main clinical symptoms between the two groups, such as fever, cough, fatigue, muscle soreness, and loss of appetite (see Table 1). The average hospitalization days for CAP patients were remarkably lower than those for COVID-19 patients (P<.001). In the CAP group, some patients with pulmonary CT also had imaging features that included patchy hyperdense shadow (11/60, 18%), ground-glass shadow (4/60, 7%), and fibrotic lesion (6/60, 10%). Nonetheless, the chief imaging features of pulmonary CT in the COVID-19 group were patchy hyperdense shadow (25/61, 41%) and ground-glass shadow (9/61, 15%), and many patients (7/61, 11%) had both patchy hyperdense shadow and ground-glass shadow (see Table 1). Among the 61 patients suffering from COVID-19, 3 (5%) had mild symptoms, 47 (77%) had common symptoms, 6 (10%) had severe symptoms, and 5 (8%) had critical symptoms. Fever and cough were the principal symptoms in the early stage of COVID-19, and these accounted for 70% (43/61) and 64% (39/61) of the cases, respectively (see Table 1). Among the CAP patients included in the analysis, no cases of death were found during hospitalization; however, 3 of the 5 (60%) severely ill patients in the COVID-19 group, who were aged 36, 49, and 74 years, died during hospitalization. The 36-year-old patient who died underwent interventricular septal repair in childhood.
Table 1. Comparison of baseline information between COVID-19 patients and community-acquired pneumonia (CAP) patients.

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>CAP patients (n=60)</th>
<th>COVID-19 patients (n=61)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>33 (55)</td>
<td>40 (66)</td>
<td>.27</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>55.72 (18.10)</td>
<td>50.23 (16.95)</td>
<td>.09</td>
</tr>
<tr>
<td>Hospitalization days, median (IQR)</td>
<td>9 (7-12)</td>
<td>21 (13-26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical history, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>14 (23)</td>
<td>16 (26)</td>
<td>.83</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2 (3)</td>
<td>6 (10)</td>
<td>.27</td>
</tr>
<tr>
<td>Liver disease</td>
<td>2 (3)</td>
<td>3 (5)</td>
<td>.99</td>
</tr>
<tr>
<td>Heart disease</td>
<td>3 (5)</td>
<td>5 (8)</td>
<td>.72</td>
</tr>
<tr>
<td>Exposure history</td>
<td>Unclear</td>
<td>54 (89)</td>
<td>N/A</td>
</tr>
<tr>
<td>Familial aggregation infection</td>
<td>Unclear</td>
<td>22 (36)</td>
<td>N/A</td>
</tr>
<tr>
<td>Initial symptoms, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>36 (60)</td>
<td>43 (70)</td>
<td>.26</td>
</tr>
<tr>
<td>Cough</td>
<td>44 (73)</td>
<td>39 (64)</td>
<td>.33</td>
</tr>
<tr>
<td>Myalgia</td>
<td>4 (7)</td>
<td>7 (11)</td>
<td>.53</td>
</tr>
<tr>
<td>Poor appetite</td>
<td>5 (8)</td>
<td>11 (18)</td>
<td>.18</td>
</tr>
<tr>
<td>Fatigue</td>
<td>33 (55)</td>
<td>24 (39)</td>
<td>.10</td>
</tr>
<tr>
<td>Days from onset of symptoms to admission, median (IQR)</td>
<td>Unrecorded</td>
<td>3 (1-7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Imaging features, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patchy high-density opacity</td>
<td>11 (18)</td>
<td>25 (41)</td>
<td>.009</td>
</tr>
<tr>
<td>Ground-glass opacity</td>
<td>4 (7)</td>
<td>9 (15)</td>
<td>.24</td>
</tr>
<tr>
<td>Fibrotic lesion</td>
<td>6 (10)</td>
<td>3 (5)</td>
<td>.32</td>
</tr>
<tr>
<td>Patchy high-density opacity and ground-glass opacity</td>
<td>0 (0)</td>
<td>7 (11)</td>
<td>.01</td>
</tr>
<tr>
<td>Death cases, n (%)</td>
<td>0 (0)</td>
<td>3 (5)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable; groups could not be compared because there were no values for the CAP group.

bThere were more than 2 cases of infection after aggregation with family members or relatives.

Characteristic Profile of the CLIs in COVID-19 and CAP

Even though most CLIs had a similar variation trend in both CAP and COVID-19, the extent of change was different. Among more than 60 evaluated CLIs, there were significant differences in 25 CLIs between the two groups (see Table 2). A decrease of lymphocyte, red blood cell (RBC) count, hematocrit or packed-cell volume (PCV), hemoglobin concentration, and mean corpuscular hemoglobin concentration (MCHC) and an increase of neutrophil ratio, prothrombin time (PT), micro-CRP (mCRP), and PCT were observed in both COVID-19 and CAP patients. Furthermore, the neutrophil ratio and levels of PT, mCRP, and PCT in CAP were remarkably higher than those in COVID-19. Levels of lymphocyte, RBC count, PCV, hemoglobin concentration, and MCHC in CAP were significantly lower than those in COVID-19 (see Figure 1). Various erythrocyte-related CLIs—RBC count, PCV, hemoglobin concentration, and MCHC—significantly decreased in both CAP and COVID-19, but there was a greater reduction in CAP patients (see Figure 1). The RBC distribution width—standard deviation (RDW-SD) and RBC mean corpuscular volume (MCV) also indicated prominent differences between CAP and COVID-19 (see Figure 1).
Table 2. Differences in clinical laboratory indicators (CLIs) between patients with community-acquired pneumonia (CAP) and COVID-19.

<table>
<thead>
<tr>
<th>CLI</th>
<th>CAP patients (n=60)</th>
<th></th>
<th>COVID-19 patients (n=61)</th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Procalcitonin (ng/mL)</td>
<td>43 (72)</td>
<td>0.629 (0.838)</td>
<td>55 (90)</td>
<td>0.134 (0.184)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Monoamine oxidase B (U/L)</td>
<td>35 (58)</td>
<td>4.569 (1.748)</td>
<td>53 (87)</td>
<td>3.538 (1.592)</td>
<td>.001</td>
</tr>
<tr>
<td>Myoglobin (ng/mL)</td>
<td>14 (23)</td>
<td>39.179 (29.421)</td>
<td>23 (38)</td>
<td>65.794 (87.039)</td>
<td>.04</td>
</tr>
<tr>
<td>Micro-C-reactive protein (mg/L)</td>
<td>41 (68)</td>
<td>63.943 (64.530)</td>
<td>13 (21)</td>
<td>22.568 (29.577)</td>
<td>.004</td>
</tr>
<tr>
<td>Prothrombin time (seconds)</td>
<td>30 (50)</td>
<td>12.780 (0.873)</td>
<td>53 (87)</td>
<td>12.460 (1.107)</td>
<td>.04</td>
</tr>
<tr>
<td>Thrombin time (seconds)</td>
<td>30 (50)</td>
<td>15.123 (1.565)</td>
<td>53 (87)</td>
<td>14.655 (1.422)</td>
<td>.049</td>
</tr>
<tr>
<td>Albumin (g/L)</td>
<td>53 (88)</td>
<td>35.508 (5.929)</td>
<td>54 (89)</td>
<td>37.831 (6.169)</td>
<td>.04</td>
</tr>
<tr>
<td>Albumin to globulin ratio</td>
<td>53 (88)</td>
<td>1.211 (0.295)</td>
<td>54 (89)</td>
<td>1.378 (0.482)</td>
<td>.047</td>
</tr>
<tr>
<td>α-L-fucosidase (U/L)</td>
<td>35 (58)</td>
<td>17.709 (5.167)</td>
<td>50 (82)</td>
<td>22.106 (5.698)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uric acid (μmol/L)</td>
<td>44 (73)</td>
<td>284.193 (118.608)</td>
<td>54 (89)</td>
<td>325.261 (92.914)</td>
<td>.007</td>
</tr>
<tr>
<td>Potassium (mmol/L)</td>
<td>54 (90)</td>
<td>3.900 (0.462)</td>
<td>55 (90)</td>
<td>4.021 (0.392)</td>
<td>.03</td>
</tr>
<tr>
<td>White blood count cell (×10⁹/L)</td>
<td>58 (97)</td>
<td>8.858 (5.576)</td>
<td>56 (92)</td>
<td>5.293 (2.047)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutrophils (%)</td>
<td>57 (95)</td>
<td>72.958 (15.544)</td>
<td>56 (92)</td>
<td>66.661 (14.013)</td>
<td>.007</td>
</tr>
<tr>
<td>Lymphocytes (%)</td>
<td>56 (93)</td>
<td>18.646 (13.416)</td>
<td>56 (92)</td>
<td>24.014 (11.175)</td>
<td>.002</td>
</tr>
<tr>
<td>Neutrophil count (×10⁹/L)</td>
<td>56 (93)</td>
<td>6.797 (5.525)</td>
<td>56 (92)</td>
<td>3.649 (1.949)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Monocyte count (×10⁹/L)</td>
<td>55 (92)</td>
<td>0.565 (0.337)</td>
<td>56 (92)</td>
<td>0.404 (0.194)</td>
<td>.009</td>
</tr>
<tr>
<td>Eosinophil count (×10⁹/L)</td>
<td>55 (92)</td>
<td>0.111 (0.213)</td>
<td>56 (92)</td>
<td>0.053 (0.072)</td>
<td>.03</td>
</tr>
<tr>
<td>Basophil count (×10⁹/L)</td>
<td>55 (92)</td>
<td>0.021 (0.013)</td>
<td>56 (92)</td>
<td>0.015 (0.013)</td>
<td>.002</td>
</tr>
<tr>
<td>Red blood cell count (×10¹²/L)</td>
<td>56 (93)</td>
<td>4.028 (0.647)</td>
<td>56 (92)</td>
<td>4.284 (0.570)</td>
<td>.008</td>
</tr>
<tr>
<td>Hemoglobin concentration (g/L)</td>
<td>55 (92)</td>
<td>120.800 (17.326)</td>
<td>56 (92)</td>
<td>130.143 (16.888)</td>
<td>.005</td>
</tr>
<tr>
<td>Packed-cell volume (hematocrit) (L/L)</td>
<td>55 (92)</td>
<td>0.371 (0.052)</td>
<td>56 (92)</td>
<td>0.389 (0.049)</td>
<td>.04</td>
</tr>
<tr>
<td>Mean red blood cell volume (fL)</td>
<td>55 (92)</td>
<td>93.255 (6.662)</td>
<td>56 (92)</td>
<td>91.241 (6.501)</td>
<td>.01</td>
</tr>
<tr>
<td>Mean corpuscular hemoglobin concentration (g/L)</td>
<td>55 (92)</td>
<td>325.473 (8.360)</td>
<td>56 (92)</td>
<td>334.482 (13.559)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Red blood cell distribution width--standard deviation (fL)</td>
<td>55 (92)</td>
<td>41.476 (2.573)</td>
<td>56 (92)</td>
<td>41.141 (4.082)</td>
<td>.01</td>
</tr>
</tbody>
</table>
Figure 1. The statistical distribution of the plasma level of the clinical laboratory indicators (CLIs) with a remarkable difference between COVID-19 and community-acquired pneumonia (CAP). The statistical distribution was presented with a box and whisker plot. The horizontal lines within the boxes indicate the median value. The vertical lines extending below and above the boxes represent 5%-95% percentile values. The scale on the y-axis represents the values of the 5th, 25th, 50th, 75th, and 95th percentiles of the CLI in the CAP group. The triangles represent the upper and lower limits of the normal reference range of the laboratory index. 

AFU: α-L-fucosidase; AGR: albumin to globulin ratio; ALB: albumin; BASOC: basophil count; EOC: eosinophil count; HGB: hemoglobin concentration; K: potassium; LYM: lymphocyte; MAO-B: monoaminooxidase B; MCHC: mean corpuscular hemoglobin concentration; mCRP: micro-C-reactive protein; MCV: mean (red blood cell) corpuscular volume; MOC: monocyte count; NEUT: neutrophil ratio; NEUTC: neutrophil count; PCT: procalcitonin; PCV: packed-cell volume (hematocrit); PT: prothrombin time; RBC: red blood cell count; RDW-SD: red blood cell distribution width–standard deviation; TT: thrombin time; UA: uric acid; WBC: white blood cell count.

Comparing the COVID19-COM and COVID19-SV subgroups, 26 CLIs demonstrated a remarkable difference (see Table 3). In comparison with the COVID19-COM subgroup, LDH, aspartate aminotransferase, fibrinogen content, mCRP, and erythrocyte sedimentation rate increased acutely in the COVID19-SV subgroup, whereas prealbumin, carbon dioxide binding capacity, lymphocytes, and lymphocyte count decreased in the COVID19-SV subgroup (see Multimedia Appendix 1).

An orderly increase of α-L-fucosidase (AFU), myoglobin, uric acid, and MCHC and an orderly decrease of thrombin time, monocyte count, eosinophil count, RBC MCV, and RDW-SD were observed in CAP, COVID19-COM, and COVID19-SV patients, indicating that these CLIs may be used to distinguish CAP from COVID-19 and may suggest the probability of severe COVID-19 progression (see Multimedia Appendix 2).
Table 3. Difference in clinical laboratory indicators (CLIs) between patients with common and severe types of COVID-19.

<table>
<thead>
<tr>
<th>CLIs</th>
<th>Patients with a common type of COVID-19 (n=50)</th>
<th>Patients with a severe type of COVID-19 (n=11)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procalcitonin (ng/mL)</td>
<td>Mean (SD) 0.112 (0.170)</td>
<td>Mean (SD) 0.224 (0.217)</td>
<td>.01</td>
</tr>
<tr>
<td>N-terminal pro-B-type natriuretic peptide (pg/mL)</td>
<td>n (%) 44 (88)</td>
<td>n (%) 11 (100)</td>
<td></td>
</tr>
<tr>
<td>Hypersensitive C-reactive protein (mg/L)</td>
<td>Mean (SD) 23.332 (34.483)</td>
<td>Mean (SD) 72.458 (60.805)</td>
<td>.002</td>
</tr>
<tr>
<td>Lactate dehydrogenase (U/L)</td>
<td>n (%) 26 (52)</td>
<td>n (%) 8 (73)</td>
<td></td>
</tr>
<tr>
<td>D-dimer (mg/L)</td>
<td>Mean (SD) 0.834 (1.115)</td>
<td>Mean (SD) 5.133 (10.399)</td>
<td>.005</td>
</tr>
<tr>
<td>Myoglobin (ng/mL)</td>
<td>n (%) 42 (84)</td>
<td>n (%) 11 (100)</td>
<td></td>
</tr>
<tr>
<td>Cardiac troponin (ng/mL)</td>
<td>Mean (SD) 49.221 (60.505)</td>
<td>Mean (SD) 103.674 (127.354)</td>
<td>.02</td>
</tr>
<tr>
<td>Creatine kinase (U/L)</td>
<td>n (%) 27 (54)</td>
<td>n (%) 7 (63)</td>
<td></td>
</tr>
<tr>
<td>Fibrinogen content (mg/dL)</td>
<td>Mean (SD) 411.905 (104.363)</td>
<td>Mean (SD) 467.455 (76.500)</td>
<td>.03</td>
</tr>
<tr>
<td>Aspartate aminotransferase (U/L)</td>
<td>n (%) 46 (92)</td>
<td>n (%) 10 (91)</td>
<td></td>
</tr>
<tr>
<td>γ-glutamyl transpeptidase (U/L)</td>
<td>Mean (SD) 29.413 (15.756)</td>
<td>Mean (SD) 45.600 (18.969)</td>
<td>.004</td>
</tr>
<tr>
<td>Albumin (g/L)</td>
<td>n (%) 44 (88)</td>
<td>n (%) 10 (91)</td>
<td></td>
</tr>
<tr>
<td>Albumin to globulin ratio</td>
<td>Mean (SD) 46.046 (41.609)</td>
<td>Mean (SD) 80.000 (44.229)</td>
<td>.007</td>
</tr>
<tr>
<td>Indirect bilirubin (μmol/L)</td>
<td>n (%) 44 (88)</td>
<td>n (%) 10 (91)</td>
<td></td>
</tr>
<tr>
<td>Prealbumin (mg/L)</td>
<td>Mean (SD) 9.482 (3.841)</td>
<td>Mean (SD) 7.960 (4.336)</td>
<td>.048</td>
</tr>
<tr>
<td>β2-microglobulin (mg/L)</td>
<td>n (%) 41 (82)</td>
<td>n (%) 9 (82)</td>
<td></td>
</tr>
<tr>
<td>Carbon dioxide binding capacity (mmol/L)</td>
<td>Mean (SD) 180.171 (83.374)</td>
<td>Mean (SD) 125.556 (68.182)</td>
<td>.03</td>
</tr>
<tr>
<td>Potassium (mmol/L)</td>
<td>n (%) 41 (82)</td>
<td>n (%) 9 (82)</td>
<td></td>
</tr>
<tr>
<td>Erythrocyte sedimentation rate (mm/h)</td>
<td>Mean (SD) 55.433 (41.639)</td>
<td>Mean (SD) 87.000 (35.081)</td>
<td>.02</td>
</tr>
<tr>
<td>Neutrophils (%)</td>
<td>n (%) 45 (90)</td>
<td>n (%) 11 (100)</td>
<td></td>
</tr>
<tr>
<td>Lymphocytes (%)</td>
<td>Mean (SD) 64.496 (13.286)</td>
<td>Mean (SD) 75.519 (14.001)</td>
<td>.02</td>
</tr>
<tr>
<td>Eosinophils (%)</td>
<td>n (%) 45 (90)</td>
<td>n (%) 11 (100)</td>
<td></td>
</tr>
<tr>
<td>Eosinophil count (×10^9/L)</td>
<td>Mean (SD) 0.062 (0.076)</td>
<td>Mean (SD) 0.014 (0.039)</td>
<td>.003</td>
</tr>
<tr>
<td>Lymphocyte count (×10^9/L)</td>
<td>n (%) 45 (90)</td>
<td>n (%) 11 (100)</td>
<td></td>
</tr>
<tr>
<td>Packed-cell volume (hematocrit) (L/L)</td>
<td>Mean (SD) 0.395 (0.050)</td>
<td>Mean (SD) 0.368 (0.036)</td>
<td>.03</td>
</tr>
<tr>
<td>Red blood cell distribution width–coefficient of variation (%)</td>
<td>n (%) 45 (90)</td>
<td>n (%) 11 (100)</td>
<td>.03</td>
</tr>
</tbody>
</table>
Feature importance results showed that basophil count was the least important in the above two representative CLI combinations, and AFU was the most important in the CLI combinations (see Figure 3). However, when basophil count was substituted with AFU in the two above-mentioned CLI combinations, the performance of the classifiers constructed with the new CLI combinations decreased (see Figure 2, E and F). PCT and AFU were not observed to be in the same CLI combination from which an HPC could be constructed. The evidence above and the fact that only 43 FCs with seven or eight CLIs could be used to build HPCs suggested that only the FCs with specific CLIs can establish HPCs to distinguish COVID-19 from CAP.

Figure 2. Area under the receiver operating characteristic curve (AUROC) and precision-recall curve plotted for the COVID-19 vs community-acquired pneumonia (CAP) classifiers built with various feature combinations (FCs) of different clinical laboratory indicators (CLIs). At the top of each image is the CLI combination for constructing classifiers using three different classification algorithms. AFU: α-L-fucosidase; AGR: albumin to globulin ratio; ALB: albumin; BASOC: basophil count; EOC: eosinophil count; LYM: lymphocyte; MCHC: mean corpuscular hemoglobin concentration; MCV: mean (red blood cell) corpuscular volume; MOC: monocyte count; NEUTC: neutrophil count; PCT: procalcitonin; RBC: red blood cell count; UA: uric acid; WBC: white blood cell count.

The importance of different CLIs in classifiers varied greatly, and the importance of the same CLI varied greatly among classifiers constructed by different FCs (see Figure 3). In the HPCs constructed with the 7-CLI combinations, the average feature importance of AFU (26.60%) was the highest, followed by uric acid (25.31%) and PCT (21.06%) (see Figure 3, A). However, in the HPCs constructed with the 8-CLI combinations, the average feature importance of uric acid (22.51%) was the
highest, followed by PCT (20.88%) and MCHC (12.36%) (see Figure 3, B). PCT and MCHC were very important to each classifier because they were included, respectively, in 100% (38/38) and 92% (35/38) of the 8-CLI combinations (see Figure 3, B) and in 40% (2/5) and 100% (5/5) of the 7-CLI combinations (see Figure 3, A). Uric acid was also included in all 8-CLI combinations, but its feature importance varied from 11.3% to 41.2% in different classifiers (see Figure 3, B).
Figure 3. Usage rate and the feature importance of each clinical laboratory indicator (CLI) in the high-performance COVID-19 vs community-acquired pneumonia (CAP) classifiers. (A) The mean feature importance of each CLI in the high-performance classifiers (HPCs) constructed with the 7-CLI combinations. (B) The mean feature importance of each CLI in the HPCs constructed with the 8-CLI combinations. The histogram is represented by mean (SD). The numbers with the shadow backgrounds represent the minimum and maximum values of the feature importance of the CLI. The number indicated with the triangle symbol represents the feature importance of CLI in all classifiers. The number indicated with the circle represents the usage rate of the CLI in the HPC. The number in the parentheses indicates how many CLI combinations are capable of constructing the HPCs containing the CLI. AFU: α-L-fucosidase; AGR: albumin to globulin ratio; ALB: albumin; BASOC: basophil count; EOC: eosinophil count; FC: feature combination; HGB: hemoglobin concentration; K: potassium; LYM: lymphocyte; MCHC: mean corpuscular hemoglobin concentration; MCV: mean (red blood cell) corpuscular volume; MOC: monocyte count; NEUT: neutrophil ratio; NEUTC: neutrophil count; PCT: procalcitonin; PCV: packed-cell volume (hematocrit); RBC: red blood cell count; RDW-SD: red blood cell distribution width–standard deviation; UA: uric acid; WBC: white blood cell count.
Discussion

Principal Findings

The main highlight of this study is that only a few of the common CLIs were required to establish the classifier models to accurately distinguish COVID-19 from CAP. The HPCs could only be constructed by combining several specific CLIs. Among the nearly 2 million FCs with one to eight CLIs, only 43 FCs could be used to construct HPCs with a recall rate greater than 0.9 and an AUROC greater than 0.85 to distinguish COVID-19 from CAP.

Comparison With Prior Work

We have established many COVID-19 versus CAP HPCs with FCs consisting of only CLIs, and almost no similar research results on distinguishing COVID-19 from CAP have been reported. However, many studies have used CLIs to build ML models to help with COVID-19 diagnosis. The prediction performance of these models varied: the accuracy of these models in predicting COVID-19 was between 0.8 and 0.96 [30-32]. In addition, most of the reported ML models for the diagnosis or prediction of COVID-19 have involved more types of variables, such as CT results, clinical symptoms, and CLIs [17,32,33]. Although most of these COVID-19-related ML models were built with more than two ML algorithms, not all models constructed with each algorithm showed high performance. The methods of feature selection that were used in these studies included the recursive feature elimination algorithm [31], causal explanation models [17], and the least absolute shrinkage and selection operator regression [32]. These methods can extract the features that are closely related to the target phenotype, but whether the classifier constructed by the combination of these features has the best performance needs to be determined. The optimized FCs in this study were selected by evaluating the recall rate and AUROC for each FC with one to eight randomly selected CLIs from the differential CLIs between COVID-19 and CAP groups and by constructing classifiers using each FC with the LR classifier algorithm. The FCs that were preliminarily screened were used to build classifiers with RFC and GBC algorithms; finally, only the FCs capable of building the HPCs simultaneously with the LR classifier, RFC, and GBC algorithms were selected for the final model construction.

Limitations

As reported earlier, many inflammatory factors, including IL-6 and interleukin-10 (IL-10), are closely related to COVID-19 and have diagnostic value, but neither IL-6 nor IL-10 were detected in the patients of this study. Menni et al [18] reported that loss of smell and taste is a strong predictor for COVID-19. Deviations and omissions may exist in the patients’ self-reported clinical symptoms. Thus, we did not take into account the clinical symptoms when building the classifiers. The possibility that other indicators are more important in constructing COVID-19 versus CAP classifiers was not ruled out. In addition, the sample size included in this study was relatively small, and the classifiers need to be optimized with larger samples before it can be used to distinguish COVID-19 from CAP in practice.

The Rationality of the Research Results

Out of the 43 FCs, 40 contained PCT and MCHC. The feature importance of PCT in each classifier is very high, suggesting that PCT may be a good blood marker to efficiently distinguish COVID-19 from CAP. PCT is one of the markers of lower respiratory tract bacteria and other infections. The US Food and Drug Administration approved the monitoring of the beginning and the entire duration of antibiotic treatment for suspected lower respiratory tract infections based on serum PCT levels [12]. However, the elevation of serum PCT in COVID-19 patients was also reported in many studies [34]. The increase of PCT is a remarkable characteristic of patients with COVID-19 [34]. Increased serum PCT levels in both COVID-19 and CAP patients indicated that the distinction of COVID-19 from CAP could not be made simply on the basis of the increase in PCT. Compared with the normal reference values of the CLIs, the serum levels of most of the CLIs increased or decreased simultaneously in both COVID-19 and CAP patients. Thus, providing references for the diagnosis of COVID-19 or CAP directly in regard to the rise or decrease of the CLIs is difficult. However, we found that the ML classifiers constructed with the FCs with many certain CLIs could distinguish COVID-19 from CAP effectively, suggesting an advantage of ML algorithms in disease classification or diagnosis.

The COVID-19 versus CAP classifiers with the highest performance also involved PCT, MCHC, uric acid, albumin, neutrophil count, monocyte count, basophil count, RBC count, and WBC count, proposing the importance of these CLIs in differentiating COVID-19 from CAP. Few studies have reported the changing trend of MCHC in patients with COVID-19 or CAP, but the results of this study showed that MCHC decreased in both groups and was significantly lower in the CAP group than in the COVID-19 group. The reason for the decrease of MCHC may be closely related to the reduction of iron due to inflammation [35]. The IQRs of uric acid in both COVID-19 and CAP groups were within the normal reference range, but the IQR was significantly higher in the COVID-19 group than in the CAP group. Elevated uric acid is an independent risk factor of renal injury or renal dysfunction; the underlying mechanisms of uric acid elevation are very complicated [36]. The significant difference in uric acid between COVID-19 and CAP may be interpreted as follows: individuals with higher uric acid may be more susceptible to COVID-19 than those with lower uric acid levels. Uric acid exists in all 8-CLI combinations that are capable of constructing high-performance CLIs and has a high feature importance in the classifiers, suggesting that uric acid is another important marker that can distinguish COVID-19 from CAP. Zhou et al reported that albumin significantly decreased in severe and critical COVID-19 patients [37]. Serum albumin level is a good prognostic marker in CAP. A decreased albumin level is closely associated with a higher risk of mortality in patients with CAP [38]. Although albumin decreased remarkably in both COVID-19 and CAP groups, there was still a significant difference between the two groups; the decrease in the CAP group was more obvious than that in the COVID-19 group, which could contribute to the differentiation of COVID-19 from CAP. AFU contributed high feature importance in the HPCs constructed from 7-CLI combinations.
due to the significant difference in AFU between COVID-19 and CAP. An increase of serum AFU has a certain diagnostic value for primary liver cancer [39]. Thus, the higher AFU in the COVID-19 group than in the CAP group may be explained by the fact that liver injury is more common in COVID-19 than in CAP or that the diversity in AFU levels determines the difference in susceptibility to COVID-19.

**Recommendations**

Both PCT and AFU contributed high feature importance in the HPCs constructed from the FCs containing PCT or AFU, but the performance of the classifiers constructed from the FCs containing both PCT and AFU decreased remarkably. This result indicated that intrinsic dependence exists among some CLIs that undergo synergistic changes in individuals and can be used to construct HPCs. The internal relationship between CLIs is very complex and difficult to deconstruct. Therefore, the following method may be effective: random selection of different CLIs to construct classifiers with different classification algorithms, followed by the evaluation of the performance of each classifier, and, finally, the discovery of the FCs with certain CLIs that can be used to accurately distinguish COVID-19 from CAP.

**Conclusions**

The patients suffering from COVID-19 and CAP have their own characteristic profiles of CLIs, and some FCs consisting of seven or eight specific CLIs could build COVID-19 versus CAP HPCs. The usage rate and the feature importance of the CLIs in the HPCs indicated that PCT, MCHC, uric acid, albumin, AGR, neutrophil count, RBC count, monocyte count, and WBC count are the most important indicators that can distinguish COVID-19 from CAP.
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**Multimedia Appendix 1**

The statistical distribution of the plasma level of the clinical laboratory indicators (CLIs) with a significant difference between COVID19-COM (COVID-19 patient subgroup with mild and common types) and COVID19-SV (COVID-19 patient subgroup with severe and critical types). The statistical distribution was presented with a box and whisker plot. The horizontal lines within the boxes indicate the median value. The vertical lines extending below and above the boxes represent 5%-95% percentile values. The scale on the y-axis represents the 5th, 25th, 50th, 75th, and 95th percentile values of the CLI in the COVID19-COM subgroup. The triangles represent the upper and lower limits of the normal reference range of the laboratory index. The median of the CLI in the COVID19-SV subgroup is also represented in the y-axis. AST: aspartate aminotransferase; CO2CP: carbon dioxide binding capacity; ESR: erythrocyte sedimentation rate; γ-GGT: transglutaminase transpeptidase gamma; FIB: fibrinogen content; LDH: lactate dehydrogenase; LYM: lymphocyte; LYMPH: lymphocyte count; mCRP: micro–C-reactive protein; MYO: myoglobin; NEUT: neutrophil ratio; PA: prealbumin.
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**Multimedia Appendix 2**

The statistical distribution of the plasma level of the clinical laboratory indicators (CLIs) among community-acquired pneumonia (CAP), COVID19-COM (COVID-19 patient subgroup with mild and common types), and COVID19-SV (COVID-19 patient subgroup with severe and critical types). The statistical distribution was presented with a box and whisker plot. The horizontal lines within the boxes indicate the median value. The vertical lines extending below and above the boxes represent 5%-95% percentile values. The scale on the y-axis represents the 5th, 25th, 50th, 75th, and 95th percentile values of the CLI in the CAP group. The triangles represent the upper and lower limits of the normal reference range of the laboratory index. AFU: α-L-fucosidase; EOC: eosinophil count; MCHC: mean corpuscular hemoglobin concentration; MCV: mean (red blood cell) corpuscular volume; MOC: monocyte count; MYO: myoglobin; RDW-SD: red blood cell distribution width–standard deviation; TT: thrombin time; UA: uric acid.
Multimedia Appendix 3
Clinical laboratory indicator (CLI) combinations and the hyper-parameters of the classifiers constructed by different machine learning algorithms from these CLI combinations.
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Abstract

Background: Transition to digital pathology usually takes months or years to be completed. We were familiarizing ourselves with digital pathology solutions at the time when the COVID-19 outbreak forced us to embark on an abrupt transition to digital pathology.

Objective: The aim of this study was to quantitatively describe how the abrupt transition to digital pathology might affect the quality of diagnoses, model possible causes by probabilistic modeling, and qualitatively gauge the perception of this abrupt transition.

Methods: A total of 17 pathologists and residents participated in this study; these participants reviewed 25 additional test cases from the archives and completed a final psychologic survey. For each case, participants performed several different diagnostic tasks, and their results were recorded and compared with the original diagnoses performed using the gold standard method (i.e., conventional microscopy). We performed Bayesian data analysis with probabilistic modeling.

Results: The overall analysis, comprising 1345 different items, resulted in a 9% (117/1345) error rate in using digital slides. The task of differentiating a neoplastic process from a nonneoplastic one accounted for an error rate of 10.7% (42/392), whereas the distinction of a malignant process from a benign one accounted for an error rate of 4.2% (11/258). Apart from residents, senior pathologists generated most discrepancies (7.9%, 13/164). Our model showed that these differences among career levels persisted even after adjusting for other factors.

Conclusions: Our findings are in line with previous findings, emphasizing that the duration of transition (i.e., lengthy or abrupt) might not influence the diagnostic performance. Moreover, our findings highlight that senior pathologists may be limited by a digital gap, which may negatively affect their performance with digital pathology. These results can guide the process of digital transition in the field of pathology.

(J Med Internet Res 2021;23(2):e24266) doi:10.2196/24266
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**Introduction**

Digital pathology (DP) intends to use computer workstations and digital whole slide imaging to diagnose a pathological process [1-4]. A complete transition from classical to digital pathology is usually a “soft” procedure, taking months or even years to be completed [4-9]. We planned a digitalization of our department, and we were testing several technical aspects related to digital transition. By February 2020, most of our staff pathologists and residents had used digital whole slide imaging for educational or scientific purposes, but the situation radically changed in March 2020. With the COVID-19 pandemic and the subsequent guidelines adopted by the Italian national government and the medical direction of our hospital, we were forced to reduce the presence of staff in the laboratory. Taking advantage of the ongoing digitalization, we decided to adopt DP to sustain smart work.

Most of the reported discordances between diagnoses in DP and those by the gold standard (ie, evaluation of a glass slide under a microscope) are less than 10% [10], and none of these reports were made under an abrupt transition in diagnostic approach. These discrepancies could be attributed to several factors that could be pathologist dependent (eg, career level or individual performance) or pathologist independent (eg, specimen type or the task to be undertaken during the diagnostic procedure). Discerning the relative effect of these features (that could be really small)—even in a carefully designed experimental setting—might be challenging. Probabilistic modeling (and Bayesian data analysis, in general) allows the detection of small effects [11-13]. Moreover, the employment of multilevel hierarchical modeling permits the transfer of shared information among data clusters, resulting in balanced regularization; thus, it reduces overfitting and improves the out-of-sample predictive performance [11,14-18].

In this study, we aimed to (1) quantitatively describe how abrupt transition to DP might affect the quality of diagnosis, (2) model the possible causes via probabilistic modeling, and (3) qualitatively gauge the perception of this abrupt transition.

**Methods**

A detailed description of the study methods is described in Multimedia Appendix 1 [15,16,19-24].

**Ethics Approval**

No ethics approval was required for this study. The study participants (ie, pathologists and residents) agreed to—and coauthored—the study.

**Study Participants**

This study involved 17 participants who were divided into the following 4 groups or career levels, based on their pathology experience: (1) senior (pathologists with >20 years of experience, n=2), (2) expert (pathologists with 10-20 years of experience, n=5), (3) junior (pathologists with <10 years of experience, n=6), and (4) resident (1st year, n=1; 2nd year, n=3). Each of the 17 participants evaluated 25 digital cases, with a total of 425 digital images examined in the study. Overall, 1445 questions were examined (ie, 85 questions per participant) in the study.

**Study Design**

In addition to their own diagnostic tasks, which were not considered in this study, the pathologists and residents received (1) a set of digital cases within the area of general surgical pathology, (2) specific questions to be addressed while reviewing the cases, and (3) a survey about their digital experience.

**Sets of Digital Cases**

We set up 5 sets of digital cases representing 3 different specialties (breast: n=2; urology: n=1; and gastrointestinal: n=2) and assigned them to each study participant. Each test comprised 5 cases, represented by one or more slides of a single case that was previously diagnosed using conventional microscopy by the referral pathologist at our institution. The information reported about the original diagnosis was considered as the gold standard. To cover a spectrum of conditions overlapping the routine situation, we considered biopsy and surgical specimens (specimen type). Cases were digitalized using the Aperio AT2 scanner (Leica Biosystems) and visualized using the WebViewer APERIO ImageScope (version 12.1). The slides used for the tests were from 8 nontumoral and 17 tumoral cases. Of the tumoral cases, 7 tumors were benign and 10 were malignant; all malignant tumors were infiltrative and equally distributed between grade 2 and grade 3; 14 cases were biopsy and 11 were surgical.

**Study Questionnaire**

Participants answered (all or some) of the following questions (ie, categories of diagnostic task), for each case: (1) Is it neoplastic or negative for neoplasia? (2) Is it a malignant (in situ or infiltrative) or a benign neoplasia? (3) What is the histopathological diagnosis? (4) What is the histotype of the lesion? (5) What is the grade of the lesion? Questions 1 and 3 were answered for all cases, question 2 was answered only for neoplastic lesions, and questions 4 and 5 were answered for malignant neoplasms.

**Statistical Analysis**

To model data clusters, we used a varying effects, multilevel (hierarchical) model [14-16]. The rate of wrong answers ($W_i$) was modeled as a Bernoulli distribution:

$$W_i \sim \text{Binomial} \left(1, p_i \right)$$

For each pathologist (PID), their career level (LEVEL), the specific diagnostic question (CATEGORY), the specimen type (SPECIMEN), and the subspecialty of the case (SPECIALTY), we used the logit link function and modeled the varying intercepts as follows:

$$\alpha_{ij} \sim \text{Normal} \left(0, \sigma_{\alpha} \right)$$

The prior distribution for the intercepts and SD values were as follows:

$$\alpha_{ij} \sim \text{Normal} \left(0, \sigma_{\alpha} \right), \text{for } j = 1..17$$
\[ \beta_j \sim \text{Normal}(0, \sigma_\beta), \text{for } j = 1..4 \]
\[ \gamma_j \sim \text{Normal}(0, \sigma_\gamma), \text{for } j = 1..5 \]
\[ \delta_j \sim \text{Normal}(0, \sigma_\delta), \text{for } j = 1..2 \]
\[ \epsilon_j \sim \text{Normal}(0, \sigma_\epsilon), \text{for } j = 1..3 \]
\[ \sigma_\beta \sim \text{Exponential}(1) \]
\[ \sigma_\gamma \sim \text{Exponential}(1) \]
\[ \sigma_\delta \sim \text{Exponential}(1) \]
\[ \sigma_\epsilon \sim \text{Exponential}(1) \]

The hyperpriors for the hyperparameters average pathologist and \( \sigma_\alpha \) were set as follows:

\[ \sigma_\alpha \sim \text{Normal}(0, 1.5) \]
\[ \sigma_\alpha \sim \text{Exponential}(1) \]

The SD value for \( \sigma_\alpha \) was set at 1.5 since it produces a flat (weakly regularizing) prior after logit transformation [16,18]; moreover, we used an exponential distribution to model SD, because this assumes the least, for maximum entropy reasons [16,25-28], given the fact that \( \sigma \) is a nonnegative continuous parameter. To assess the validity of priors, we run prior predictive simulation of the model [16,29,30] (see Table S1 in Multimedia Appendix 1, and Multimedia Appendices 2 and 3).

To limit divergent transitions, we reparametrized the models with a noncentered equivalent form [31,32]. Models were fit using Stan (a probabilistic programming language) and R [33,34]. Full anonymized data and custom code can be found in the public repository SmartCovid hosted on Github [35].

Study Survey
The survey was inspired by previous published works [36-38]. Briefly, the survey included 17 questions in a randomized order for all the pathologists, covering 3 fields: (1) attitude towards DP, (2) confidence in using DP solutions, and (3) satisfaction with DP. The survey was sent at the end of the digital experience. Pathologists were requested to answer the questions using a Likert scale, with scores ranging from 1 (strongly disagree) to 5 (strongly agree). The results were reported as the proportion of pathologists who assigned each single value of the Likert scale.

Results

Quantitative Description
The pathologists answered 1345 of the total 1445 questions (100 missing answers in total), of which 1228 (91.30%) corresponded to the original diagnoses and were considered correct. Table 1 depicts the errors among each group of the 5 different categories recorded, and Figure 1 highlights the median (IQR) values of those categories. Considerable variation was observed among the performances of each pathologist, ranging from an error rate of 0.01 (1/67, Pathologist #4) to 0.32 (26/81, Pathologist #13), with a collective median error of 0.07 (IQR 0.04-0.11). This performance variation was tapered once the same data were considered after filtering among the different career levels, yielding the same median of 0.07, but a narrower IQR of 0.07-0.10. Moreover, some diagnostic tasks were more error prone than others; for instance, histotyping of the lesions had a very low rate of errors 0.01 (2/160), whereas grading was a more error-prone task with an error rate of 0.18 (27/147). The specimen type also resulted in different error rates, with surgical specimens easier to diagnose, with an error rate of 0.06 (40/716), than biopsy specimens, with a 2-fold error rate at 0.12 (77/629).
Table 1. Proportion of errors among different groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of tasks performed</th>
<th>Number of errors</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pathologist ID</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>84</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td>P2</td>
<td>78</td>
<td>4</td>
<td>0.05</td>
</tr>
<tr>
<td>P3</td>
<td>82</td>
<td>7</td>
<td>0.09</td>
</tr>
<tr>
<td>P4</td>
<td>67</td>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>P5</td>
<td>82</td>
<td>6</td>
<td>0.07</td>
</tr>
<tr>
<td>P6</td>
<td>82</td>
<td>2</td>
<td>0.02</td>
</tr>
<tr>
<td>P7</td>
<td>83</td>
<td>3</td>
<td>0.04</td>
</tr>
<tr>
<td>P8</td>
<td>84</td>
<td>9</td>
<td>0.11</td>
</tr>
<tr>
<td>P9</td>
<td>82</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td>P10</td>
<td>83</td>
<td>3</td>
<td>0.04</td>
</tr>
<tr>
<td>P11</td>
<td>82</td>
<td>9</td>
<td>0.11</td>
</tr>
<tr>
<td>P12</td>
<td>83</td>
<td>3</td>
<td>0.04</td>
</tr>
<tr>
<td>P13</td>
<td>81</td>
<td>26</td>
<td>0.32</td>
</tr>
<tr>
<td>P14</td>
<td>64</td>
<td>9</td>
<td>0.14</td>
</tr>
<tr>
<td>P15</td>
<td>84</td>
<td>12</td>
<td>0.14</td>
</tr>
<tr>
<td>P16</td>
<td>79</td>
<td>9</td>
<td>0.11</td>
</tr>
<tr>
<td>P17</td>
<td>65</td>
<td>6</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>Career level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>310</td>
<td>47</td>
<td>0.15</td>
</tr>
<tr>
<td>Junior</td>
<td>460</td>
<td>30</td>
<td>0.07</td>
</tr>
<tr>
<td>Expert</td>
<td>411</td>
<td>27</td>
<td>0.07</td>
</tr>
<tr>
<td>Senior</td>
<td>164</td>
<td>13</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Category of the diagnostic task</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neoplasia?</td>
<td>392</td>
<td>42</td>
<td>0.11</td>
</tr>
<tr>
<td>Malignant/benign?</td>
<td>258</td>
<td>11</td>
<td>0.04</td>
</tr>
<tr>
<td>Histopathological diagnosis?</td>
<td>388</td>
<td>35</td>
<td>0.09</td>
</tr>
<tr>
<td>Histotype?</td>
<td>160</td>
<td>2</td>
<td>0.01</td>
</tr>
<tr>
<td>Grade?</td>
<td>147</td>
<td>27</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>Specimen type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>716</td>
<td>40</td>
<td>0.06</td>
</tr>
<tr>
<td>Biopsy</td>
<td>629</td>
<td>77</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Case subspecialty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>550</td>
<td>64</td>
<td>0.12</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>497</td>
<td>40</td>
<td>0.08</td>
</tr>
<tr>
<td>Urology</td>
<td>298</td>
<td>13</td>
<td>0.04</td>
</tr>
<tr>
<td>Total</td>
<td>1345</td>
<td>117</td>
<td>0.09</td>
</tr>
</tbody>
</table>
Figure 1. Error rates among different categories. This dot-bar plot depicts the median (IQR) values of error rates among different categories. The error rates showed the widest IQR among individual pathologists (PID), whereas the least IQR was noted for the career level and the specimen type (biopsy vs surgical).

Differences in error rates for two important tasks—differentiation between neoplastic and nonneoplastic processes and that between benign and malignant neoplastic processes—were observed among pathologists at different career levels and for different specimen types. The same error profile was observed across career levels, although the former task had a higher error rate (Figure 2A). However, even though the differentiation of a neoplastic process from a nonneoplastic one might be more challenging on a biopsy specimen, the distinction between a benign and malignant neoplasm was done with the same error rate regardless of the specimen type (Figure 2B). Differences in the prevalence of errors among individual pathologists and those at different career levels, as well as across diagnostic tasks, specimen type, and case subspecialty, are further highlighted in Multimedia Appendices 4 and 5.
Figure 2. Raw proportion of errors across (A) career levels and (B) specimen types in performing two important tasks: differentiation between neoplastic and nonneoplastic processes and between malignant and benign tumors.

Prediction of Average Pathologist Performance

Diagnostics of the model’s fit are shown in Multimedia Appendices 6, 7, and 8. The analysis reported a good overall performance: the average pathologist showed a negative mean coefficient of -1.8 with most of the posterior probability mass below 0 (given the model structure, positive values reflect the probability of making errors; Table S2 in Multimedia Appendix 1). The pathologists’ individual performances and their career levels were the variables that showed less variance in predicting the error rate, whereas the specimen type, case subspecialty, and the particular type of task collectively showed more variance (Multimedia Appendix 9). Hence, we simulated the performance of an average pathologist at different career levels; this prediction shows better performance among pathologists at intermediate career levels of career (Figure 3).
Figure 3. Prediction of average pathologist performance. Pathologists of intermediate levels of career perform better on average. The graph depicts the posterior predictive distributions for the multilevel model. Solid lines represent posterior mean values; shaded regions represent 89% high-posterior density interval; and dashed lines represent raw data.

Survey Results
Most pathologists reported a very good score (ie, 4 or 5 indicating they “moderately agree” and “strongly agree,” respectively) for their attitude toward DP (44/68, 64%), confidence in DP (75/119, 63%), and satisfaction with DP (56/102, 54.9%). A detailed analysis of these parameters showed that the residents reported the highest value for confidence, junior pathologists reported the highest values for attitude and satisfaction, whereas expert and senior pathologists reported relatively lower levels of confidence in and satisfaction with DP (Figure 4).
Discussion

Principal Findings

Our study showed an overall discordant rate of 9% among diagnoses performed using digital slides and those performed using the gold standard (ie, conventional microscopy). However, when we considered the different diagnostic tasks, this rate dropped to less than 5% in the category “benign versus malignant tumor”, which is probably the most clinically impacting category among the other diagnostic tasks. A systematic review of 38 pertinent studies published before 2015 reported a 7.6% overall discordance rate between digital and glass slide diagnoses. Among these studies, 17 studies reported a discordant rate higher than 5%, and 8 reported a discordant rate higher than 15% [39]. A later reanalysis of the same series fixed the overall discordance rate to 4% and major discrepancies to 1% [40]. A more recent review, covering studies published until 2018, reported a disagreement ranging from 1.7% to 13% [10]. Two multicentric, randomized, non-inferiority studies reported major discordant rates of 4.9% [41] and 3.6% [42] between diagnoses done by digital and glass slides. Furthermore, a study from a single, large academic center reported an overall diagnostic equivalency of 99.3% [43]. The same group was also the first to report about the use of DP during COVID-19 with an overall concordance of 98.8% [44]. Thus, despite our challenging approach to DP, the diagnostic performance we recorded was consistent with previous reports—a result that further supports the transition to DP.

In our study, a high proportion of errors was generated in small biopsy specimen type (12.2%) and diagnostic tasks involving tumor grading (23%). These results are consistent with those of the review by Williams et al [40]. The latter showed that 21% of all errors concerned grading or histotyping of malignant lesions, whereas 10% of the errors could be ascribed to the inability to find the target.

Moreover, recent studies have consistently reported high, intermediate, and low discordant rates for bladder, breast, and gastrointestinal tract specimens, respectively [41,42]—a finding suggesting intrinsic difficulties of specific areas. In contrast, we observed 4%, 8%, and 12% of discrepancies for urology, gastrointestinal tract, and breast specimens. This result could be attributed to a nonrandom selection of the cases and might represent a study limitation, biasing the value of the coefficients of specific parameters of the case subspecialty, similar to those of diagnostic tasks and the specimen type. However, these characteristics were excluded in the posterior predictive simulation, which was intended to represent how the different career levels might impact the pathologists’ performance, after adjusting for all other factors.

As compared by the study by Hanna et al [44], our readiness to undertake digital diagnostic tasks was far from being mature in March 2020, and this study was specifically designed to identify...
and illustrate the effects of such a sudden adoption of DP—something that had never been investigated before. Our results suggest that this abrupt transition might not influence the adoption of and performance with DP. However, different factors seem to be involved. In particular, data concerning major discrepancies between diagnoses using DP and gold standard methods disclosed an interesting feature. Both in the distinction of neoplastic versus non-neoplastic lesions and of benign versus malignant tumors, the worst results obtained were among residents and senior pathologists—2 contrasting categories in terms of pathologists’ working experience. Therefore, these survey results might suggest an explanation to this paradoxical result: senior pathologists felt ready to diagnose a pathological process using a digital approach (ie, positive attitude) but were less prepared to use digital devices (ie, low confidence). Residents, in turn, had a high predisposition to using a digital device (ie, high confidence) but also had some concerns about diagnosis of a pathological process (ie, poor attitude). The hypothesis that senior pathologists were limited by a digital gap was supported by another finding: once they decided a lesion was malignant, they demonstrated the best performance with regard to tumor grading. By contrast, residents made several errors, likely due to their limited working experience. Lastly, even if expert pathologists showed a good diagnostic performance, they had the lowest level of satisfaction in DP. This result suggests that DP can be adopted rapidly for practical purposes. However, it also highlights a critical point of the process that needs to be addressed, possibly with adequate training or user-friendly equipment, and warrants further investigations.

Conclusions
Our study describes how the abrupt transition to DP affected the quality of diagnoses and qualitatively gauged the psychological aspects of this abrupt transition. Moreover, our study model highlighted the potential causes for these challenges and might inform what could be expected in other laboratories. In conclusion, the exceptional conditions dictated by the COVID-19 pandemic highlighted that DP could be adopted safely for diagnostic purposes by any skilled pathologist, even abruptly.
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Multimedia Appendix 3
Simulation from the prior. This figure shows the meaning of the priors (ie, what the model thinks before it sees the data).
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Multimedia Appendix 4
Proportion of errors among individual pathologists. Upper left panel shows the overall error rates. Upper right panel shows the error rates among different diagnostic tasks. Lower left panel shows the error rate among different specimen types. Lower right panel highlights the different error rates among different case subspecialties. GI: gastrointestinal, Uro: urology.
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Multimedia Appendix 5
Proportion of errors among different career levels. Upper left panel shows the overall error rates. Upper right panel shows the error rates among the different diagnostic tasks. Lower left panel shows the error rate among different specimen types. Lower right panel highlights the different error rates among different case subspecialties. GI: gastrointestinal, Uro: urology.
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Traceplot of the model fit - part A.
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Traceplot of the model fit - part B.
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Multimedia Appendix 9

Model coefficients. Graphical representation of the coefficients for the model parameters conditional on the data. The lowest box depicts the coefficients for the hyper-parameter $\alpha$ (alpha_bar) and the variances – the $\sigma$ (sigma_a, b, ... e) – of the categories of clusters modeled. All other boxes depict the distributions of the mean value for each element of the category considered. From top to bottom: the first box depicts the parameters of the pathologists’ performance; the second, the parameters regarding the career level; the third, the diagnostic category analyzed; the fourth, the specimen type; and the fifth, the case subspecialty. Interpretation of the model at the parameter level is not possible because they combine in a very complicated way: prediction (ie, see how the model behave on the outcome scale, Figure 4 in the manuscript) is the only practical way to understand what the model “thinks”.
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Abstract

Background: For the clinical care of patients with well-established diseases, randomized trials, literature, and research are supplemented with clinical judgment to understand disease prognosis and inform treatment choices. In the void created by a lack of clinical experience with COVID-19, artificial intelligence (AI) may be an important tool to bolster clinical judgment and decision making. However, a lack of clinical data restricts the design and development of such AI tools, particularly in preparation for an impending crisis or pandemic.

Objective: This study aimed to develop and test the feasibility of a “patients-like-me” framework to predict the deterioration of patients with COVID-19 using a retrospective cohort of patients with similar respiratory diseases.

Methods: Our framework used COVID-19–like cohorts to design and train AI models that were then validated on the COVID-19 population. The COVID-19–like cohorts included patients diagnosed with bacterial pneumonia, viral pneumonia, unspecified pneumonia, influenza, and acute respiratory distress syndrome (ARDS) at an academic medical center from 2008 to 2019. In total, 15 training cohorts were created using different combinations of the COVID-19–like cohorts with the ARDS cohort for exploratory purposes. In this study, two machine learning models were developed: one to predict invasive mechanical ventilation (IMV) within 48 hours for each hospitalized day, and one to predict all-cause mortality at the time of admission. Model performance was assessed using the area under the receiver operating characteristic curve (AUROC), sensitivity, specificity, positive predictive value, and negative predictive value. We established model interpretability by calculating SHapley Additive exPlanations (SHAP) scores to identify important features.

Results: Compared to the COVID-19–like cohorts (n=16,509), the patients hospitalized with COVID-19 (n=159) were significantly younger, with a higher proportion of patients of Hispanic ethnicity, a lower proportion of patients with smoking history, and fewer patients with comorbidities (P<.001). Patients with COVID-19 had a lower IMV rate (15.1 versus 23.2, P=.02) and shorter time to IMV (2.9 versus 4.1 days, P<.001) compared to the COVID-19–like patients. In the COVID-19–like training data, the top models achieved excellent performance (AUROC>0.90). Validating in the COVID-19 cohort, the top-performing model for predicting IMV was the XGBoost model (AUROC=0.826) trained on the viral pneumonia cohort. Similarly, the XGBoost model trained on all 4 COVID-19–like cohorts without ARDS achieved the best performance (AUROC=0.928) in predicting mortality. Important predictors included demographic information (age), vital signs (oxygen saturation), and laboratory values (white blood cell count, cardiac troponin, albumin, etc). Our models had class imbalance, which resulted in high negative predictive values and low positive predictive values.
Conclusions: We provided a feasible framework for modeling patient deterioration using existing data and AI technology to address data limitations during the onset of a novel, rapidly changing pandemic.

Key Words: COVID-19; invasive mechanical ventilation; all-cause mortality; machine learning; artificial intelligence; respiratory; infection; outcome; data; feasibility; framework

Introduction

The SARS-CoV-2 virus, which causes the disease COVID-19, has infected almost 107 million people worldwide and is responsible for more than 2.3 million deaths [1]. Around the globe, patients with COVID-19 have a broad range of symptoms and disease severities. However, patients with COVID-19 demonstrate several symptoms that are striking in their commonality and nonspecificity to other well-known respiratory infections, such as pneumonia, influenza, and acute respiratory distress syndrome (ARDS) [2-5]. In fact, initial reporting of the disease indicated that most patients present with pneumonia or influenza-like illnesses [6,7].

COVID-19 shares symptoms with other respiratory illnesses; from these diseases, we can learn about the clinical progression of patients, including the progression of patients presenting with severe hypoxemia followed by rapid deterioration, which often requires advanced life support such as invasive mechanical ventilation (IMV). Worldwide, the pandemic has left health systems struggling with capacity limits, especially regarding intensive care units (ICU) and mechanical ventilators [8,9]. Patients with COVID-19 remain on mechanical ventilation for an average of 10 to 20 days, further limiting the availability of this scarce resource [10,11]. Furthermore, an earlier study showed a high mortality rate of up to about 60% among critically ill patients [12]. The severity of cases has put great pressure on health systems, leading to a shortage of intensive care resources. Thus, understanding who will become critically ill and consume scarce resources as a result of this emerging disease can improve resource, hospital, and societal planning, and increase the number of lives saved.

However, given the novelty of COVID-19 and lack of clinical experience, the health care community is grappling for robust clinical data to learn about the disease. Under the appropriate assumptions, artificial intelligence (AI) may help with the planning of COVID-19 responses and guide clinical decisions in this time of uncertainty. Given the number of patients that may become infected with COVID-19, it is essential to understand who will be more likely to develop severe illness and need scarce resources at the time of presentation to the health care system, and AI can help with this determination. Indeed, AI technologies related to COVID-19 outcomes are emerging, as indicated in a recent published systematic review, with a majority of these studies conducted in China [13]. Predictive models using rule-based scoring tools and machine learning approaches have been applied to predict clinical deterioration in hospitalized patients and support health care providers in triaging patients when resources are limited [14-19]. However, there are many concerns and barriers to making this a reality [20], including uncertainty in the risk factors associated with disease progression, a limited number of patients whose data can be used to train and test models, and no public data sets available to test and validate models outside of a single health care setting. Of the COVID-19 AI studies published thus far, many have been designed and developed retrospectively on a small number of patient cases, limiting their validity and generalizability to other populations [15,21,22].

To help guide clinical decisions during the COVID-19 pandemic, we developed a framework to bootstrap AI models for outcomes of patients with COVID-19 using COVID-19–like cohorts to develop and train AI models to predict IMV within 48 hours and mortality using features associated with outcomes of patients with COVID-19. The COVID-19–like cohorts included patients diagnosed with bacterial pneumonia, influenza, viral pneumonia, and ARDS between 2008-2019. We tested the models’ performances on hospitalized patients with COVID-19. This framework may be particularly important in a novel and accelerated outbreak where clinicians and health care systems are forced to make difficult decisions without past experience of the specific disease at hand. In the void created by a lack of clinical experience with COVID-19, AI trained with data from COVID-19–like disorders may be an important way to bolster clinical judgment and decision making.

Methods

Study Design and Data Source

This retrospective study used data from electronic health records (EHRs) of patients admitted to the Stanford Healthcare Alliance (SHA) from January 1, 2008, to July 11, 2019. SHA is an integrated health system that includes an academic hospital, a community hospital, and a primary/specialty health care alliance. This study received approval from the institute’s Institutional Review Board (IRB). All source codes for this work are available at the Stanford Digital Repository [23].

Study Cohorts

This study included two retrospective cohorts: a COVID-19–like cohort (n=16,509) and a COVID-19 cohort (n=159).

COVID-19–like Cohort

The COVID-19–like cohort used for model training included patients hospitalized with a diagnosis of bacterial pneumonia, influenza, viral pneumonia, unspecified pneumonia, or ARDS, using International Classification of Diseases codes (ICD-9 and ICD-10; Table S1 in Multimedia Appendix 1), between January 1, 2008, and July 11, 2019. These diseases were selected because of their similarity to COVID-19 in clinical manifestation, histological features, and disease progression [4,7,24]. Patients
with complete missing lab data were excluded from the study (n=1712, 10.4%). For patients with multiple ICD codes for different conditions, the following rule was applied for disease categorization: influenza → viral pneumonia → bacterial pneumonia → unspecified pneumonia. Among these COVID-19–like cohorts, those who developed ARDS formed a separate COVID-19–like cohort.

**COVID-19 Cohort**

We included adults with a confirmed COVID-19 diagnosis who were hospitalized between March 1, 2020, and July 11, 2020. A confirmed COVID-19 diagnosis was defined as either a positive SARS-CoV-2 RNA detection test or a diagnosis code for COVID-19 (Table S1 in Multimedia Appendix 1). All patients were observed throughout their hospital encounter.

**Data Collection**

Patient demographics and clinical information were captured from EHRs. We selected the most relevant features identified from the literature [2,3,5], including demographics, existing comorbid conditions, smoking history, symptoms at initial presentation, coinfection with other respiratory pathogens, and laboratory values (Textboxes 1-3). The patient’s existing comorbidities, including cardiovascular disease, diabetes, cancer, hypertension, chronic respiratory disease, respiratory failure, and kidney disease, were determined over a 3-year period prior to hospital admission for the retrospective cohort. Laboratory values 2 weeks prior to and during the hospital stay were extracted for the retrospective and COVID-19 cohorts. Laboratory values on the day of IMV were excluded to ensure the values were not taken after IMV.
**Textbox 1.** Features included in the invasive mechanical ventilation and mortality model development (demographics and clinical characteristics).

<table>
<thead>
<tr>
<th>Demographics and clinical characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Age at admission (years)</td>
</tr>
<tr>
<td>• Gender</td>
</tr>
<tr>
<td>• Race/ethnicity</td>
</tr>
<tr>
<td>• Ever smoked (all life before admission)</td>
</tr>
</tbody>
</table>

**Comorbidity present (3 years before admission)**

• Cancer
• Chronic respiratory disease
• Cardiovascular disease
• Hypertension
• Type 2 diabetes
• Respiratory failure
• Kidney disease
• Alzheimer disease
• Cirrhosis

**Symptoms (15 days before admission)**

• Cough
• Dyspnea
• Tachypnea (respiratory rate >20)
• Hypoxemia (oxygen saturation ≤90%)
• Rhinorrhea
• Nose congestion
• Fever (temperature >37°C/98.6°F)
• Sputum
• Pharyngitis (sore throat)
• Headache
• Fatigue
• Conjunctivitis
• Diarrhea
• Anosmia
• Myalgias
Textbox 2. Features included in the invasive mechanical ventilation and mortality model development (laboratory findings).

<table>
<thead>
<tr>
<th>Laboratory findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>• White blood cell count, K/μL</td>
</tr>
<tr>
<td>• Lymphocyte count, K/μL</td>
</tr>
<tr>
<td>• Alanine aminotransferase, U/L</td>
</tr>
<tr>
<td>• Aspartate aminotransferase, U/L</td>
</tr>
<tr>
<td>• Creatinine, mg/dL</td>
</tr>
<tr>
<td>• Lactate dehydrogenase, U/L</td>
</tr>
<tr>
<td>• Creatine kinase, U/L</td>
</tr>
<tr>
<td>• Cardiac troponin, ng/mL</td>
</tr>
<tr>
<td>• D-dimer, ng/mL</td>
</tr>
<tr>
<td>• Prothrombin time, seconds</td>
</tr>
<tr>
<td>• Serum ferritin, ng/mL</td>
</tr>
<tr>
<td>• Procalcitonin, ng/mL</td>
</tr>
<tr>
<td>• Platelet count, K/μL</td>
</tr>
<tr>
<td>• C-reactive protein, mg/dL</td>
</tr>
<tr>
<td>• Total bilirubin, mg/dL</td>
</tr>
<tr>
<td>• Blood urea nitrogen, mg/dL</td>
</tr>
<tr>
<td>• Albumin, g/dL</td>
</tr>
<tr>
<td>• Oxygen saturation, mm Hg</td>
</tr>
<tr>
<td>• Fraction of inspired oxygen, %</td>
</tr>
<tr>
<td>• Sodium, mmol/L</td>
</tr>
<tr>
<td>• Potassium, mmol/L</td>
</tr>
</tbody>
</table>

Textbox 3. Features included in the invasive mechanical ventilation and mortality model development (coinfections).

<table>
<thead>
<tr>
<th>Coinfection (15 days before admission)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Adenovirus</td>
</tr>
<tr>
<td>• Chlamydia pneumoniae</td>
</tr>
<tr>
<td>• Coronavirus</td>
</tr>
<tr>
<td>• Influenza A</td>
</tr>
<tr>
<td>• Influenza B</td>
</tr>
<tr>
<td>• Metapneumovirus</td>
</tr>
<tr>
<td>• Mycoplasma pneumonia</td>
</tr>
<tr>
<td>• Parainfluenza 1</td>
</tr>
<tr>
<td>• Parainfluenza 2</td>
</tr>
<tr>
<td>• Parainfluenza 3</td>
</tr>
<tr>
<td>• Parainfluenza 4</td>
</tr>
<tr>
<td>• Rhinovirus/enterovirus</td>
</tr>
<tr>
<td>• Respiratory syncytial virus</td>
</tr>
</tbody>
</table>

Outcome

The outcome of interest was IMV in the next 48 hours and all-cause mortality. In the COVID-19–like cohort, the need for IMV in 48 hours was identified from the EHRs using the presence of IMV date and time. This time point was selected due to the rapid deterioration of disease conditions observed in patients with COVID-19. Deceased individuals who did not receive IMV during their hospital stay were considered nonintubated patients. All-cause mortality was identified using
the death date recorded in the EHRs, including those who died during their hospital stay and within two weeks of hospital discharge.

**Artificial Intelligence Framework**

We developed a three-step framework to bootstrap machine learning models to predict IMV and mortality among hospitalized patients with COVID-19. Figure 1 illustrates the study design framework, including training data generation, model development, and model evaluation.

**Training Data Generation**

To determine the most appropriate COVID-19–like cohort for the prediction task, we explored different combinations of the 4 COVID-19–like cohorts (influenza, bacterial pneumonia, viral pneumonia, and unspecified pneumonia), including any single disease, any two diseases, any three diseases, and all four diseases combined to construct 15 training cohorts. Due to the differences between patients with COVID-19 and patients with ARDS, these COVID-19–like patients who developed ARDS were considered as an additional exploratory cohort to examine whether or not it could contribute to better prediction for the patients with COVID-19. Since we selected the best-performing machine learning model from each COVID-19–like cohort, 16 models were developed from the 16 COVID-19–like cohorts.

**Model Development**

**Data Preprocessing**

Features with missing values in the training set were imputed as –1. Due to the unbalanced data in training cohorts (Table S2 in Multimedia Appendix 1), oversampling approaches were used to generate synthetic samples for the minority class and to balance the positive and negative training set. These approaches included synthetic minority oversampling technique.
COVID-19 Cohort

The best training cohort was selected based on model performance (ie, AUROC) on the COVID-19 cohort. To determine the feasibility of models trained on COVID-19–like cohorts to identify patients at high risk of IMV within 48 hours and all-cause mortality, we calculated the AUROC, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) for patients with COVID-19.

Statistical Analysis

Descriptive statistics were used to compare the characteristics of the COVID-19–like and COVID-19 populations. An independent t test or Mann-Whitney U test were used wherever appropriate for comparing continuous features. The Pearson chi-square test was used for categorical features, and the Fisher exact test was used when the number in the cell was <5. Algorithms were developed using the training cohort and assessed on the independent validation cohort, which played no role in model development, by calculating the PPV and AUROC. Algorithms were further tested on the independent COVID-19 cohort. A threshold of 0.50 was set for each model, and PPV and all other threshold-dependent performance metrics were derived at this alert rate. As the PPV is threshold dependent, AUROC was also compared among models. We chose to present AUROC values because they are a threshold-independent measure of discrimination. Statistical significance for primary analysis was set at \( P < 0.05 \). All tests were two-tailed.

Results

Cohort Description

There were a total of 16,509 patients in the COVID-19–like cohorts, and 159 patients in the COVID-19 cohort (Table 1). Compared to the COVID-19–like cohorts with pneumonia and/or influenza, patients with COVID-19 were significantly younger (mean 56.9 [SD 20.3] years versus mean 65.8 [SD 19.3] years, \( P < 0.001 \)), less often White (27% versus 58.2%, \( P < 0.001 \)), and more often Hispanic (46.5% versus 13.6%, \( P < 0.001 \)). In addition, patients with COVID-19 had a significantly smaller proportion of ever-smokers (29.6% versus 41.3%, \( P = 0.003 \)) and fewer patients with COVID-19 had comorbidities (37.1% versus 67.1%, \( P < 0.001 \)). There were significant differences in IMV rate and time to IMV between the COVID-19–like patients and patients with COVID-19; the patients with COVID-19 had a lower IMV rate (15.1% versus 23.2%, \( P = 0.02 \)) and shorter time to IMV (2.9 [SD 3.9] days versus 4.1 [SD 7.3] days, \( P < 0.001 \)). Additionally, we observed a significantly lower mortality rate in patients with COVID-19 compared to the COVID-19–like cohorts (\( P < 0.001 \)).
Table 1. Comparison of patient demographics in COVID-19–like and COVID-19 cohorts.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>COVID-19–like cohort (n=16,509)</th>
<th>COVID-19 cohort (n=159)</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influenza</td>
<td>Bacterial pneumonia</td>
<td>Viral pneumonia</td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>1076 (6.5)</td>
<td>2779 (16.8)</td>
<td>681 (4.1)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.9 (20.7)</td>
<td>63.9 (19.5)</td>
<td>63.8 (19.7)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>557 (51.8)</td>
<td>1212 (43.6)</td>
<td>346 (50.8)</td>
</tr>
<tr>
<td>Male</td>
<td>519 (48.2)</td>
<td>1567 (56.4)</td>
<td>335 (49.2)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>585 (54.4)</td>
<td>1674 (60.2)</td>
<td>376 (55.2)</td>
</tr>
<tr>
<td>Asian</td>
<td>178 (16.5)</td>
<td>429 (15.4)</td>
<td>123 (18.1)</td>
</tr>
<tr>
<td>Black</td>
<td>72 (6.7)</td>
<td>130 (4.7)</td>
<td>38 (5.6)</td>
</tr>
<tr>
<td>Other</td>
<td>241 (22.4)</td>
<td>546 (19.6)</td>
<td>144 (21.2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>898 (83.5)</td>
<td>2321 (83.5)</td>
<td>568 (83.4)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>170 (15.8)</td>
<td>380 (13.7)</td>
<td>106 (15.6)</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>263 (24.4)</td>
<td>605 (21.8)</td>
<td>176 (25.8)</td>
</tr>
<tr>
<td>Public</td>
<td>747 (69.4)</td>
<td>1974 (71.0)</td>
<td>477 (70.0)</td>
</tr>
<tr>
<td>Other</td>
<td>66 (6.2)</td>
<td>200 (7.2)</td>
<td>28 (4.1)</td>
</tr>
<tr>
<td>Ever smoked, n (%)</td>
<td>402 (37.4)</td>
<td>1128 (40.6)</td>
<td>283 (41.6)</td>
</tr>
<tr>
<td>At least one comorbidity^c</td>
<td>771 (71.7)</td>
<td>1745 (62.8)</td>
<td>571 (83.8)</td>
</tr>
<tr>
<td>Invasive mechanical ventilation, n (%)</td>
<td>91 (8.5)</td>
<td>1031 (37.1)</td>
<td>95 (14.0)</td>
</tr>
<tr>
<td>Time to invasive mechanical ventilation (days) (mean, SD)</td>
<td>4.4 (7.2)</td>
<td>3.8 (6.7)</td>
<td>6.9 (12.9)</td>
</tr>
<tr>
<td>All-cause mortality, n (%)</td>
<td>62 (5.8)</td>
<td>513 (18.5)</td>
<td>82 (12.0)</td>
</tr>
</tbody>
</table>

^aPercentages may not add up to 100 due to missing values.

^bThe P value was calculated between the total of 4 retrospective COVID-19–like cohorts and the COVID-19 cohort.

^cComorbidities include cardiovascular disease, diabetes, cancer, hypertension, chronic respiratory disease, respiratory failure, kidney disease, Alzheimer disease, and cirrhosis.

Tables 2 and 3 compare symptoms at presentation and laboratory results during a hospital course between the COVID-19–like cohort and patients with COVID-19. Patients with COVID-19 experience a wider range and greater number of symptoms compared to the COVID-19–like cohort with pneumonia and influenza (P<.05). The average clinical laboratory results during hospitalization were also different (Table 3). The median laboratory values of D-dimer, lactate dehydrogenase, and ferritin elevated in hospitalized patients with COVID-19. Compared to the retrospective cohort of hospitalized patients with pneumonia and influenza, patients with COVID-19 had significantly higher values for lymphocyte count, platelet count, aspartate aminotransferase, albumin, lactate dehydrogenase, and ferritin, and lower values for white blood cell count, bilirubin, blood urea nitrogen, D-dimer, procalcitonin, creatinine, and prothrombin time.
Table 2. Comparison of symptoms at admission of the COVID-19–like cohort and patients with COVID-19.

<table>
<thead>
<tr>
<th>Symptoms at admission</th>
<th>COVID-19–like cohort (n=16,509), n (%)</th>
<th>COVID-19 cohort (n=159), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>2643 (16.0)</td>
<td>116 (73.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>6087 (36.9)</td>
<td>119 (74.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever</td>
<td>3147 (19.1)</td>
<td>103 (64.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fatigue</td>
<td>2046 (12.4)</td>
<td>67 (42.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Myalgias</td>
<td>243 (1.5)</td>
<td>52 (32.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypoxemia</td>
<td>3910 (23.7)</td>
<td>51 (32.1)</td>
<td>.01</td>
</tr>
<tr>
<td>Headache</td>
<td>638 (3.9)</td>
<td>28 (17.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1784 (10.8)</td>
<td>29 (18.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Tachypnea</td>
<td>821 (5.0)</td>
<td>57 (35.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pharyngitis (sore throat)</td>
<td>53 (0.3)</td>
<td>28 (17.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sputum</td>
<td>0 (0.0)</td>
<td>26 (16.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>0 (0.0)</td>
<td>6 (3.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nasal congestion</td>
<td>62 (0.4)</td>
<td>10 (6.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anosmia</td>
<td>8 (0.0)</td>
<td>20 (12.6)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3. Comparison of laboratory values of the COVID-19–like cohort and patients with COVID-19.

<table>
<thead>
<tr>
<th>Laboratory values</th>
<th>Values missing, n (%)</th>
<th>Median (IQR)</th>
<th>Values missing, n (%)</th>
<th>Median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>White blood cell count, K/μL</td>
<td>2767 (16.8)</td>
<td>8.9 (5.7)</td>
<td>0 (0.0)</td>
<td>6.8 (3.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lymphocyte count, K/μL</td>
<td>3386 (20.5)</td>
<td>1.0 (0.8)</td>
<td>2 (1.3)</td>
<td>1.1 (0.7)</td>
<td>.008</td>
</tr>
<tr>
<td>Platelet count, K/μL</td>
<td>2768 (16.8)</td>
<td>197.3 (134.5)</td>
<td>0 (0.0)</td>
<td>240.9 (110.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alanine aminotransferase, units/L</td>
<td>3977 (24.1)</td>
<td>32.0 (25.5)</td>
<td>1 (0.6)</td>
<td>33.2 (39.7)</td>
<td>.65</td>
</tr>
<tr>
<td>Aspartate aminotransferase, units/L</td>
<td>3803 (23.0)</td>
<td>29.0 (24.9)</td>
<td>1 (0.6)</td>
<td>40.9 (28.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total bilirubin, mg/dL</td>
<td>5125 (31.0)</td>
<td>0.6 (0.5)</td>
<td>2 (1.3)</td>
<td>0.4 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Albumin, g/dL</td>
<td>3744 (22.7)</td>
<td>2.8 (1.0)</td>
<td>1 (0.6)</td>
<td>3.4 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blood urea nitrogen, mg/dL</td>
<td>2818 (17.1)</td>
<td>19.0 (16.5)</td>
<td>0 (0.0)</td>
<td>13.5 (10.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Troponin I, ng/mL</td>
<td>12,026 (72.8)</td>
<td>0.06 (0.18)</td>
<td>135 (84.9)</td>
<td>0.05 (0.14)</td>
<td>.82</td>
</tr>
<tr>
<td>D-dimer, ng/mL</td>
<td>14,717 (89.1)</td>
<td>2311.8 (2646.5)</td>
<td>141 (88.7)</td>
<td>1125.5 (976)</td>
<td>.001</td>
</tr>
<tr>
<td>Lactate dehydrogenase, units/L</td>
<td>13,793 (83.5)</td>
<td>293.0 (259.8)</td>
<td>56 (35.2)</td>
<td>369.0 (188.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ferritin, ng/mL</td>
<td>14,763 (89.4)</td>
<td>355.0 (819.2)</td>
<td>55 (34.6)</td>
<td>788.5 (875.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Procalcitonin, ng/mL</td>
<td>13,965 (84.6)</td>
<td>0.5 (1.4)</td>
<td>52 (32.7)</td>
<td>0.1 (0.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C-reactive protein, mg/dL</td>
<td>15,225 (92.2)</td>
<td>8.7 (13.7)</td>
<td>71 (44.7)</td>
<td>7.2 (10.2)</td>
<td>.30</td>
</tr>
<tr>
<td>Creatine kinase, units/L</td>
<td>13,668 (82.8)</td>
<td>76.0 (143.5)</td>
<td>93 (58.5)</td>
<td>81.5 (161.1)</td>
<td>.61</td>
</tr>
<tr>
<td>Sodium, mmol/L</td>
<td>2751 (16.7)</td>
<td>136.9 (4.8)</td>
<td>0 (0.0)</td>
<td>137.0 (4.3)</td>
<td>.56</td>
</tr>
<tr>
<td>Potassium, mmol/L</td>
<td>2750 (16.7)</td>
<td>4.0 (0.5)</td>
<td>0 (0.0)</td>
<td>4.0 (0.5)</td>
<td>.97</td>
</tr>
<tr>
<td>Creatinine, mg/dL</td>
<td>2757 (16.7)</td>
<td>1.0 (0.6)</td>
<td>0 (0.0)</td>
<td>0.8 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prothrombin time, s</td>
<td>6322 (38.3)</td>
<td>15.2 (3.2)</td>
<td>43 (27.0)</td>
<td>13.6 (1.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Oxygen saturation, %</td>
<td>7107 (43.0)</td>
<td>96.0 (2.5)</td>
<td>0 (0.0)</td>
<td>95.9 (2.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Fraction of inspired oxygen, %</td>
<td>8125 (49.2)</td>
<td>28.5 (10.0)</td>
<td>35 (22.0)</td>
<td>27.7 (13.4)</td>
<td>.44</td>
</tr>
</tbody>
</table>

Model Performance: Predicting 48-Hour IMV

The AUROCs of all models for predicting 48-hour IMV risk are illustrated in Figure 2. Algorithm discrimination and other performance metrics for the COVID-19–like cohorts are presented for each model in Table S3 in Multimedia Appendix 1. At the prespecified threshold of 0.5, the XGBoost classifiers achieved the highest AUROCs (range 0.772-0.905) compared to other machine learning classifiers in each of the 16 training
cohorts for prediction of 48-hour risk for IMV. The best PPVs ranged between 0.583 and 0.767, and all models had an accuracy of 0.724 or higher and specificity of 0.786 or higher. The model trained with the influenza cohort was one of the worst-performing models, with an AUROC of 0.772 and PPV of 0.583 for IMV.

**Figure 2.** Receiver operating characteristic curves for model performance on predicting 48-hour invasive mechanical ventilation risk in the COVID-19 cohort, stratified by COVID-19–like cohorts. ARDS: acute respiratory distress syndrome; ROC: receiver operating characteristic.

The pretrained models for 48-hour IMV prediction performed worse on the COVID-19 cohort than on the COVID-19–like cohorts. The model with the best performance on the new COVID-19 cohort was the XGBoost model trained on the viral pneumonia cohort (AUROC=0.826). The accuracy, precision, and sensitivity of the best model were 0.948, 0.423, and 0.289, respectively. Performance metrics for each model are presented in Table S4 in Multimedia Appendix 1. For negative cases at the patient-day level, the mean risk score was 0.09 (SD 0.124), with a minimum of 0.002 and a maximum of 0.859. For positive cases, the mean risk score was 0.31 (SD 0.23), with a minimum of 0.012 and a maximum of 0.823. At the patient level, the best-performing model was able to predict IMV in 48 hours for 7 of the 24 intubated patients with COVID-19. The model failed to predict the need for IMV in 48 hours for 17 patients (71%). Among the non-IMV patients, two were predicted to be at high risk of requiring IMV, although they were never intubated during hospitalization. Further details of the model hyperparameter optimization for predicting IMV can be found in Tables S5 and S6 in Multimedia Appendix 1.

**Model Performance: Predicting All-Cause Mortality**

Figure 3 and Table S7 in Multimedia Appendix 1 present detailed results of model performance for mortality prediction on the COVID-19–like cohorts. The XGBoost classifiers outperformed other machine learning classifiers in each of the 16 training cohorts for all-cause mortality prediction, with AUROC values ranging from 0.679 to 0.748.
Mortality prediction was better when testing on the COVID-19 cohort, with AUROC values ranging from 0.687 to 0.928. The best-performing model for the COVID-19 cohort was the XGBoost model trained on all 4 COVID-19–like cohorts (AUROC=0.928). The accuracy, precision, and sensitivity of the best model were 0.925, 0.286, and 0.222, respectively. The worst-performing model for the COVID-19 cohort was trained by using the pneumonia cohort, and achieved an AUROC of 0.687. Other results are presented in Table S8 in Multimedia Appendix 1. For all-cause mortality prediction at the patient level, the best-performing model predicted 22% of the deaths at the time of hospital admission. Further, our model predicted 5 deaths among the 109 patients discharged alive at the time of hospital admission.

**Manual Chart Review**

Manual chart review of 24 false positive and false negative cases was performed by author HC. Among the seven false positive cases for IMV prediction, one patient received IMV; however, this was not entered as structured data in the EHRs, therefore it was marked as a false positive for the model. Furthermore, two patients were extremely ill and close to receiving IMV. In the 17 false negative cases, 6 patients experienced rapid clinical deterioration in less than 24 hours or sometimes within 12 hours, and another 6 patients received scores that were close to the threshold. Additionally, our model incorrectly predicted the risk of death in 12 patients, including 5 false positive and 7 false negative cases. Based on the chart review, we confirmed that 3 of the 5 false positives were true false positives, while for the other two, the patients’ conditions were severe and they were identified by the clinician as having a higher risk of death.

**Algorithm Variable Importance**

To identify the most salient features driving model prediction, we calculated SHAP values for the best-performing model. Among the top features, elevated fraction of inspired oxygen, total bilirubin, white blood cell count, lymphocyte count, D-dimer, and cardiac troponin, and lower albumin, oxygen saturation, and platelet count favored the classifier to predict an IMV event. Other important features associated with increased mortality risk included elevated total bilirubin and lower platelet count (Figure 5).
Figure 4. SHapley Additive exPlanations (SHAP) scores for identifying important features for prediction of invasive mechanical ventilation, including demographic information, vital values, and laboratory values. The color indicates whether the value of the feature is high (red) or low (blue).

Figure 5. SHapley Additive exPlanations (SHAP) scores of the mortality prediction model. The color indicates whether the value of the feature is high (red) or low (blue).

Discussion

Principal Findings

In the clinical care of well-established diseases, literature and research are supplemented by the clinical judgment that is formed and refined through repeated episodes of care. Given the novelty of COVID-19, there is a lack of research evidence and clinical experience to inform clinical practice and guide care decisions. AI-enabled clinical decision support tools are promising to fill this gap and bolster clinical decision making. Early studies suggest that the disease manifestation, symptoms, and clinical course of COVID-19 resemble that of other respiratory infections, particularly pneumonia, influenza, and ARDS [5,30-32]. Due to the lack of robust, unbiased, representative data to train an AI model, we designed a framework to bootstrap existing retrospective data from COVID-19–like cohorts to predict IMV and all-cause mortality.

Our findings regarding the study cohort are consistent with previous international studies comparing patients with COVID-19 with patients previously hospitalized with other respiratory illnesses. The patients hospitalized with COVID-19 in our health system were younger and had fewer comorbidities than the COVID-19–like patients [33]. Patients with COVID-19 were less likely to have ever smoked compared to the COVID-19–like cohort. In addition, racial and ethnic minorities have been disproportionately affected by the disease, and we show similar trends in our health care system [32,34]. In addition to the variations in demographics and clinical outcomes, we
observed differences in symptoms at admission and laboratory values during the hospital stay. Importantly, significant differences were observed in IMV rates, time to IMV, and mortality rates between the two cohorts, with lower IMV and mortality rates in the patients with COVID-19 than in the COVID-19–like cohort, yet faster deterioration, as indicated by a shorter duration from admission to IMV.

The models, in general, performed well in the COVID-19–like cohorts, but less optimally in the COVID-19 cohort. Although the AUROC values of the best IMV and mortality prediction models in the COVID-19 cohort were good, the PPVs of both models were low, although the NPVs were high. Overall, the two models underestimated risk scores in patients with COVID-19. This can be explained by several factors. First, symptoms, laboratory values, and the proportions of missing data were different between COVID-19–like patients and patients with COVID-19, despite them sharing similar clinical manifestations and symptoms. Second, unlike the COVID-19–like cohorts, patients with COVID-19 had a broad spectrum of clinical manifestations, with critical courses that may involve fast deterioration and the need for IMV within 24 hours; thus, patients may have had limited signs of severe disease progression 48 hours prior to IMV. On the other hand, several clinical circumstances may affect clinical decisions. Clinicians may be reluctant to put patients on a ventilator due to the complexity of and complications associated with this invasive procedure. Patients or family members might also be hesitant to consent to the procedure out of fear of losing control [35]. Sometimes, patients have a Do Not Intubate code status, indicating they do not want to receive IMV in the event of a life-threatening situation. All these factors challenge the performance of our model, particularly the PPV. The model made a positive prediction for patients who require IMV, yet patients may not receive it in the end due to the factors mentioned above, and these are therefore considered false positives.

Traditional machine learning evaluation criteria, such as AUROC and PPV, were used to assess the performance of predicting the risk of IMV and all-cause mortality at the patient-day level; however, there is a lack of standard criteria to evaluate the model at the patient level when there are also multiple day-level data. When reporting the patient-level prediction results, a “strict” criterion was selected: the model correctly predicted the case only when the alarm occurred at 48 hours before IMV. If the prediction occurred too early or too close to IMV, it was considered wrong for that patient. If correct cases were determined as at least one alarm before IMV for those who were finally intubated and no alarm for non-IMV patients, the model performance would be greatly improved. The use of different standards for analyzing patient-level results can have clinical significance. For example, if a patient is predicted to be intubated during hospitalization, the provider needs to be reminded to pay more attention to avoid the rapid deterioration of the patient’s condition. Therefore, our framework provides important insight into the deterioration of patients with COVID-19 and the timing of that deterioration. Further studies are needed to explore evaluation criteria for this novel, emerging disease.

The performances of our COVID-19–like models suggest that the deterioration in the COVID-19 population in our health system is more similar to viral pneumonia than other respiratory illnesses. These results support our evolving understanding of the clinical characteristics of this disease state and support evidence that patients with COVID-19 are less like ARDS patients than was originally believed [36]. Although the scientific community has been shifting practices of treating the ventilation needs of patients with COVID-19 away from mimicking ARDS treatment, this work may be the first indication that there is a detectable demographic and pathophysiologic difference in the presenting characteristics of COVID-19 as well as the response to therapy.

This work has several clinical applications. It is notable that this model could make for an excellent screening tool for clinical deterioration in the inpatient setting because the model has a high positive likelihood ratio and high specificity. This indicates that a positive result truly indicates an increased probability of clinical respiratory decline for those admitted to hospital with COVID-19, even if the individual PPV for that “patient-day” is low. The implementation of this model would allow for enhanced monitoring of patients likely to require advanced respiratory support, especially during surge settings when there is a strain on staffing with advanced infectious disease or pulmonary training.

Although there is lower ability to predict patients in need of IMV within 48 hours or all-cause mortality at the “patient-day” level with great precision, this work can also be used to identify patients who are not at risk of clinical escalation. This means that this model can be used as a screening tool in our population, offering providers some confidence in the current level of care being appropriate rather than using valuable hospital resources on enhanced monitoring for patients who are less likely to need advanced medical management for respiratory failure. Such information can help with resource allocation and help providers triage patients who are less likely to become critically ill. Given the extreme stress and burden the COVID-19 pandemic has placed on the health care system, particularly on frontline workers, identifying patients who may need less focused attention may reduce some of the burden for health care systems that are already stretched thin. We anticipate that this work could be implemented across health care systems and therefore provide all codes and software needed to deploy these models. The external validation of our framework across systems could help in elucidating the clinical course of COVID-19 by refining the model in populations over time.

**Limitations**

While we envision many possible applications of our framework, we also recognize several limitations. First, our data come from a single health care system, and the results may not generalize to other health care systems that may have a different patient population or clinical practice. External validation would be required to reinforce our conclusions. Second, the sample sizes of the COVID-19–like and COVID-19 cohorts are different, which may bias our comparison in terms of demographics and clinical characteristics. However, despite this difference, these patients share similar clinical manifestations, histological
features, and disease progression. Third, our data set contained a relatively small number of deaths, and the model performance on the COVID-19 cohort could be unstable based on the limited number of patients. Future work is needed to validate the mortality prediction in other settings. Finally, the prediction of the risk of mortality used data from admission, limiting the performance of the model. Despite these limitations, important lessons have been learned from our experience of using pretrained machine learning models for disease severity prediction. It is feasible to pretrain a model using an unseen disease-like cohort but this requires special caution. First, selecting the most appropriate cohort, one which is similar to the clinical manifestation, pathological features, and disease progression of the targeted disease population, is essential for developing a successful machine learning model. Second, based on the nature of the disease and the type of data that are available, determining the right time frame for your machine learning model is crucial. We failed to predict whether or not a patient with COVID-19 would need IMV during their hospital stay using data obtained at hospital admission. Predictions may be hampered by the rapid deterioration seen in some patients with COVID-19 and changes in laboratory results.

Conclusions

In conclusion, our work demonstrates the feasibility of using existing data infrastructure and AI technology to guide critical care resource allocation in the early stages of a disease outbreak when not many cases have been observed and there is a lack of training data. Although the spread of COVID-19 has been exponential worldwide, most individual health care systems do not have a comprehensive, diverse, readily available data set of patients with COVID-19, which is necessary to develop, train, and validate essential AI models that may be used to guide clinical care. To date, many COVID-19–related AI models distributed through the scientific community have been trained and “validated” on only a handful of patients. However, given the lack of knowledge related to COVID-19, there is an urgent need to learn as much as possible about the disease, even if from small nonrepresentative populations. The framework we describe provides a strategy to mitigate this lack of data by identifying how and what we can learn from other COVID-19–like diseases. As we will likely deal with another wave of COVID-19 cases and other pandemics in the future, having a framework to rapidly design and train predictive models will have eminent value. Although using these COVID-19–like cohorts to learn about and predict outcomes of patients with COVID-19 may not be ideal, they provide an unbiased pathway to help guide clinical decisions when faced with this novel disease.
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Abstract

Background: Misdiagnosis, arbitrary charges, annoying queues, and clinic waiting times among others are long-standing phenomena in the medical industry across the world. These factors can contribute to patient anxiety about misdiagnosis by clinicians. However, with the increasing growth in use of big data in biomedical and health care communities, the performance of artificial intelligence (AI) techniques of diagnosis is improving and can help avoid medical practice errors, including under the current circumstance of COVID-19.

Objective: This study aims to visualize and measure patients’ heterogeneous preferences from various angles of AI diagnosis versus clinicians in the context of the COVID-19 epidemic in China. We also aim to illustrate the different decision-making factors of the latent class of a discrete choice experiment (DCE) and prospects for the application of AI techniques in judgment and management during the pandemic of SARS-CoV-2 and in the future.

Methods: A DCE approach was the main analysis method applied in this paper. Attributes from different dimensions were hypothesized: diagnostic method, outpatient waiting time, diagnosis time, accuracy, follow-up after diagnosis, and diagnostic expense. After that, a questionnaire is formed. With collected data from the DCE questionnaire, we apply Sawtooth software to construct a generalized multinomial logit (GMNL) model, mixed logit model, and latent class model with the data sets. Moreover, we calculate the variables’ coefficients, standard error, P value, and odds ratio (OR) and form a utility report to present the importance and weighted percentage of attributes.

Results: A total of 55.8% of the respondents (428 out of 767) opted for AI diagnosis regardless of the description of the clinicians. In the GMNL model, we found that people prefer the 100% accuracy level the most (OR 4.548, 95% CI 4.048-5.110, P<.001). For the latent class model, the most acceptable model consists of 3 latent classes of respondents. The attributes with the most substantial effects and highest percentage weights are the accuracy (39.29% in general) and expense of diagnosis (21.69% in general), especially the preferences for the diagnosis “accuracy” attribute, which is constant across classes. For class 1 and class 3, people prefer the AI + clinicians method (class 1: OR 1.247, 95% CI 1.036-1.463, P<.001; class 3: OR 1.958, 95% CI...
The phenomenon of uneven allocation and distribution of high-quality doctor resources has existed for centuries with the history of the modern medical industry, which brings about a series of problems such as gaps in diagnosis accuracy, speed, or accessibility in rural areas. According to a recent study, over 12 million patients in the United States have experienced one or more misdiagnoses, and the misdiagnosis rate is 5.08% [1]. Some developing countries still face the problem of scarcity of doctors. The World Health Organization (WHO) has suggested that 2.5 doctors per 1000 people are needed to guarantee primary health care [2]. However, it has been reported that there were only 1.9 doctors per 1000 people in 2017 in China, and 45% of WHO member countries still have less than 1 doctor per 1000 people [3]. Therefore, new medical technology, such as artificial intelligence (AI) technologies, urgently needs to be improved.

The recent outbreak of an epidemic caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is a severe threat to public health. The COVID-19 pandemic, with lockdowns and unprecedented restrictions on movement, brings a new angle to the importance of AI diagnosis. With big data growth in biomedical and health care communities, AI is increasingly applied to antiepidemic medical practice.

Medical AI can be classified into eight main fields: medical imaging and diagnosis, medical research, medical risk analysis, drug mining, virtual nurse assistant, prognostics and health management, mental health, and nutrition [4,5]. AI diagnosis and treatment technologies have become increasingly mature and are expected to become mainstream. As far as we know, there is no clear proof of how health outcomes or costs interdepend and correlate [6-8], although AI diagnosis was assumed certainly to be the higher cost-performance option from a medical angle. Such a lack of proof of clear superiority of either diagnosis method gives prominence to the patients’ and medical institutions’ preferences. Thus, the acceptability may be enhanced by choosing and adapting a diagnostic program to cater to patients’ preferences.

In addition, the Ministry of Industry and Information Technology of China demanded an increase in the praxis of artificial intelligence in the precise prevention and control of epidemics [9]. AI algorithms combine chest computed tomography imaging reports with clinical symptoms, medical history, and laboratory examination to rapidly diagnose patients as infected by SARS-CoV-2. The AI system slightly reduced misdiagnosis by radiologists [10]. The COVID-19 detection neural network, a deep learning model, can precisely detect SARS-CoV-2 and distinguish it from other pneumonia [11]. Artificial neural network modeling of SARS-CoV-2 morbidity across the United States illustrated that a single-hidden-layer multilayer perceptron could interpret nearly 65% of the correlation with ground truth for the prognostication [12].

A few studies [13,14] have focused on the effect of outpatient waiting time, diagnosis time, follow-up after diagnosis, etc in patients’ decision making and concluded that these factors play a vital role in patients’ trade-off and relative policy making. However, with the development of AI in medicine and rise of AI diagnosis, patients start shifting their focus to the accuracy and expense of AI diagnosis. Thus, we aim to fill the gap that exists because almost no studies focus on the effects of accuracy or other attributes of AI diagnosis and clinicians in patients’ choice.

The objectives of this paper are to measure the extent of patients’ preferences for a range of characteristics of an AI diagnosis scheme in China and to determine what characteristics are more attractive and make AI a better alternative to defeat traditional medical methods. A technique that is in common use for visualizing preferences is the discrete choice experiment (DCE), in which different alternatives with various attributes are given in the form of a questionnaire to people who are invited to choose options. In this paper, we will construct and make a comparison of three models: mixed logit (MXL) model, generalized multinomial logit (GMNL) model, and latent class model (LCM). Moreover, the importance of attribute levels and preference heterogeneity must be compared and reported when people are considering any AI diagnosis service.

**Methods**

**Overview**

We designed multiple choices in different scenarios consisting of 6 different randomly selected attributes using conjoint-related techniques. Questionnaires were created by Sawtooth software’s Lighthouse Studio modules (version 9.8.1) for general interviews and choice-based conjoint (CBC) scenario design. Respondents were aged 18 to 85 years. Meanwhile, in this data analysis section, we aimed to visualize and measure the percentage weight and importance of different attributes with selected models. From the perspective of public health, McFadden’s conditional logit [15], which is also known as multinomial logit (MNL) [16], is widely applied to organize, analyze, and predict
the data we had and help with further analysis of statistical significance. However, the foundation of using this model is that we acquiesce that unobserved heterogeneity of preference does not exist across respondents. Therefore, we then need to introduce a MXL model [17] and a GMNL model [18], both of which take unobserved heterogeneity of preference into account. The LCM [19] might also be an appropriate model to apply here, since it divides the data into various groups with fixed segmented size and the evident probability of latent membership [20]. With different latent classes, we can clearly distinguish the most important attributes or attributes’ levels of each class and summarize these attributes with a significant percentage weight.

**Principle of DCE**

Random utility theory [21] is the basic principle of DCE. The principle assumes that all the choice selectors have M different choice alternatives, and each choice alternative corresponds to a utility W. The utility W is consistent with a combination of fixed and random utility. The stationary utility U can be explained by some observable elements x, while the random factor ε represents the influence and interference unobserved utility and possible error. The goal of choice selectors is to choose the best combination with the supreme utility; then the probability of each combination alternative being selected can be expressed as a function of its fixed utility: \( P = F(U) \). The specific form of the function depends on the distribution of random effects. In most model settings, the utility that is optical, \( U_v \), will be expressed as a linear combination of elements x, that is, \( U_v = \beta x \). \(^{26}\) β is a coefficient, and its value and significance level can be estimated from the observation data.

**Selection of Attributes**

Based on the relevant literature [22-24], we have assumed that the patients’ preference or satisfaction with the medical choices mainly depends on some specific features that make up the essential attributes of our experiment. Moreover, we performed a pilot test to get the attributes and levels that we need in our research. Patients in the outpatient queue of the First Affiliated Hospital of Jinan University (Guangzhou Overseas Chinese Hospital) and the First Affiliated Hospital of Sun Yat-sen University were interviewed and invited to have a discussion of what attributes patients are most likely to attach importance to. In addition, the possible attributes’ levels are hypothesized and set in a certain sequence in our questionnaire; for instance, accuracy ranks from 0% to 100%.

Therefore, in our questionnaire, six attributes have been contained for our experiment: (1) diagnostic method; (2) outpatient waiting time before being asked; (3) diagnosis time; (4) accuracy (ratio of correct diagnosis); (5) follow-up after diagnosis (whether the outpatient doctor/AI doctor can follow up and follow up at any time); and (6) diagnostic expenses. Every attribute and its levels are presented in Table 1.

**Table 1.** 6 different attributes hypothesized and their levels in discrete choice experiment questionnaire.

<table>
<thead>
<tr>
<th>Diagnosis methods</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic methods</td>
<td>Clinicians’ diagnosis; AI diagnosis + clinicians’ confirmation; AI diagnosis</td>
</tr>
<tr>
<td>Outpatient waiting time</td>
<td>0 min; 20 min; 40 min; 60 min; 80 min; 100 min</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>0 min; 15 min; 30 min</td>
</tr>
<tr>
<td>Accuracy</td>
<td>60%; 70%; 80%; 90%; 100%</td>
</tr>
<tr>
<td>Follow-up after diagnosis</td>
<td>Yes; No</td>
</tr>
<tr>
<td>Diagnostic expenses(^a)</td>
<td>¥0; ¥50; ¥100; ¥150; ¥200; ¥250</td>
</tr>
</tbody>
</table>

\(^a\)A currency exchange rate of ¥1=US $0.15 is applicable.

**Questionnaire and DCE Design**

The questionnaire contains two sections. In the first section, which is also known as demographic questions, we aim to allocate the respondents’ basic information: age, gender, and highest education level. In the second section, we use the CBC function in Sawtooth software to create various combinations of scenarios for respondents to choose from.

When we use the factorials method [25] to analyze the attributes to give the combinations of scenarios, we encounter several obstacles. Since we have 6 attributes that give 3240 \((3 \times 6 \times 3 \times 5 \times 2 \times 6)\) possibilities, we assume that we have 6 random questions and 100 sets, which also gives 600 different combinations. The difficulty is how to extract 600 representative combinations from 3240 combinations and obey two basic principles at the same time: (1) balance and (2) orthogonality. Balance means each attribute level appears equally often within an attribute, and level 1 in attribute 1 equals level 2 in attribute 2. Orthogonality means each pair of levels appears equally often across all pairs of attributes. However, it is almost unrealistic to handle such a huge task. Therefore, we use Sawtooth software to help us select suitable combinations. We set six random tasks, one fixed task, and two concepts per task (excluding “None Option”). Meanwhile, we set the sample size 500 and assume that 5% of respondents would choose “None Option” and finally design the test.

The standard error of almost all the attributes’ levels is <0.05. Since the expense is a continuous variable of which the standard error could be slightly higher than 0.05, a sample size of 500 should be sufficient for our experiment. One of the CBC tasks of the DCE questionnaire has been presented in Table 2.

---
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Table 2. An example scenario of choice-based conjoint in the questionnaire.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Doctor A</th>
<th>Doctor B</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic methods</td>
<td>AI diagnosis</td>
<td>Clinicians' diagnosis</td>
<td></td>
</tr>
<tr>
<td>Outpatient waiting time (min)</td>
<td>0</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>80</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Follow-up after diagnosis</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Diagnostic expenses (¥)</td>
<td>150</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Which method would you choose?</td>
<td>Choose Doctor A</td>
<td>Choose Doctor B</td>
<td>No choice</td>
</tr>
</tbody>
</table>

*A currency exchange rate of ¥1=US $0.15 is applicable.

Data Collection Procedure

We sent our website link containing our DCE questionnaire through social media apps such as Facebook and WeChat. In addition, we gave respondents some rewards such as Mi bands or a small cash payment if the respondents could fully complete the questionnaire.

Statistical Analysis

**GMNL Model and MXL Model**

With collected data, some models can be applied in our analysis; first is the GMNL model. We do not use the MXL model or the scaled-multinomial logit (S-MNL) model here since the GMNL model, which is developed by Fiebig (2010) [27], nested a MXL model and scaled multinomial model. Meanwhile, the GMNL model could accurately describe consumers’ preferences and heterogeneity. According to Fiebig et al, the probability of respondent i choosing alternative j in choice situation t is given as follows:

\[
\phi_i = \sigma \beta + \gamma \eta_i
\]

where the \( \beta \) is a constant vector, the “effect” \( \sigma \) in our model is a parameter of individual-specific scale, and \( \gamma \) is a parameter that decides how \( \sigma \) and \( \eta \) are different in some degrees. With this equation, when \( \sigma \) equals 1, our GMNL model will become an MXL model. Meanwhile, when the variance of \( \eta \) becomes 0, our GMNL model will turn into a S-MNL model. When \( \sigma \) equals 1 and variance of \( \eta \) equals 0 are both satisfied, the GMNL model will transform into an MNL model. Sawtooth will be needed to help run the coefficients of all attributes, standard errors, and \( t \) ratios to calculate \( P \) values. Differences between attributes are also needed to calculate the odds ratios. We calculate the odds ratio using the following equation:

\[
\text{odds ratio} = \exp (\text{current effect} - \text{reference effect})
\]

**LCM**

In addition, the LCM will be applied. LCM is a latent variable model because the latent variable is discrete. According to Greene and Hensher (2003) [28], the principle of LCM is that the observable attributes and latent heterogeneity decide the individual behavior. The heterogeneity changes with the unobserved factors. This model is used to sort individuals into a set of classes with a certain segmented size and scale, and different effects of each class have been estimated for different attributes. As well, the LCM will help us measure the differences and similarities of preference across classes of respondents. Attributes’ importance and part worth utilities will also be needed for visual analysis and comparison of attributes and deciding which attribute is the most essential from the people’s perspective. Additionally, the average maximum membership probability will help predict the certainty of the class into which respondents are divided.

Results

**Respondents**

428 participants (aged 18-85 years) who provided complete data were included in the analysis. Among those with complete data, 206 (48.1%) were male and 222 (51.9%) were female, while 2 of them were pregnant women.

**Attributes’ Levels and Utility Report**

The average utility values of all the attributes’ levels were measured using the Utility Scaling Method with zero-centered differences. The highest utility levels of the six hypothesized attributes are “AI diagnosis + clinicians’ confirmation” (of “diagnosis method”), “20 min” (of “outpatient waiting time”), “15 min” (of “diagnosis time”), “100%” (of “accuracy”), “Yes” (of “follow-up”), and “¥0” (of “diagnostic expenses”), respectively. The most important attribute is “accuracy,” meaning that the majority of respondents ranked that attribute (Table 3).
### Table 3. The utility report of different attributes’ levels.

<table>
<thead>
<tr>
<th>Attributes and levels</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic methods</strong></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td>−11.51</td>
</tr>
<tr>
<td>AI + clinician</td>
<td>57.64</td>
</tr>
<tr>
<td>AI</td>
<td>−46.13</td>
</tr>
<tr>
<td><strong>Outpatient waiting time (min)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>12.57</td>
</tr>
<tr>
<td>20</td>
<td>35.41</td>
</tr>
<tr>
<td>40</td>
<td>4.41</td>
</tr>
<tr>
<td>60</td>
<td>−27.99</td>
</tr>
<tr>
<td>80</td>
<td>−24.40</td>
</tr>
<tr>
<td><strong>Diagnosis time (min)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−7.02</td>
</tr>
<tr>
<td>15</td>
<td>4.14</td>
</tr>
<tr>
<td>30</td>
<td>2.88</td>
</tr>
<tr>
<td><strong>Accuracy (%)</strong></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>−116.31</td>
</tr>
<tr>
<td>70</td>
<td>−60.65</td>
</tr>
<tr>
<td>80</td>
<td>−2.24</td>
</tr>
<tr>
<td>90</td>
<td>59.75</td>
</tr>
<tr>
<td>100</td>
<td>119.44</td>
</tr>
<tr>
<td><strong>Follow-up after diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27.88</td>
</tr>
<tr>
<td>No</td>
<td>−27.88</td>
</tr>
<tr>
<td><strong>Diagnostic expenses (¥)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>47.91</td>
</tr>
<tr>
<td>50</td>
<td>32.93</td>
</tr>
<tr>
<td>100</td>
<td>32.25</td>
</tr>
<tr>
<td>150</td>
<td>−5.92</td>
</tr>
<tr>
<td>200</td>
<td>−24.91</td>
</tr>
<tr>
<td>250</td>
<td>−82.25</td>
</tr>
<tr>
<td>None</td>
<td>−235.59</td>
</tr>
</tbody>
</table>

*a* A currency exchange rate of ¥1=US $0.15 is applicable.

*b* N/A: not applicable.

### Logit Result of DCE and Attributes’ Percentage Importance

In general, it is obvious that attribute “accuracy” was the most important factor and most preferred when facing the diagnosis. As is presented in Figure 1, the percentage importance of attribute “accuracy” was 39.29%, which undoubtedly shows the position of accuracy of diagnosis in people’s minds. Attributes “diagnostic expenses” and “diagnostic method” ranked second and third, respectively.
The results of the logit analysis of all attributes’ levels are presented in Table 4. For the diagnosis method, the coefficient of level “AI + clinician” is positive, which means that the level “AI + clinician” is positively correlated with people’s preference and utility. In addition, the coefficients of levels “0 min,” “20 min,” and “40 min” (of “outpatient waiting time”) are positive, and others are negative. It is clear that people have a preference for shorter outpatient waiting time. For other attributes’ levels, people prefer to choose the higher accuracy level, greater possibility to follow up after diagnosis, and lower diagnosis expense. However, for the attribute “diagnosis time,” people unexpectedly prefer a longer diagnosis time rather than the “0 min” option.
Table 4. The result of logit analysis of preference in general (N=428).

<table>
<thead>
<tr>
<th>Attributes and levels</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>P value</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td>−0.07226</td>
<td>0.03829</td>
<td>.06</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>AI + clinician</td>
<td>0.37192</td>
<td>0.0386</td>
<td>&lt;.001</td>
<td>1.559</td>
<td>(1.446-1.682)</td>
</tr>
<tr>
<td>AI</td>
<td>−0.29966</td>
<td>0.03926</td>
<td>&lt;.001</td>
<td>0.797</td>
<td>(0.738-0.860)</td>
</tr>
<tr>
<td><strong>Outpatient waiting time (min)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.09507</td>
<td>0.05818</td>
<td>.10</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.22298</td>
<td>0.05815</td>
<td>&lt;.001</td>
<td>1.136</td>
<td>(1.014-1.274)</td>
</tr>
<tr>
<td>40</td>
<td>0.03253</td>
<td>0.05965</td>
<td>.59</td>
<td>0.939</td>
<td>(0.836-1.056)</td>
</tr>
<tr>
<td>60</td>
<td>−0.18624</td>
<td>0.0586</td>
<td>.002</td>
<td>0.755</td>
<td>(0.673-0.847)</td>
</tr>
<tr>
<td>80</td>
<td>−0.16435</td>
<td>0.05915</td>
<td>.006</td>
<td>0.771</td>
<td>(0.687-0.866)</td>
</tr>
<tr>
<td><strong>Diagnosis time (min)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−0.04446</td>
<td>0.03857</td>
<td>.25</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.03001</td>
<td>0.03853</td>
<td>.44</td>
<td>1.077</td>
<td>(0.999-1.162)</td>
</tr>
<tr>
<td>30</td>
<td>0.01444</td>
<td>0.03831</td>
<td>.71</td>
<td>1.061</td>
<td>(0.984-1.143)</td>
</tr>
<tr>
<td><strong>Accuracy (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>−0.74382</td>
<td>0.06294</td>
<td>&lt;.001</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>−0.4016</td>
<td>0.05957</td>
<td>&lt;.001</td>
<td>1.408</td>
<td>(1.253-1.582)</td>
</tr>
<tr>
<td>80</td>
<td>−0.0097</td>
<td>0.057</td>
<td>.87</td>
<td>2.084</td>
<td>(1.863-2.330)</td>
</tr>
<tr>
<td>90</td>
<td>0.38431</td>
<td>0.05787</td>
<td>&lt;.001</td>
<td>3.090</td>
<td>(2.759-3.461)</td>
</tr>
<tr>
<td>100</td>
<td>0.77081</td>
<td>0.05943</td>
<td>&lt;.001</td>
<td>4.548</td>
<td>(4.048-5.110)</td>
</tr>
<tr>
<td><strong>Follow-up after diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.18169</td>
<td>0.02415</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>−0.18169</td>
<td>0.02415</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnostic expenses (¥)</strong> a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.30678</td>
<td>0.06632</td>
<td>&lt;.001</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.22572</td>
<td>0.06606</td>
<td>&lt;.001</td>
<td>0.922</td>
<td>(0.810-1.050)</td>
</tr>
<tr>
<td>100</td>
<td>0.20776</td>
<td>0.06673</td>
<td>.002</td>
<td>0.906</td>
<td>(0.795-1.032)</td>
</tr>
<tr>
<td>150</td>
<td>−0.04055</td>
<td>0.06692</td>
<td>.55</td>
<td>0.707</td>
<td>(0.620-0.806)</td>
</tr>
<tr>
<td>200</td>
<td>−0.16992</td>
<td>0.06693</td>
<td>.01</td>
<td>0.621</td>
<td>(0.545-0.708)</td>
</tr>
<tr>
<td>250</td>
<td>−0.52978</td>
<td>0.06916</td>
<td>&lt;.001</td>
<td>0.433</td>
<td>(0.378-0.496)</td>
</tr>
</tbody>
</table>

aA currency exchange rate of ¥1=US $0.15 is applicable.

For the P value of these attributes’ levels, we assume that if the P value of a level is less than .05, then this level is statistically significant; when the P value of a level is less than .001, then this level is extremely statistically significant. We found that “AI + clinician” and “AI diagnosis” for “diagnosis methods” are extremely statistically significant; “20 min” of outpatient waiting time is extremely statistically significant; “60 min” and “80 min” are statistically significant; “60%,” “70%,” “90%,” “100%” of “accuracy” are extremely statistically significant; both levels of attribute “follow up after diagnosis” are extremely statistically significant. “¥0” of attribute “diagnostic expenses” is extremely statistically significant, and all the other levels of diagnostic expenses are statistically significant.

The odds ratio is a commonly used indicator in case-control epidemiological studies. In our analysis and calculation results (Table 4), we find that some odds ratios of the attributes’ levels compared to the reference level are greater than one, which means that the probability of people’s choosing of these levels is higher than the previous one or the reference. Taking the level “Clinician” of attribute “diagnostic methods” as the reference, level “AI + clinician” has an odds ratio of 1.559 (95% CI 1.446-1.682). The odds ratio of level “20 min” (of “outpatient waiting time”) is 1.136 (95% CI 1.014-1.274) with the reference of level “0 min.” Levels “15 min” and “30 min” (of “diagnosis time”) have odds ratios 1.077 and 1.067, respectively, with the reference of level “0 min” (95% CI 1.014-1.274 and 0.984-1.143, respectively). All the levels of the attribute
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“accuracy” were greater than one, which means the preference weights increase with the accuracy. Meanwhile, all the odds ratios of expense compared to the reference are smaller than zero, which refers to a preference of “free diagnosis” for the majority of people.

**Latent Class Analysis Result**

We compared these potential models and selected the model that maximized the area under the receiver operating characteristic curve and minimized the Akaike information criterion (AIC) [29,30] and Bayesian information criterion (BIC) [31] to penalize for model complexity. According to AIC, 5 classes should be the best choice for our model. However, if we must choose with BIC, then a 2-class option should be the most appropriate one, since 2-class has the lowest BIC. Under such circumstances, we compare ABIC, which means sample size–adjusted BIC [32] and involves sample size value. After comparing, the 3-class option has the lowest value of ABIC. Therefore, the most suitable number of latent classes in our model was 3 (Table 5 and 6). First of all, we divided all 428 respondents into 3 classes with segment sizes of 174 (40.7%), 30 (7.0%), and 224 (52.3%). The average maximum membership probability is around 0.87 and the percent certainty was 35.30, which is relatively low, meaning that there was not much uncertainty according to the respondents divided into classes.

For class 1, $t$ ratios for attributes “diagnostic expenses,” “accuracy,” and “follow-up after diagnosis” were significant across all treatment modalities. Attribute “accuracy” was the most important factor for patients with 52.8%, followed by “diagnostic expenses” and “follow-up after diagnosis” with percentage importance 13.51% and 13.10%, respectively (Figure 1). Meanwhile, the span of percentage weights of “accuracy” is obvious (Figure 2), from $-2.33$ to $2.52$. Meanwhile, the span of attribute “diagnostic expenses” is from $-0.819$ to $0.423$. The preference weights of “diagnostic expenses” decrease with the increasing of the expenses. The preference weight of attribute “follow-up after diagnosis” is from $-0.602$ to $0.602$. This is $-0.602$ for “No follow-up” and 0.602 for “follow-up”, which is symmetrical. In addition, the odds ratio of level “AI + clinicians” was $1.247$ (95% CI 1.036-1.463), meaning that the majority of patients prefer durable treatments over a single treatment. As well, all the levels of attribute “diagnosis time” with the reference level “0 min” are larger than one. At the same time, the odds ratio (Table 7) of the levels of attribute “accuracy” increases with the accuracy rate, meaning that people’s preference weight increases with the accuracy.
Table 5. Result of 3 latent classes’ conditional logit analysis.

<table>
<thead>
<tr>
<th>Attributes and levels</th>
<th>Class 1, n=174 (40.7%)</th>
<th>Class 2, n=30 (7.0%)</th>
<th>Class 3, n=224 (52.3%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Diagnostic methods</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td>0.062</td>
<td>0.083</td>
<td>.046</td>
</tr>
<tr>
<td>AI + clinician</td>
<td>0.282</td>
<td>0.082</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AI</td>
<td>−0.344</td>
<td>0.085</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Outpatient waiting time (min)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.530</td>
<td>0.128</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20</td>
<td>0.147</td>
<td>0.124</td>
<td>.24</td>
</tr>
<tr>
<td>40</td>
<td>−0.057</td>
<td>0.132</td>
<td>.67</td>
</tr>
<tr>
<td>60</td>
<td>−0.095</td>
<td>0.127</td>
<td>.45</td>
</tr>
<tr>
<td>80</td>
<td>−0.526</td>
<td>0.122</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Diagnosis time (min)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>−0.117</td>
<td>0.084</td>
<td>.17</td>
</tr>
<tr>
<td>15</td>
<td>0.089</td>
<td>0.082</td>
<td>.28</td>
</tr>
<tr>
<td>30</td>
<td>0.028</td>
<td>0.082</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Accuracy (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>−2.337</td>
<td>0.166</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>70</td>
<td>−1.170</td>
<td>0.131</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>80</td>
<td>−0.050</td>
<td>0.112</td>
<td>.65</td>
</tr>
<tr>
<td>90</td>
<td>1.036</td>
<td>0.122</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>100</td>
<td>2.522</td>
<td>0.169</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Follow-up after diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.603</td>
<td>0.059</td>
<td>.003</td>
</tr>
<tr>
<td>No</td>
<td>−0.603</td>
<td>0.059</td>
<td>.03</td>
</tr>
<tr>
<td>**Diagnostic expenses (¥)**a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.424</td>
<td>0.140</td>
<td>.003</td>
</tr>
<tr>
<td>50</td>
<td>0.324</td>
<td>0.143</td>
<td>.03</td>
</tr>
<tr>
<td>100</td>
<td>0.289</td>
<td>0.142</td>
<td>.04</td>
</tr>
<tr>
<td>150</td>
<td>0.144</td>
<td>0.149</td>
<td>.33</td>
</tr>
<tr>
<td>200</td>
<td>−0.361</td>
<td>0.146</td>
<td>.01</td>
</tr>
<tr>
<td>250</td>
<td>−0.819</td>
<td>0.144</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a A currency exchange rate of ¥1=US $0.15 is applicable.

Table 6. Percent certainty and information criteria for model with 3 latent classes.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certainty (%)</td>
<td>35.307</td>
</tr>
<tr>
<td>Akaike information criterion</td>
<td>3580.631</td>
</tr>
<tr>
<td>Bayesian information criterion</td>
<td>3922.719</td>
</tr>
<tr>
<td>Sample size–adjusted Bayesian information criterion</td>
<td>3735.263</td>
</tr>
</tbody>
</table>
Figure 2. Latent class percentage weights in class 1. AI: artificial intelligence; RMB: yuan renminbi.
Table 7. The odds ratios and confidence intervals of attributes’ levels in 3 classes.

<table>
<thead>
<tr>
<th>Attributes and levels</th>
<th>Class 1, n=174 (40.7%)</th>
<th>Class 2, n=30 (7.0%)</th>
<th>Class 3, n=224 (52.3%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR^a</td>
<td>95% CI</td>
<td>OR</td>
</tr>
<tr>
<td>Diagnostic methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI + clinician</td>
<td>1.247</td>
<td>(1.036-1.463)</td>
<td>1.094</td>
</tr>
<tr>
<td>AI</td>
<td>0.666</td>
<td>(0.564-0.787)</td>
<td>1.546</td>
</tr>
<tr>
<td>Outpatient waiting time (min)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>0.681</td>
<td>(0.535-0.868)</td>
<td>1.293</td>
<td>(0.566-2.957)</td>
</tr>
<tr>
<td>20</td>
<td>0.556</td>
<td>(0.429-0.720)</td>
<td>3.332</td>
</tr>
<tr>
<td>60</td>
<td>0.535</td>
<td>(0.418-0.686)</td>
<td>1.057</td>
</tr>
<tr>
<td>80</td>
<td>0.348</td>
<td>(0.274-0.442)</td>
<td>1.504</td>
</tr>
<tr>
<td>Diagnosis time (min)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>15</td>
<td>1.229</td>
<td>(1.047-1.444)</td>
<td>0.450</td>
</tr>
<tr>
<td>30</td>
<td>1.156</td>
<td>(0.986-1.357)</td>
<td>0.858</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>3.214</td>
<td>(2.484-4.159)</td>
<td>2.785</td>
<td>(0.938-8.271)</td>
</tr>
<tr>
<td>90</td>
<td>29.173</td>
<td>(22.962-37.064)</td>
<td>9.920</td>
</tr>
<tr>
<td>Follow-up after diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>0.300</td>
<td>(0.267-0.337)</td>
<td>0.607</td>
<td>(0.405-0.910)</td>
</tr>
<tr>
<td>Diagnostic expenses (¥)^c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>0.905</td>
<td>(0.683-1.199)</td>
<td>4.563</td>
<td>(2.037-10.222)</td>
</tr>
<tr>
<td>100</td>
<td>0.847</td>
<td>(0.662-1.154)</td>
<td>0.583</td>
</tr>
<tr>
<td>150</td>
<td>0.756</td>
<td>(0.565-1.102)</td>
<td>0.972</td>
</tr>
<tr>
<td>200</td>
<td>0.456</td>
<td>(0.343-0.607)</td>
<td>0.089</td>
</tr>
<tr>
<td>250</td>
<td>0.289</td>
<td>(0.217-0.383)</td>
<td>0.666</td>
</tr>
</tbody>
</table>

^aOR: odds ratio.

^bN/A: not applicable.

^cA currency exchange rate of ¥1=US $0.15 is applicable.

For class 2, the attribute “accuracy,” as well as “diagnostic expenses,” was relatively important. Meanwhile, “diagnostic expenses” was (surprisingly) the most important for respondents among the attributes with a percentage weight of 39.09%, followed by “accuracy” with a percentage of 31.75% (Figure 1). The span of the percentage weights of these two attributes has been presented in Figure 3. The percentage weights for attribute “accuracy” were from −1.717 to 1.480, and −2.10 to 1.830 for “diagnostic expenses” (Figure 3). From P values, we find that almost all the levels are not statistically significant except the “100%” level of “accuracy” and level “¥50” of “diagnostic expenses.” The odds ratio (Table 7) displays that the AI method is the best of three methods. The odds ratio of levels of “outpatient waiting time” are all greater than 1, and patients’ preference weight still increases with the increasing of “accuracy” as in class 1. For attribute “diagnostic expenses,” only the level “¥50” has an odds ratio greater than 1.
For class 3, attributes “diagnosis method” and “outpatient waiting time” were more statistically significant across all the attributes. For respondents in this class, the percentage importance of “diagnosis method” and “outpatient waiting time” were 29.09% and 30.83%, respectively (Figure 1). From Figure 4, we find that the span for diagnostic methods is from $-0.364$ to 0.518. Meanwhile, the span for diagnostic expenses is from $-0.538$ to 0.397. In addition, the odds ratio of level “AI + clinicians” of attribute “diagnostic method” was 1.985 (95% CI 1.769-2.167), which is greater than 1, meaning that respondents in class 3 also prefer durable diagnosis mode rather than single mode, similar to the condition of class 1. All of the odds ratios of levels of attributes “outpatient waiting time” and “accuracy” are greater than 1. Meanwhile, the odds ratio continues increasing with the increase of accuracy, the same condition of the previous two classes.

For these 3 latent classes, attribute “accuracy” is the most preferred factor in two classes (class 1 and class 2), while “diagnostic expenses” is the most preferred factor in class 3. In addition, the odds ratio of levels of attribute “accuracy” always increases with the increasing of accuracy rate, meaning that people’s preference will always grow with the increase, and higher accuracy is always preferred.
Discussion

Principal Findings

Several different models were used in our study to research people’s preference for various attributes, including a GMNL model and LCM; both models presented with their own merits and shortcomings.

For the GMNL analysis and the utility report, we found that “accuracy” was the most important thing for respondents and most of the levels of attributes “diagnostic methods” and “accuracy” were statistically significant. From the odds ratio, most of the respondents have a preference for the AI diagnosis plus clinicians’ confirmation with outpatient waiting time of 20 minutes, diagnosis time of 15 minutes, and 100% accuracy. We would expect that the outpatient waiting time of 0 minutes and diagnosis time of 0 minutes should be preferred. However, the preferred choice was not 0 minutes. We assume that some people believe that a longer diagnosis time can give them more credibility and a feeling of safety. Furthermore, the odds ratio of 1.559 for “AI diagnosis + clinicians’ confirmation” was evidently higher than only “AI diagnosis,” which reflects that, for now, the vast majority of people still cannot totally trust the AI diagnosis due to the factors of AI uncertainty. AI diagnosis acting in concert with clinicians will significantly guarantee the accuracy. Another defect of AI diagnosis is that patients follow up after diagnosis, which means that patients who cannot receive follow-up have no alternatives but to head to clinicians as outpatients, which indirectly results in missing the best patient treatment time. That also leads to huge inconvenience to both patients and clinicians. Those who have an evident preference for only AI diagnosis may as a result of freshness and relatively higher diagnosis time of AI method, with sacrifice of accuracy in their mind. Thus, we can still consider the clinicians’ diagnosis to remain irreplaceable, at least in the short term. The limitation of the GMNL model was also obvious; some respondents with preferences for other diagnostic methods and different diagnosis expenses cannot be reflected.

From the LCM, our study finds that respondents who are divided into 3 classes show different preferences and different patient profiles. There was slight heterogeneity compared to the GMNL model. Specifically, respondents in class 1 and class 2 still attach importance to “accuracy”; however, respondents in class 3 mostly pay attention to “diagnostic expenses.” Although medical insurance and accessibility are quite advanced today, some patients hardly get access to basic medical diagnosis or treatment, particularly in some underdeveloped or remote areas in China. Some old people would rely on their own self-healing function or immune system [33] rather than go to the hospital due to their outdated concepts of unaffordable diagnosis and treatment expenses. Therefore, the acceptability of AI diagnosis or even modern medical techniques among old people is palpably lower than among new generations in China due to the concepts of cost. In addition, we hypothesized that the numbers of hospitals in remote areas is undoubtedly lower than those in urban or advanced areas, which results in the people living in remote areas having to undertake the transportation time and cost. The long transit time and cost could also sometimes be fatal to these people since that would also force them to stay at home and miss the most appropriate diagnosis and treatment time. To sum up, the promotion and spread of AI diagnosis cannot ignore the need to set a suitable diagnosis price or give some discount and bonus according to the wealth status of patients.

Several previous studies [13] have found that most patients believe the outpatient waiting time plays a vital role in their decision-making behavior when faced with various choices of hospitals and clinicians. In addition, few studies [14] have attached importance to the quality and quantity of follow-up after clinical diagnosis. However, all of these studies ignored the effect of diagnosis accuracy and diagnosis expense in patients’ trade-offs. Especially in the era of artificial intelligence, there are few studies addressing the accuracy of AI versus human clinicians rather than the outpatient waiting time or other factors. With diagnostic accuracy, clinically, the AI system can be programmed to probe and mark out some cancer indications such as prostate cancer and is more accurate than experts [34]. The clinical application could reduce pathology workload in this epidemic and in future clinical work. An AI system with expert-level grading performance might contribute a second opinion, aid in standardizing grading, and provide expert advice in areas with poor sanitation. As cloud computing capabilities come closer to life, overcomes limited memory, and central processing unit power [35]. We believe ever more and more people will trust the rapid diagnostic capabilities of AI. There is a lot of SARS-CoV-2–related scientific research undertaken to use AI to combat this pandemic by deploying new methods in the development of vaccines and drugs, as well as for public awareness [36]. Relying on the advantages of AI for medical auxiliary diagnosis, image analysis, remote consultation, etc during the outbreak of COVID-19, many AI devices have been used in first-line medicine. Moreover, AI is reducing cross infection. It has played an important role in therapeutic innovation. Health QR Code, which is a fusion of AI and big data, is a mobile phone app for everyone and uses red, yellow, and green codes to provide simple and effective intelligent services for personnel communication and economic and trade exchanges in the China in the “postepidemic era.”

AI will continue to play an increasingly important role in controlling the public health crisis to save lives and economic recovery. AI contact tracing based on mobile communication technology becomes more mature [37]. The AI systems combining computed tomography and clinical symptoms can help to quickly diagnose SARS-CoV-2 patients [10]. A surrogate rapid diagnosis technique that is based on a deep learning neural network can be applied for discovering SARS-CoV-2 by analyzing the visual chest radiography imaging of patients [38].

Limitations

Limitations for Our DCE
Theoretically, the larger the sample size is, the smaller the changes we will find in the DCE; however, due to various reasons related to the pandemic, we applied convenience sampling in the data collection procedure. Thus, our sample size is relatively small and underrepresentative. Furthermore, the other significant shortcoming of our DCE data is that our
statistics do not stand for the point of view of all the people in China or other people worldwide due to the limited transmission of our questionnaire. We did not set the diseases as acute or chronic, which is an exogenous factor that will affect people’s choice of waiting time.

Limitations for AI Diagnosis Propaganda

With AI diagnosis, there exists a requirement for rapid delivery and logistics of medicine. Furthermore, the conceptual propaganda for AI diagnosis and treatment are still not in place, particularly in some rural areas and among some old people with relatively traditional medical concepts. Confidence and trust in the AI diagnostic method still have a long way to go.

Conclusion

Segments of patients’ preferences for these diagnosis options seem to be homogenous and convergent. All the attributes hypothesized and attributes’ levels are evidently not ignorable during the implementation and widespread use of AI diagnosis techniques. People’s preference for “accuracy” was obvious across different classes. Although “online treatment” has become more common today, accuracy has been sacrificed in exchange for so-called convenience, which is totally unwise. In addition, AI diagnosis technique developers as well as technology sellers, including hospitals, should take diagnosis expense into consideration and make pricing rules more flexible in the light of areas’ economic development and individual patients’ wealth status.

AI will definitely have a potential market and bright future, especially in the ongoing COVID-19 pandemic, since the AI diagnostic technology can ease the requirements of professional clinicians worldwide, particularly in rural areas.
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Abstract

Background: During the COVID-19 pandemic in Canada, Prime Minister Justin Trudeau provided updates on the novel coronavirus and the government’s responses to the pandemic in his daily briefings from March 13 to May 22, 2020, delivered on the official Canadian Broadcasting Corporation (CBC) YouTube channel.

Objective: The aim of this study was to examine comments on Canadian Prime Minister Trudeau’s COVID-19 daily briefings by YouTube users and track these comments to extract the changing dynamics of the opinions and concerns of the public over time.

Methods: We used machine learning techniques to longitudinally analyze a total of 46,732 English YouTube comments that were retrieved from 57 videos of Prime Minister Trudeau’s COVID-19 daily briefings from March 13 to May 22, 2020. A natural language processing model, latent Dirichlet allocation, was used to choose salient topics among the sampled comments for each of the 57 videos. Thematic analysis was used to classify and summarize these salient topics into different prominent themes.

Results: We found 11 prominent themes, including strict border measures, public responses to Prime Minister Trudeau’s policies, essential work and frontline workers, individuals’ financial challenges, rental and mortgage subsidies, quarantine, government financial aid for enterprises and individuals, personal protective equipment, Canada and China’s relationship, vaccines, and reopening.

Conclusions: This study is the first to longitudinally investigate public discourse and concerns related to Prime Minister Trudeau’s daily COVID-19 briefings in Canada. This study contributes to establishing a real-time feedback loop between the public and public health officials on social media. Hearing and reacting to real concerns from the public can enhance trust between the government and the public to prepare for future health emergencies.

(J Med Internet Res 2021;23(2):e23957) doi:10.2196/23957
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Introduction

The World Health Organization declared COVID-19 to be a global public health emergency on March 11, 2020 [1]. Canada confirmed its first COVID-19 case on January 25, 2020, and a total of 189,387 cases of COVID-19 in Canada were reported as of October 14, 2020 [2]. On March 12, 2020, Quebec was the first province to declare a state of emergency [3], and the government established preventive measures such as transportation restrictions, quarantine rules, and social distancing requirements [4,5]. In Canada, Prime Minister Justin Trudeau started providing a daily briefing on the government’s updated policies and actions for stopping the spread of COVID-19 on March 13, 2020. For example, Prime Minister Trudeau announced an interest-free moratorium on student loan payments and closure of the United States–Canada border on March 18, 2020; announced the Canada Emergency Response Benefit (CERB) on March 25; and announced the Canada Emergency Student Benefit (CESB) through independent public entities (eg, lowering of the interest rate by the Bank of Canada) or federal government programs (eg, CERB and CESB) on April 22 [6].

Since the COVID-19 outbreak, social media has become the most accessible source for obtaining news and health information and for exchanging opinions. Given their self-isolation, people extensively post opinions, express emotions, and exchange ideas about COVID-19–related policies on the web [7]. In this study, we analyzed the YouTube comments under Prime Minister Trudeau’s daily briefing videos. YouTube is the first web-based video sharing platform. With more than 2 billion users and 1 billion hours of videos watched every day, YouTube has become one of the largest video sharing platforms worldwide, and it has played an essential role in public communication during the COVID-19 epidemic [8]. Comments on YouTube have provided rich data for public discourse and sentiment research. Existing studies examine the impact of YouTube videos and comments on epidemic diseases (eg, Ebola virus, Zika virus) and show that YouTube videos and comments are essential channels for disseminating health information [9-11]. Basch et al [9] coded the source and contents of the 100 most widely viewed videos about the Ebola virus on YouTube. They found that these videos have been viewed 73 million times and included contents about the death toll of the virus and how it was transmitted. Pathak et al [11] evaluated 198 YouTube videos about the Ebola outbreak in 2014. They found that most of the videos were useful, and they demonstrated that YouTube is a useful health information source during global health emergencies. In contrast, Bora et al [10] concluded that videos could potentially spread misinformation during global public health emergencies, and trustworthy videos from health organizations or universities were scarce. Khatri and colleagues [12] analyzed content about COVID-19 on YouTube by reviewing 72 videos in English and 42 videos in Mandarin; they demonstrated that YouTube is an important platform for health information dissemination.

This study has two goals. The first is to examine whether YouTube comments are a useful source of public opinions and priorities on COVID-19; the second is to identify public responses and discourses related to Prime Minister Trudeau’s COVID-19 policies in Canada over time. According to Bora et al [10], we purposely selected trustworthy videos published by the official YouTube channel of the Canadian Broadcasting Corporation (CBC). More specifically, this study examines and tracks public discourse under Prime Minister Trudeau’s daily COVID-19 briefing videos posted on YouTube (N=57) from March 13 to May 25, 2020, in Canada. This paper contributes to understanding the undermeasured public responses to Prime Minister Trudeau’s COVID-19–related policies in Canada. Real-time and longitudinal analysis of public responses and concerns can help public health authorities recognize Canada’s public priorities.

Methods

We followed the text mining pipeline, including data preparation and data analysis [7]. Data preparation included data sampling, collection, and preprocessing. Data analysis included unsupervised machine learning and thematic analysis. The unit of analysis was each unique comment posted under Prime Minister Trudeau’s daily briefing videos from March 13 to May 25, 2020.

Sampling

We used a purposive sampling approach. Our sampling frame was Prime Minister Trudeau’s COVID-19 daily briefing videos, which were published on the official CBC channel on YouTube [13] starting on March 13, 2020. Our sampling frame included 58 daily briefing videos posted from March 13 to May 22, 2020 (57 videos included comments; 1 did not receive any comments).

We present the characteristics of these videos in Multimedia Appendix 1, including publication dates; titles and descriptions of the videos; and numbers of views, likes, dislikes, and associated comments that each video received up to May 25, 2020. For example, on March 22, 2020, the daily briefing with the title “PM Trudeau announced that the $82-billion financial package was just the first step, and more financial funds will come” received the highest number of comments (n=2413) among the daily briefing videos published in March. The video titled “The term ‘New Normal’ to describe daily routine during the COVID-19 pandemic and the numbers would take months of continued, determined effort” had the highest number of comments (n=2087) in April. The video titled “Trudeau urged world leaders to pull together for the COVID-19 vaccine” received the highest number of comments (n=2653) in May.

Data Collection

The data set of the study consisted of all the comments posted by YouTube users under each of the 57 videos. We used YouTube’s open application programming interface to collect all the comments under each of Prime Minister Trudeau’s daily briefing videos on May 25, 2020. We coded the information retrieval script in Python, version 3 (Python Software Foundation). We retrieved a total of 47,149 comments from these 57 videos. After removing 1017 non-English and duplicate comments, 46,732 comments remained as our final data set, as shown in Figure 1. The following information associated with each of the 46,732 comments was collected: (1) a unique ID
related to each comment; (2) the full comment text; (3) metadata associated with the comment, such as the reply count (number of replies that comment received), like count (number of the likes that comment received), published date and time of the comment, and deidentified username. The collected 46,732 English comments included both the first level comment and its associated “replyTo” (comment posted in reply to another comment) from 17,211 YouTube users.

We treated the set of comments published under each video as a separate document for the topic modeling (eg, documents 1-57). Thus, we obtained a total of 57 documents for topic modeling.

**Preprocessing of the Raw Data**

We preprocessed the raw data to ensure data analysis quality. Preprocessing is an important task for analyzing YouTube comments, as it cleans the data by diminishing its complexity to provide better results [14]. Our data preprocessing included the steps below.

1. We removed handles (@user) and their content, as they did not contribute to the analysis.
2. We removed all non-English characters (non–American Standard Code for Information Interchange [ASCII] characters) because this study focused on English messages.
3. We removed words that did not make sense, such as “#newYork sd@gmail.com asjlasd @!!!!!” We used the Nostril evaluator [15] to detect nonsense comments and pronunciations. Nostril incorporates a large table of n-gram frequencies to support its probabilistic assessment of text strings. For the comments labeled as “nonsense” by Nostril, we also checked their pronunciations (ie, vowels and phones). The detected nonsense comments were removed from the analysis.
4. We removed stopwords to ensure better results [16]. Stopwords (eg, the, a, an, in) are frequently occurring words that do not carry any information or orientation. We used the Natural Language Toolkit suite of Python libraries to filter out the stopwords to save space in our database and shorten the processing time.
5. We applied a stemmer. A stemmer is a rule-based process of stripping the suffixes (eg, “ing,” “ly,” “es,” “s”) from words. A large number of conjugates were removed.

**Data Analysis**

**Unsupervised Machine Learning**

We used latent Dirichlet allocation (LDA) [17] to generate prominent topics. LDA is a generative probabilistic model based on the hierarchical Bayesian that mines the underlying set of topics on a corpus of text. LDA has been applied to COVID-19–relevant topics on social media. For example, Xue et al [7] examined Twitter posts related to the COVID-19 pandemic. Obadimu and colleagues [18] applied LDA to recognize the toxicity of comments on YouTube. In this study, we treated the collected YouTube comments as a document and applied LDA topic modeling with the gensim Python library. For each identified topic, we used WordNetLemmatizer to extract popular unigrams and bigrams. The pyLDV library was used to visualize the findings.
Qualitative Analysis

The thematic analysis enabled us to interpret the patterns, topics, and themes from the unsupervised machine learning processes [19,20]. Two authors independently assigned topics based on the bigrams and representative comments related to each of the videos. Then, they reviewed all the identified topics and their representative unigrams, bigrams, and comment examples from the 57 videos and assigned themes across these topics. The research team examined the initial coded themes and considered whether they reflected the identified topics. The team discussed the themes and provided names to ensure that they reflected the identified salient topics.

Results

Descriptive Results of the Videos

Our sampling frame included 57 of Prime Minister Trudeau’s daily briefing videos published on the CBC YouTube channel between March 13 and May 22, 2020. We describe the statistics of the videos in Table 1, including the numbers of views, likes, dislikes, and comments of the 57 videos. For example, on average, these videos were viewed 364,487 times and received an average of 830 comments and 1826 likes.

Table 1. Descriptive statistics of the collected videos (N=57).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Range</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of views</td>
<td>74,924-839,921</td>
<td>364,487 (205,984)</td>
</tr>
<tr>
<td>Likes</td>
<td>492-4405</td>
<td>1826 (1059)</td>
</tr>
<tr>
<td>Dislikes</td>
<td>290-2750</td>
<td>676 (344)</td>
</tr>
<tr>
<td>Comments</td>
<td>197-2653</td>
<td>830 (544)</td>
</tr>
</tbody>
</table>

Figure 2 shows the view counts of Prime Minister Trudeau’s daily briefings over time. The view counts peaked on March 20 and gradually decreased after April, when Prime Minister Trudeau declared that the government would close the border to stop the spread of COVID-19 [21].

Figure 3 shows that the numbers of likes were higher than the numbers of dislikes on most of the days, except for May 4 and May 9, 2020. The daily briefing on May 4 urged all world leaders to work together and fight for a COVID-19 vaccine. Additionally, this video received the highest number of comments. Prime Minister Trudeau stated that Canadians would receive more financial benefits on May 9, 2020; this video received more dislikes than likes.
Figure 3. Like counts and dislike counts for the sampled daily briefing videos over time.

Prominent Topics in the Comments
We retrieved and downloaded the associated 46,732 comments for each of the 57 videos as our final data set. We identified 1 to 3 salient topics for each of the documents (#1 to #57) associated with each daily briefing video, resulting in 168 topics. We present the topic modelling results for each of the 57 documents in Multimedia Appendix 2, including the publication dates of the videos, prominent topics in the documents, popular bigrams in the topics, and representative comments on each topic. For example, document #1 included all posted comments under Prime Minister Trudeau’s daily briefing on March 13, 2020. We identified two prominent topics in document 1: border measures and comment on the government. Popular bigrams were “close the,” “dam border,” “international travel,” and “prime minister.” A representative YouTube comment is “CLOSE THE BORDER!!!! Wake up Trudeau… close the god dam border Now. Stop all flights from Italy and Europe NOW.”

Prominent Themes
Multimedia Appendix 3 shows the salient themes with their descriptions, topics (bigrams), and representative comments. We identified 11 themes from the 168 most prominent topics, including strict border measures, public response to Prime Minister Trudeau’s policies, essential work and frontline workers, individuals’ financial challenges, rental and mortgage subsidies, quarantine, government financial aid for enterprises and individuals, personal protective equipment, Canada and China’s relationship, vaccines, and reopening. For example, public response to Prime Minister Trudeau’s policies was a prominent theme, exemplified by the topic (uni)bigrams of government, Prime Minister, Justin Trudeau, Canada, officials, liberal, government and right wing. An example comment is “Respect and listen to the Prime Minister, he is trying his best with the Government to keep everyone in our Country safe from Covid19.”

Figure 4 shows the number of occurrences of the prominent themes between March 13 and May 22, 2020. For example, the theme of public responses to Prime Minister Trudeau’s policies was the most popular, followed by government financial aid for enterprises and individuals and individuals’ financial challenges.
Themes Over Time

In addition to counting the number of occurrences, we also tracked the prominent themes over time, as shown in Figure 5. We divided each month into three periods: early month (day 1 to day 10), mid-month (day 11 to day 20), and late month (day 21 and after). Public concerns were ongoing for the themes of public responses to Prime Minister Trudeau’s policies and individuals’ financial challenges, as comments related to these themes appeared multiple times from March to May. For example, the theme of public responses to Prime Minister Trudeau’s policies had been continuously discussed by the public since March (except for in mid-May). The theme of strict border measures mainly occurred from mid-March to mid-April. However, it was discussed again in mid-May. The themes of vaccines and reopening were mainly discussed from late April.

Popular Comments

We selected the 50 comments with the highest numbers of likes and the 50 comments with the highest numbers of replies. We present 19 comments that ranked in the top 50 most liked and replied in Table 2. The table shows the contents of these 19 comments along with their published dates, categorized themes, numbers of replies, and numbers of likes. For example, a single comment posted on March 28 received 488 likes and 104 replies from other YouTube users. This comment reflected the theme of strict border measures. Among the 19 selected popular comments, we found that five comments were about the theme of quarantine, and three comments reflected the theme of open government. The theme of quarantine was related to quarantine-related measures, as the public expressed a desire for more strict quarantine measures when they commented on and responded to Prime Minister Trudeau’s daily briefings. The theme of open government was related to the public’s request for a more open government and public interaction dynamics.
Table 2. Most popular comments, origins (daily briefing dates), assigned themes, and numbers of replies and likes.

<table>
<thead>
<tr>
<th>Comment</th>
<th>Date of origin (2020)</th>
<th>Theme</th>
<th>Replies, n</th>
<th>Likes, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Why are we still not checking people at the airports?”</td>
<td>March 28</td>
<td>Strict border measures</td>
<td>104</td>
<td>488</td>
</tr>
<tr>
<td>“They should be pausing all mortgages and rent payments, the CRA can’t give you money by the 1st”</td>
<td>March 22</td>
<td>Rental and mortgage subsidies</td>
<td>99</td>
<td>525</td>
</tr>
<tr>
<td>“I really hope when this is defeated that our society doesn’t go more Orwellian”</td>
<td>May 04</td>
<td>Good wishes</td>
<td>88</td>
<td>230</td>
</tr>
<tr>
<td>“MR TRUDEAU: All you need to do is issue a moratorium stating that all Canadians with a rental lease or a mortgage is immediately suspended for 3 to 6 months. After which their existing monthly payments will restart and continue as usual. This will put at least 30% more money in every person’s account fairly. These funds can be used to pay credit cards, car loans, food etc. It is a brilliant idea already being implemented in the USA by a number of Banks and institutions. This is simple and would help all Canadians. Obviously no penalty would by involved and this would be a Government approved legal postponement of all rents and mortgages for the period stated.”</td>
<td>March 24</td>
<td>Individuals’ financial challenges</td>
<td>78</td>
<td>246</td>
</tr>
<tr>
<td>“Its time to come together and support each other and question everything.”</td>
<td>May 04</td>
<td>Good wishes</td>
<td>68</td>
<td>802</td>
</tr>
<tr>
<td>“I don’t care about staying home. I’m a homebody anyways. I care about being poor and ending up completely homeless after the whole Covid19 crisis ends. My landlord already wants me to move out by August, and no one knows if it will have died down by then or if I’ll have a job by then so I can safely move.”</td>
<td>March 29</td>
<td>Individuals’ financial challenges</td>
<td>67</td>
<td>165</td>
</tr>
<tr>
<td>“Meanwhile, Canadian Tire, Lowes, Home Depot, Costco all the checkout attendants facing hundreds of customers per day and not one of them was wearing a mask and that was yesterday March 21st”</td>
<td>March 22</td>
<td>Quarantine</td>
<td>67</td>
<td>356</td>
</tr>
<tr>
<td>“Comments are allowed? Interesting”</td>
<td>March 26</td>
<td>Open government</td>
<td>66</td>
<td>335</td>
</tr>
<tr>
<td>“The scariest YouTube title ever”</td>
<td>April 09</td>
<td>Emotion</td>
<td>63</td>
<td>340</td>
</tr>
<tr>
<td>“I just want to know if these people are secretly getting haircuts. The rest of us will look like sheep dogs if this continues.”</td>
<td>March 26</td>
<td>Emotion</td>
<td>54</td>
<td>178</td>
</tr>
<tr>
<td>“I wish you didn’t do the voice over, he is already doing it bilingually. we don’t need to hear it two times in English besides the translation is badly done.”</td>
<td>April 14</td>
<td>Not related</td>
<td>54</td>
<td>615</td>
</tr>
<tr>
<td>“Anybody coming into Canada from other countries should have mandatory isolation for 14 days.”</td>
<td>March 28</td>
<td>Quarantine</td>
<td>53</td>
<td>222</td>
</tr>
<tr>
<td>“I dont understand why people still went on cruises even tho they were specifically told not to on longgggg time ago”</td>
<td>March 28</td>
<td>Emotion</td>
<td>51</td>
<td>269</td>
</tr>
<tr>
<td>“Lets have open questions from the public.”</td>
<td>April 09</td>
<td>Open government</td>
<td>40</td>
<td>203</td>
</tr>
<tr>
<td>“Close the border dont exempt American citizens. Close it down.”</td>
<td>March 17</td>
<td>Quarantine</td>
<td>38</td>
<td>304</td>
</tr>
<tr>
<td>“We should not rely on the US, like we are the 51st state!”</td>
<td>March 05</td>
<td>Emotion</td>
<td>34</td>
<td>180</td>
</tr>
<tr>
<td>“Dont have a social gettering of more than 10 people. Thats the guideline in South Korea. I think 50 is too much”</td>
<td>March 17</td>
<td>Quarantine</td>
<td>33</td>
<td>415</td>
</tr>
<tr>
<td>“Dr Tam waiting for ‘evidence’ of human to human transmission is disgraceful especially considering entire cities in China had already been locked down and the Three early German cases traced back to a Chinese business woman had already been reported. The precautionary principle should have been followed and Canadians deserve answers. We deserve better and Dr. Tam let us all down”</td>
<td>April 14</td>
<td>Quarantine</td>
<td>32</td>
<td>162</td>
</tr>
<tr>
<td>“Never in my life have I heard so many answers that dont answer a question. Ever. Lol”</td>
<td>April 14</td>
<td>Open government</td>
<td>32</td>
<td>317</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Results**

This study is the first to investigate and track public opinions and reactions to Canadian Prime Minister Trudeau’s daily COVID-19 briefings. This study uses a machine learning approach and longitudinally examines public discourse about Prime Minister Trudeau’s daily briefings over time. The results reveal several prominent themes over time, including strict border measures, public responses to Prime Minister Trudeau’s policies, individuals’ financial challenges, government financial aid for enterprises and individuals, and essential work and frontline workers. In addition, the themes of vaccines and reopening were highly discussed from late April. The study demonstrates that YouTube comments are a useful source of public opinions and priorities during global health emergencies.

https://www.jmir.org/2021/2/e23957
Theme 1: Strict Border Measures

This theme refers to comments that discuss topics such as border entry policy, international travel, and border screening measures. The majority of the comments in this theme requested that the government implement stricter border measures to prevent the spread of COVID-19 in Canada. Previous studies demonstrated that air transportation has the potential to spread influenza, such as A/H1N1 [22], and enhanced precautions should be taken for travelers to countries with increasing cases of respiratory diseases, such as Middle East respiratory syndrome [23]. Brown and colleagues [24] showed that airport exit and entry screening at international borders facilitated the rapid detection of illness and the implementation of appropriate public health control measures to prevent the spread of Ebola virus. Our results suggest that future research can provide empirical evidence for the public and policy makers regarding the effectiveness of border measures to prevent the spread of COVID-19, as this has been a primary public concern over time.

Our results suggest that the “border policy issue” has continuously been a concern for Canadians, who support strict border measures to prevent the spread of COVID-19 in Canada. Previous studies demonstrated that air transportation has the potential to spread influenza, such as A/H1N1 [22], and enhanced precautions should be taken for travelers to countries with increasing cases of respiratory diseases, such as Middle East respiratory syndrome [23]. Brown and colleagues [24] showed that airport exit and entry screening at international borders facilitated the rapid detection of illness and the implementation of appropriate public health control measures to prevent the spread of Ebola virus. Our results suggest that future research can provide empirical evidence for the public and policy makers regarding the effectiveness of border measures to prevent the spread of COVID-19, as this has been a primary public concern over time.

Theme 2: Public Responses to Prime Minister Trudeau’s Policies

Public responses to Prime Minister Trudeau’s policies refer to public opinion comments on the Canadian government, parties, or the Prime Minister himself. The majority of comments include opinions regarding the government’s performance and policies during the COVID-19 pandemic. One representative comment is “Respect and listen the Prime Minister, he is trying his best with the Government to keep everyone in our Country safe from Covid19 with emergency funds for those that need it.” Compared to other themes, this theme is more popular, and it continuously received public attention from mid-March to late May. The popularity of this theme is due to the positive interaction dynamic between the general public and the government of Canada, which encourages people to communicate with government organizations on social networks. This interaction can be traced back to 2011, when Canada implemented a ban on all foreign nationals entering Canada, including restrictions on all nonessential travel at the Canada–United States border. Discussions of border measures were not prominent in late April and early May but reappeared in mid-May, consistent with the border closure agreement between Canada and the United States, which was valid until May 21.

Our results suggest that the “border policy issue” has continuously been a concern for Canadians, who support strict border measures to prevent the spread of COVID-19 in Canada. Previous studies demonstrated that air transportation has the potential to spread influenza, such as A/H1N1 [22], and enhanced precautions should be taken for travelers to countries with increasing cases of respiratory diseases, such as Middle East respiratory syndrome [23]. Brown and colleagues [24] showed that airport exit and entry screening at international borders facilitated the rapid detection of illness and the implementation of appropriate public health control measures to prevent the spread of Ebola virus. Our results suggest that future research can provide empirical evidence for the public and policy makers regarding the effectiveness of border measures to prevent the spread of COVID-19, as this has been a primary public concern over time.

Theme 3: Individuals’ Financial Challenges

Financial challenges refer to comments that include people’s discussion, concerns, or policy proposals related to financial loss during the pandemic, such as “having no income for essential living costs due to lost jobs.” One representative comment is:

“I’m more worried about the financial issue than the health one right now. We are doing everything we can health-wise in this family, but my son is now out of work, and we know hubby will be soon.”

Our results show that the public has been frequently and continuously discussing finance-related topics since Prime Minister Trudeau’s first daily briefing. The assessment of the impact of the COVID-19 pandemic on the labor market in Canada shows that the pandemic drove a 32% reduction in aggregate weekly hours worked from February to April 2020, along with a 15% reduction in employment [29]. As indicated by Statistics Canada, the average net savings for all Canadian households was CAD $852 (US $671) in 2018 [30], which suggests that people may be unable to afford essential living costs if they do not receive a basic income.

We found a positive correlation between the government’s policies supporting individuals and public attention to financial challenges. CERB was launched on April 6, 2020; nearly 3.5 million Canadians applied for this benefit in the first week, and this number increased to 7.12 million on April 24, 2020 [31]. More than 7 million people received CAD $2000 (US $1575) from the Canadian government in April, which explains the temporary decrease in the public attention toward financial challenges in early May.

Theme 4: Government Financial Aid for Enterprises and Individuals

Discussion about enterprises and individual financial aid plans was prominent from March to May 2020. This theme includes discussions of government financial aid plans and programs supporting either enterprises or individuals, such as CESB, CESB, the Canada Emergency Wage Subsidy, and the Canada Emergency Business Account. This theme is different from theme 3, individuals’ financial challenges, which focuses on individuals’ concerns and discussions of their financial obstacles during the outbreak. In late March, the theme of government financial aid became prominent when the government administration firstly announced a number of economic stimulation programs, exemplified by this comment: “If your
business/source of income was interrupted due to COVID-19, whether you lost your business or not, you could still try to apply, as you would be in true need of help at this point.” Our results confirm those of previous research on emergency individual financial aid during the pandemic and the importance of financial aid programs for businesses [32,33]. The longitudinal discussions on financial aid plans suggest that financial aid during the COVID-19 pandemic is critical for the public, and further research is suggested to assess the need for financial aid programs and evaluate their implementation.

Theme 5: Essential Work and Frontline Workers

Essential work and frontline workers was a prominent theme in the comments related to Prime Minister Trudeau’s daily briefings, such as the welfare system in Canada, incentive pay for essential work, and protection of frontline workers. One representative comment stated, “The government should be incentivizing those who have to work during a pandemic, even a $500/month incentive.” This was an active public discussion topic in mid-March; it lost public attention for 20 days, and then became prominent again in mid-April. Our results are consistent with an earlier study that shows that frontline workers should be supported, and public support of frontline workers has been related to a speech by the Prime Minister of India [34]. Our findings suggest that Prime Minister Trudeau’s daily speech advocating for frontline workers also resulted in support and attention from the general public. For example, Prime Minister Trudeau mentioned essential work and frontline workers several times during his daily briefings, especially on April 29 and May 7. Our study suggests that political efforts in acknowledging essential workers has a substantial impact on the general public’s awareness. It is worth examining whether public acknowledgment influences people’s behaviors, such as strictly following social isolation and quarantine measures.

Theme 6: Vaccines

Public discussion of vaccines is another prominent theme that emerged in April. We classified all relevant topics in this theme, such as the development of vaccines, exemplified by this comment: “It could take years to come up with a vaccine, you’ve been doing a good job, Trudeau. Don’t it up by making statements you can’t back up.” Previous studies analyzing Tweets related to COVID-19 also found that vaccines were a highly discussed topic [7]. Our findings provide further evidence that vaccines have been a significant public concern among Canadians during the COVID-19 outbreak. However, we also found misinformation regarding vaccines on social media, where some comments supported that vaccines are a type of conspiracy. Our findings suggest that the Canadian government should provide more resources to the public to dispel misinformation regarding vaccines. Proper public education is essential to raise public awareness and to mobilize and engage people in communities in Canada.

Limitations

There are several limitations to this study. First, this paper is not based on random sampling. We purposively collected comments that were posted by YouTube users under Prime Minister Trudeau’s briefing videos. They only represent a portion of the public opinions regarding Prime Minister Trudeau’s daily briefings during the COVID-19 pandemic, which causes biases. Second, our sample size is relatively small compared to the large amount of data on Twitter. Third, we treated secondary comments (ie, comment to comment) in the same manner as first-level comments for the study aims. Thus, this study has limitations in presenting the structural relationship between first-level and second-level comments. Finally, we retrieved all videos, comments, and associated data on May 25, 2020, three days after the last day of the Prime Minister’s daily briefing. It is noted that the evaluations could be different due to the increased number of comments added over time.

Conclusion

This study is the first to analyze and track the public discourse of Canadian Prime Minister Justin Trudeau’s daily briefing on COVID-19 on social media. Machine learning analysis was applied to 46,732 English YouTube comments from 57 videos from March 13 to May 22, 2020, and the results suggest that several prominent themes should be noted by public health agencies and policy makers, such as strict border measures, public responses to Prime Minister Trudeau’s policies, individuals’ financial challenges, and government financial aid for enterprises and individuals. Recommendations for future work include (1) further validating YouTube comments as a source of information on COVID-19 and (2) strategies that can be considered by government and public health agencies to strengthen the real-time feedback loop between those agencies and the public on YouTube. Hearing and reacting to real concerns from the public can enhance trust between the government and the public to prepare for future health emergencies.
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Abstract

Background: Since the outbreak of COVID-19, the development of dashboards as dynamic, visual tools for communicating COVID-19 data has surged worldwide. Dashboards can inform decision-making and support behavior change. To do so, they must be actionable. The features that constitute an actionable dashboard in the context of the COVID-19 pandemic have not been rigorously assessed.

Objective: The aim of this study is to explore the characteristics of public web-based COVID-19 dashboards by assessing their purpose and users (“why”), content and data (“what”), and analyses and displays (“how” they communicate COVID-19 data), and ultimately to appraise the common features of highly actionable dashboards.

Methods: We conducted a descriptive assessment and scoring using nominal group technique with an international panel of experts (n=17) on a global sample of COVID-19 dashboards in July 2020. The sequence of steps included multimethod sampling of dashboards; development and piloting of an assessment tool; data extraction and an initial round of actionability scoring; a
workshop based on a preliminary analysis of the results; and reconsideration of actionability scores followed by joint determination of common features of highly actionable dashboards. We used descriptive statistics and thematic analysis to explore the findings by research question.

**Results:** A total of 158 dashboards from 53 countries were assessed. Dashboards were predominately developed by government authorities (100/158, 63.0%) and were national (93/158, 58.9%) in scope. We found that only 20 of the 158 dashboards (12.7%) stated both their primary purpose and intended audience. Nearly all dashboards reported epidemiological indicators (155/158, 98.1%), followed by health system management indicators (85/158, 53.8%), whereas indicators on social and economic impact and behavioral insights were the least reported (7/158, 4.4% and 2/158, 1.3%, respectively). Approximately a quarter of the dashboards (39/158, 24.7%) did not report their data sources. The dashboards predominately reported time trends and disaggregated data by two geographic levels and by age and sex. The dashboards used an average of 2.2 types of displays (SD 0.86); these were mostly graphs and maps, followed by tables. To support data interpretation, color-coding was common (93/158, 89.4%), although only one-fifth of the dashboards (31/158, 19.6%) included text explaining the quality and meaning of the data. In total, 20/158 dashboards (12.7%) were appraised as highly actionable, and seven common features were identified between them. Actionable COVID-19 dashboards (1) know their audience and information needs; (2) manage the type, volume, and flow of displayed information; (3) report data sources and methods clearly; (4) link time trends to policy decisions; (5) provide data that are “close to home”; (6) break down the population into relevant subgroups; and (7) use storytelling and visual cues.

**Conclusions:** COVID-19 dashboards are diverse in the why, what, and how by which they communicate insights on the pandemic and support data-driven decision-making. To leverage their full potential, dashboard developers should consider adopting the seven actionability features identified.

(J Med Internet Res 2021;23(2):e25682) doi:10.2196/25682
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**Introduction**
Since the outbreak of COVID-19, public reporting of pandemic-related indicators such as new cases, death counts, and testing rates has surged. This heightened level of activity attests to the core function of governments to protect the public’s health and safety as well as their critical role of providing information to achieve this end [1-4]. The uses and advantages of publicly reporting health information are known. They include enabling international comparisons [5,6]; monitoring and improving the quality of care [1,6,7]; fostering accountability and transparency [8-10]; empowering the public to form an opinion on and build trust in their government’s response; and supporting individuals to make informed, risk-minimizing behavior changes [11,12].

Dashboards are a dynamic modality for reporting data visually; they are typically designed as a single screen with the aim of quickly and effectively presenting users with critical information to act upon [13-15]. Unlike static reporting modalities, such as articles or reports, dashboards have the potential to present real-time (or near–real-time) data updates at a glance [15]. In the health sector, dashboards have been relied on for health system performance assessments [15,16], internal management [17,18], and responses to earlier outbreaks [19,20].

In 2020, the urgent worldwide need for COVID-19 data, coupled with the penetration of the internet [21], digitalization of health information systems [22,23], and access to open-source web-based software [24], has enabled unmatched speed, scale, and diversification of actors in the development of dashboards to monitor and report on the COVID-19 pandemic. As a result, public web-based dashboards have been widely adopted as a reporting modality for COVID-19 data. Examples extend well beyond national, regional, and local governments to include dashboards by international organizations (eg, the World Health Organization (WHO) [25]), academia (eg, the Johns Hopkins Coronavirus Resource Center [26,27]), and industry (eg, Deloitte [28]), as well as independent initiatives (eg, nCoV2019.live [29]).

Although COVID-19 dashboards may be widely accessible, their effective use to modify the course of the pandemic through the translation of data to information, information to opinions, and opinions to decision-making is determined by their actionability. To be actionable, the information should be both fit for purpose—meeting a specific information need—and fit for use—placing the right information into the right hands at the right time and in a manner that can be understood [30-32].

In other words, the mere accessibility of COVID-19 dashboards does not guarantee data-informed decision-making [12,33]. Although communication sciences, health promotion, and the emerging field of health care performance intelligence offer insights into the effective delivery of information [14,33-36], the factors that make dashboards actionable in the context of COVID-19 have yet to be rigorously assessed.

In this study, we set out to explore the state of the art of publicly available web-based COVID-19 dashboards and identify the features conducive to their actionability. To do so, we took a “snapshot” of this dynamic landscape and assessed COVID-19 dashboards in July 2020. The resulting overview of the dashboard landscape served both to take stock of their use in this initial period and to accelerate their progress in the phases still to come. With these aims, the study was guided by four key questions: (1) Why and for whom were COVID-19 dashboards developed? (2) What information do they provide?
(3) How is this information analyzed and presented? and (4) What are the common features of highly actionable dashboards?

Methods

Study Design

We conducted an observational descriptive assessment and scoring using nominal group technique (NGT) [37,38] on a global sample of COVID-19 dashboards. Each dashboard was reviewed using a study-specific assessment tool that was piloted and validated among a panel of scorers (n=17) prior to its use [37,38]. NGT was chosen over other consensus methods (eg, Delphi) for scorers to independently appraise a subset of dashboards using the assessment tool and collectively discuss what makes them actionable through a series of workshops [38,39]. All workshops were conducted virtually rather than face-to-face in accordance with pandemic-related public health measures.

Panel of Scorers

A panel of scorers was assembled through an existing international network of health care performance intelligence researchers [40]. The scorers had common expertise and training in health care performance data and the use of these data for management and governance. Collectively, the scorers (8 women, 9 men) were of 15 nationalities and were proficient in more than 20 languages (Bosnian, Catalan, Chinese, Croatian, Danish, Dutch, English, French, German, Indonesian, Italian, Kazakh, Malay, Montenegrin, Norwegian, Portuguese, Romanian, Russian, Serbian, Slovenian, Spanish, Swedish, and Turkish). This enabled the dashboards to be assessed in their original languages rather than through translations, avoiding the use of translation software and its limitations when used with data visualizations.

Inclusion and Exclusion Criteria

We defined a COVID-19 dashboard based on the following criteria: (1) reporting of key performance indicators related to the COVID-19 pandemic; (2) the use of some form of data visualization; (3) dynamic reporting, meaning the data are updated regularly; and (4) public availability in a web-based format. No restrictions were placed on a dashboard’s primary level (eg, international, national, regional, or local) or the type of organization responsible for its development (eg, international, governmental, academia, news or media, industry, or private initiative). We excluded dashboards that were available only via mobile apps (eg, Telegram) or that required users to log in (eg, Facebook). Dashboards beyond the language competencies of the panel of scorers were also excluded.

Step One: Dashboard Sampling

Our search strategy for dashboards aimed to be thorough but not exhaustive. This was in line with our aim of exploring the state of the art of public web-based COVID-19 dashboards. An initial list of dashboards was collected through sampling conducted from May 19 to June 30, 2020. Three methods were applied: (1) surveying the authors; (2) surveying other international networks of public health, health services, and system researchers and practitioners (Young Forum Gastein, European Public Health Association, and European Network of Medical Residents in Public Health); and (3) snowballing of sources identified through (1) and (2). The sampling survey was developed using a Google Forms data collection tool and disseminated by email (Multimedia Appendix 1).

The consolidated list of dashboards was screened by one team member with the aims to confirm the inclusion criteria were met; exclude duplicates; and assess the available languages for each dashboard against the panel’s competencies. Dashboards were labeled as red (exclude), green (include), or yellow (obtain second opinion). A second team member assessed dashboards labeled yellow, from which a final joint decision on inclusion or exclusion was made.

Step Two: Developing an Assessment Tool

An assessment tool was developed by drawing primarily on two existing theoretical models. From communication sciences, we applied the Lasswell model (1948) [41], which states that for mass communication processes to be understood, each element of “who (says) what (to) whom (in) which channel (with) what effect” has to be presented and understood. These five elements—the communicator, message, medium, audience, and effect—inform the basis of the assessment tool’s considerations. We tailored these considerations to the communication of COVID-19 data by drawing on the emerging discipline of performance intelligence in health [36,42]. Specifically, we incorporated key considerations from a definition of actionability and its notions of fitness for purpose and use (Barbazza et al, unpublished data, 2021). The resulting considerations are in line with existing health information instruments (eg, [43,44]), although they were tailored to the aims of the study.

These considerations were clustered to depict COVID-19 dashboards by their general characteristics and a description of why, what, and how data is communicated, followed by an appraisal of their overall actionability (Table 1). Actionability scores were defined on a Likert scale from “not actionable” (score=1) to “extremely actionable” (score=5) and assigned based on the scorer’s judgement of the considerations assessed and their expert opinion of the dashboard’s fitness for purpose and use. Scores were accompanied by a written statement explaining the rationale behind the response. In line with the study’s aim to consolidate key features of highly actionable dashboards, the scoring was merely a means to this end: the panel’s individual appraisal of actionability facilitated the clustering of the actionability of the dashboards as low (score=1 or 2) or high (score=4 or 5) for further collective deliberation on their common features.
Table 1. Overview of the assessment tool.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>General characteristics</td>
<td>• Level (scale) of focus</td>
</tr>
<tr>
<td></td>
<td>• Responsible organization and type</td>
</tr>
<tr>
<td></td>
<td>• Languages available</td>
</tr>
<tr>
<td></td>
<td>• Scope of web page information</td>
</tr>
<tr>
<td>Why</td>
<td>• Purpose of use of the dashboard</td>
</tr>
<tr>
<td></td>
<td>• Intended audience (user)</td>
</tr>
<tr>
<td>What</td>
<td>• Indicator titles</td>
</tr>
<tr>
<td></td>
<td>• Data sources</td>
</tr>
<tr>
<td></td>
<td>• Availability of metadata</td>
</tr>
<tr>
<td></td>
<td>• Frequency of data updates</td>
</tr>
<tr>
<td>How</td>
<td>• Use of time trend for analysis</td>
</tr>
<tr>
<td></td>
<td>• Geographic level (scale) of analysis</td>
</tr>
<tr>
<td></td>
<td>• Types of possible breakdowns</td>
</tr>
<tr>
<td></td>
<td>• Use of visualizations</td>
</tr>
<tr>
<td></td>
<td>• Degree of interactivity</td>
</tr>
<tr>
<td></td>
<td>• Use of simplicity techniques</td>
</tr>
<tr>
<td>Actionability score</td>
<td>• Overall appraisal of actionability</td>
</tr>
</tbody>
</table>

An Excel-based tool (Microsoft Corporation) was developed to record our findings. Each consideration of the assessment tool was formulated as a question with defined answer options. The tool included the underlying theory for the considerations by referring back to the concepts applied and available evidence [1,2,5,16,30,31,33,45-55] (Multimedia Appendix 2) to remind the panel of the significance of each consideration and aid the assessment and scoring process.

**Step Three: Piloting and Calibrating**

A prototype of the assessment tool was piloted by two authors on five dashboards. The extracted data were reviewed jointly with two other team members. This resulted in refinements to the phrasing of the questions and answer options. A second iteration of the assessment tool was then piloted with the panel of scorers on a sample of 18 dashboards representing a range of contexts, levels, and organization types. Each dashboard was independently reviewed by two scorers. Prior to piloting, a virtual training session with the panel of scorers was organized, recorded, and disseminated to serve as a resource. Each scorer was given six days (June 17-22, 2020) to review their two assigned pilot dashboards.

The pilot data were reviewed to assess the consistency of responses (ie, scorers of the same dashboard recorded equivalent answers) and meaningfulness of the answers (ie, the answer categories were meaningfully differentiated between dashboards). Where possible, the open-ended answer options of the tool were further specified into categorical values based on recurrent themes in the pilot data set. Definitions were added for key terms based on comments by the scorers. The reviewed pilots and tool amendments were returned to the panel of scorers, and a follow-up meeting was organized to discuss the reviews.

**Step Four: Data Extraction and Round One Scoring**

Each scorer was assigned between 5 and 12 dashboards to assess. The dashboards were distributed with first order priority given to the language competencies of each scorer. To synchronize the assessment, the scorers were given a 2-week period to complete data extraction. The assessment was limited to each dashboard’s main page, and a “one-click-away policy” was applied by which content accessible within one click of the main page was also assessed. To store a record of the dashboard on the date it was reviewed, the main page of each dashboard was archived, generating a permanent and publicly available record of its contents [56].

**Step Five: Preliminary Analysis and First Consensus Workshop**

The data records from each scorer were consolidated by the lead authors into a master data set for analysis and subsequently underwent a series of data quality checks to detect data entry errors, inconsistences, or missed fields. In all instances where errors were detected, corrections were suggested and discussed jointly; once agreed upon, the changes were entered into the master data set.

The findings were totaled and averaged by research question. Free text fields and comments were analyzed in a deductive and inductive approach: topics explored in the tool (Multimedia Appendix 2) were used to guide the deductive thematic analysis [57], and new themes that emerged were identified using an inductive approach [58]. This included an analysis of indicator titles using an existing classification of types of pandemic-related information [3]. Due to the observed variability in phrasing of indicator titles and calculations, key performance indicators were grouped by themes.

A workshop with the panel of scorers was organized to discuss the preliminary results and distribution of actionability scores. During the workshop, panelists individually shared the rationale for their scoring of dashboards with low (score=1 or 2) and high (score=4 or 5) actionability. The common features of dashboards scored as highly actionable were discussed to further calibrate...
the panel’s scoring of the actionability. From this discussion, a working list of actionability features was consolidated.

**Step Six: Round Two Scoring and Second Consensus Workshop**

All panelists were returned their original data records and given 1 week to revisit their initial actionability scoring, drawing on the discussion during the workshop. Panelists were given the opportunity to increase each score, lower it, or leave it the same. Following rescoring, the distributions of the scores were recalculated. The data records for the top dashboards (score=5) following this second round were consolidated and provided to the panel, together with the working set of actionability features. A second consensus workshop was convened and, in a similar way to the previous workshop, a round table was conducted for each scorer to share their views. This was followed by a joint discussion to reach agreement on the common features of highly actionable dashboards.

**Results**

**Identified Dashboards**

Using our multimethod search strategy, we initially identified 265 COVID-19 dashboards. More than 40 respondents contributed to the sampling survey, including all members of the study team and international public health experts. Following screening of each dashboard’s main page, 103 dashboards were excluded. The remaining 162 dashboards were distributed among the panel of scorers for full review. During the assessment process, 5 additional dashboards were excluded and 1 new dashboard was included. A final total of 158 dashboards was included for further analysis (Figure 1).

Data extraction and the first round of scoring were conducted in a 2.5-week period between July 6 and 23, 2020. The data extract and archived version of each dashboard were referred to throughout the study. Therefore, any updates following this date were not accounted for. The 158 dashboards were assessed in 22 different languages, predominately in English (n=85, 53.8%), followed by Russian (n=11, 7.0%), Spanish (n=9, 5.7%), French (n=9, 5.7%), and Chinese (n=6, 3.8%). A full listing of the dashboards assessed is available in Multimedia Appendix 3.

**General Description of the Assessed COVID-19 Dashboards**

Table 2 summarizes key characteristics of the 158 dashboards assessed. Our sample included dashboards reporting on 53 countries in all 6 WHO regions [59]. On the date of the review, the severity of the pandemic with regard to total cases and deaths varied widely between location as reported in Multimedia Appendix 3.

More than half of the dashboards (93/158, 58.9%) were developed for use at the national level. Nearly two-thirds of the dashboards (100/158, 63.3%) were developed by government authorities at the national, regional, or municipal level. New initiatives or organizations formed in response to COVID-19 accounted for 10.1% (16/158) of the dashboards assessed [29,60-74].

With regard to language, only one-fifth of the dashboards were available in more than one language with full functionality (32/158, 20.3%). In terms of their scope of information, gauged according to the content of the dashboard as well as information to which users were redirected through affiliate links, almost
all the dashboards were epidemiological in focus (156/158, 98.7%), followed by providing information on infection control measures and health system management (65/158, 41.1%, and 49/158, 31.0%, respectively).

Table 2. Characteristics of the assessed COVID-19 dashboards (N=158) from 53 countries.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>20 (12.7)</td>
</tr>
<tr>
<td>Europe and Central Asia</td>
<td>63 (39.9)</td>
</tr>
<tr>
<td>North and South America</td>
<td>45 (28.5)</td>
</tr>
<tr>
<td>Western Pacific</td>
<td>22 (13.9)</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>4 (2.5)</td>
</tr>
<tr>
<td>Africa</td>
<td>3 (1.9)</td>
</tr>
<tr>
<td>Eastern Mediterranean</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td><strong>Level</strong></td>
<td></td>
</tr>
<tr>
<td>International</td>
<td>25 (15.8)</td>
</tr>
<tr>
<td>National</td>
<td>93 (58.9)</td>
</tr>
<tr>
<td>Regional (provincial, state, county)</td>
<td>33 (20.9)</td>
</tr>
<tr>
<td>Municipal (city, district)</td>
<td>7 (4.4)</td>
</tr>
<tr>
<td><strong>Type of organization</strong></td>
<td></td>
</tr>
<tr>
<td>International organization</td>
<td>7 (4.4)</td>
</tr>
<tr>
<td>Governmental</td>
<td>100 (63.3)</td>
</tr>
<tr>
<td>Academia</td>
<td>9 (5.7)</td>
</tr>
<tr>
<td>News or media outlet</td>
<td>14 (8.9)</td>
</tr>
<tr>
<td>Industry</td>
<td>9 (5.7)</td>
</tr>
<tr>
<td>Independent initiative</td>
<td>16 (10.1)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.9)</td>
</tr>
<tr>
<td><strong>Languages available with full functionality</strong></td>
<td></td>
</tr>
<tr>
<td>One language</td>
<td>126 (79.7)</td>
</tr>
<tr>
<td>Two languages</td>
<td>22 (13.9)</td>
</tr>
<tr>
<td>Three or more languages</td>
<td>10 (6.3)</td>
</tr>
<tr>
<td><strong>Additional languages available with reduced functionality</strong></td>
<td></td>
</tr>
<tr>
<td>One or more languages</td>
<td>16 (10.1)</td>
</tr>
<tr>
<td><strong>Scope of information</strong></td>
<td></td>
</tr>
<tr>
<td>Epidemiological information</td>
<td>156 (98.7)</td>
</tr>
<tr>
<td>Infection control measures</td>
<td>65 (41.1)</td>
</tr>
<tr>
<td>Health system management</td>
<td>49 (31.0)</td>
</tr>
<tr>
<td>Social and economic implications</td>
<td>31 (19.6)</td>
</tr>
<tr>
<td>Population behavioral insights</td>
<td>25 (15.8)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (17.7)</td>
</tr>
</tbody>
</table>

*Country status and region according to the WHO classification [59].

Full functionality: the webpage is equivalent in the different languages.

Reduced functionality: the webpage is available in additional languages but with less information and fewer functionalities compared to the main languages.

According to the WHO classification [3].
Uses and Users of COVID-19 Dashboards

A quarter of the dashboards (45/158, 28.5%) explicitly stated the intended purpose of their reporting. Of these 45 dashboards, the statements spanned three main themes: (1) high-level reporting to create trust and aid overall compliance (25/45, 56%); (2) sub-national reporting targeting policy interventions, including benchmarking (12/45, 27%); and (3) individual-risk assessment (8/45, 18%).

Only 14.6% (23/158) of the dashboards explicitly stated the intended audience (end users). Target users predominately included the general public (20/23, 87%) and, in a few instances, more specific audiences such as travelers or subject matter experts (6/23, 26%). When examined by the level of reporting, national-level dashboards were less likely to explicitly state the intended audience (9/93, 10%), while international- and municipal-level dashboards were more likely to do so (7/25, 28%, and 2/7, 29%, respectively).

Of the 158 dashboards assessed, 20 (12.7%) reported both the purpose and intended user explicitly. The profiles of these dashboards, in terms of their levels of reporting and the types of organizations that developed them, did not differ from the characteristics of the general sample. For the remainder of the analysis, the sample of dashboards was aggregated rather than subdivided by the intended purpose of the use and audience, due to the limited explicit statements of both.

Content and Data of COVID-19 Dashboards

Key Performance Indicators

Table 3 summarizes the frequency of indicator themes reported by the dashboards. See Multimedia Appendix 4 for illustrative examples of indicator titles. On average, the dashboards reported on 5.3 indicator themes (maximum 15, minimum 1). Almost all the dashboards reported public health and epidemiological indicators (155/158, 98.1%), particularly those that reported on cases and deaths. These account for the only high-frequency indicator themes (indicators present in more than two-thirds of the assessed dashboards). Medium-frequency indicator themes (themes reported in more than one-third but less than two-thirds of dashboards) were related to hospital care (hospitalizations, admissions to infection control units), testing (total tests, testing rates), and spread and death (recovered and active cases).

Only 4.4% of the dashboards (7/158) reported indicators related to social and economic impacts. Indicator themes included employment and hardship relief (eg, [28,75]) and transport, trade, and international travel (eg, [28,75]). Indicators of behavioral insights were also infrequently reported (8/158, 5.1%). Indicator themes included two main types: (1) self-reported adherence related to restrictions (eg, [76,77]) or health and well-being status (eg, [75]) and (2) observed public adherence to restrictions assessed through mobility data or reported breaches of restrictions (eg, [60,78]).

Some use of composite scores to signal overall risk levels or the current status by sector (eg, health, economy) was identified, although this use was infrequent (eg, [28,61,79]).
Table 3. Frequency of indicator themes reported for the 158 dashboards assessed.

<table>
<thead>
<tr>
<th>Information type and cluster</th>
<th>Indicator themes</th>
<th>Value, n (%)</th>
<th>Frequency&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public health and epidemiological</td>
<td>Cases (all confirmed cases)</td>
<td>150 (94.9)</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Deaths</td>
<td>136 (86.1)</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Recovered (healed, cured)</td>
<td>91 (57.6)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Active cases</td>
<td>56 (35.4)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Mortality rate (case fatality rate)</td>
<td>24 (15.2)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Reproduction rates (attack rate)</td>
<td>12 (7.6)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Future projections/risk models</td>
<td>5 (3.2)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Doubling rate</td>
<td>3 (2.0)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Testing (total number tested, PCR&lt;sup&gt;b&lt;/sup&gt; tests)</td>
<td>80 (50.6)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Testing rates (positivity, negative tests)</td>
<td>43 (27.2)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Tests–pending results</td>
<td>17 (10.8)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>COVID-19 antibody tests (serology tests)</td>
<td>1 (0.6)</td>
<td>Low</td>
</tr>
<tr>
<td>Risk management</td>
<td>Self-quarantine (isolation notices)</td>
<td>18 (11.4)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Contact tracing</td>
<td>6 (3.8)</td>
<td>Low</td>
</tr>
<tr>
<td>Health system management</td>
<td>Hospitalized (admissions, discharges)</td>
<td>74 (46.8)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Admitted to ICU&lt;sup&gt;c&lt;/sup&gt; (critical condition)</td>
<td>47 (29.7)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>On a ventilator</td>
<td>14 (8.8)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Hospital bed capacity (availability)</td>
<td>12 (7.6)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>ICU bed capacity</td>
<td>10 (6.3)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Ventilator capacity (available ventilators)</td>
<td>5 (3.2)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Non–COVID-19 service usage</td>
<td>4 (2.5)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Personal protective equipment stock</td>
<td>2 (1.3)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Testing stock</td>
<td>2 (1.3)</td>
<td>Low</td>
</tr>
<tr>
<td>Social and economic impact</td>
<td>Employment and hardship relief</td>
<td>7 (4.4)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Transport, trade, and international travel</td>
<td>3 (1.9)</td>
<td>Low</td>
</tr>
<tr>
<td>Behavioral insights</td>
<td>Observed public adherence to restrictions</td>
<td>4 (2.5)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Self-reported adherence to restrictions</td>
<td>2 (1.3)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Self-reported health and well-being status</td>
<td>2 (1.3)</td>
<td>Low</td>
</tr>
</tbody>
</table>

<sup>a</sup>Low: ≤33%; medium: 34%-66%; high: ≥67%.

<sup>b</sup>PCR: polymerase chain reaction.

<sup>c</sup>ICU: intensive care unit.

<sup>d</sup>N/A: not applicable.

Data Sources and Metadata

One quarter of the dashboards did not explicitly report the source of their data (39/158, 24.7%). National-, regional-, and municipal-level government-run dashboards predominately reported the use of data sourced from official public health authorities. International dashboards predominately reported the use of data sourced from the WHO [25] or the Johns Hopkins Centre for Systems Science and Engineering [26]. Less than half of the dashboards (63/158, 39.9%) specified metadata (data dictionaries, indicator specifications) in the format of notes, footnotes, or linked additional web pages to provide further information on the methodology by which an indicator was calculated. Of the 158 dashboards, 39 (24.7%)
did not report their data sources or metadata details. The majority of dashboards updated their data daily and explicitly stated the update frequency and time of the last update.

**Types of Analysis and Presentation of Data on COVID-19 Dashboards**

Table 4 summarizes the types of analysis and presentation of data. The dashboards predominately reported indicators over time (138/158, 87.4%), and most of these breakdowns were by day (128/138, 92.8%). Of the dashboards, 40% reported data on two geographic levels (eg, national and regional or regional and municipal). In the case of national-level dashboards (n=93), geographic breakdowns predominately included regional comparisons (73/93, 79%), with some municipal-level (28/93, 30%) and international-level (25/93, 27%) comparisons. Breakdowns by neighborhood (post-code-level) were reported in only a few instances (4/93, 4%).

In addition to geographic breakdowns, more than half of the dashboards (96/158, 60.8%) analyzed data by other breakdowns: on average, three types of breakdowns were included. Of these 96 dashboards, the most common breakdowns included by age (79/96, 82%), sex (71/96, 74%), and mode of transmission (26/96, 27%). Other breakdowns, although less frequently reported, included race, ethnicity, long-term care facilities, health care workers, comorbidities, and socioeconomic status.

As per our inclusion criteria, all dashboards used some form of visualization. On average, two types of visualizations were included per dashboard. These included graphs or charts (134/158, 84.8%), maps (111/158, 70.3%), and tables (95/158, 60.1%). Almost half of the dashboards (76/158, 48.1%) did not include written descriptions to clarify either the quality or meaning of the data, while 31/158 dashboards (19.6%) provided both.

More than half of the dashboards (104/158, 65.8%) used some technique to simplify the data. In these 104 dashboards, color-coding was most often used (n=93, 89.4%), followed by size variation (n=40, 38.5%). The majority of dashboards (126/158, 79.7%) included some element of user interaction. These elements mostly included the possibility to present more information (eg, pop-up windows), change the information (eg, different breakdowns), or change the display (eg, switch from table to map).
Table 4. Summary of analysis and presentation of dashboard information.

<table>
<thead>
<tr>
<th>Considerations</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time trend analysis availability (N=158)</strong></td>
<td></td>
</tr>
<tr>
<td>Time trend analysis available</td>
<td>138 (87.3)</td>
</tr>
<tr>
<td>No time trend analysis</td>
<td>20 (12.7)</td>
</tr>
<tr>
<td><strong>Use of time trend analysis (n=138)</strong></td>
<td>a,b</td>
</tr>
<tr>
<td>By day</td>
<td>128 (92.8)</td>
</tr>
<tr>
<td>By week</td>
<td>33 (23.9)</td>
</tr>
<tr>
<td>By month</td>
<td>19 (13.8)</td>
</tr>
<tr>
<td><strong>Geographic levels (scales) of analysis (N=158)</strong></td>
<td>b</td>
</tr>
<tr>
<td>International (multicountry)</td>
<td>54 (34.2)</td>
</tr>
<tr>
<td>National</td>
<td>118 (74.7)</td>
</tr>
<tr>
<td>Regional</td>
<td>117 (74.1)</td>
</tr>
<tr>
<td>Municipal</td>
<td>54 (34.2)</td>
</tr>
<tr>
<td>Neighborhood</td>
<td>13 (8.2)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (3.2)</td>
</tr>
<tr>
<td><strong>Number of levels (scales) of analysis per dashboard (N=158)</strong></td>
<td></td>
</tr>
<tr>
<td>1 level</td>
<td>34 (21.5)</td>
</tr>
<tr>
<td>2 levels</td>
<td>65 (41.1)</td>
</tr>
<tr>
<td>3 or more levels</td>
<td>59 (37.3)</td>
</tr>
<tr>
<td><strong>Disaggregation availability per dashboard (N=158)</strong></td>
<td></td>
</tr>
<tr>
<td>1 or 2 types of disaggregation</td>
<td>48 (30.4)</td>
</tr>
<tr>
<td>3 or 4 types of disaggregation</td>
<td>42 (26.6)</td>
</tr>
<tr>
<td>5 or more types of disaggregation</td>
<td>6 (3.8)</td>
</tr>
<tr>
<td>No disaggregation options</td>
<td>62 (39.2)</td>
</tr>
<tr>
<td><strong>Disaggregation options (n=96)</strong></td>
<td>a,b</td>
</tr>
<tr>
<td>Age</td>
<td>79 (82.3)</td>
</tr>
<tr>
<td>Sex</td>
<td>71 (74.0)</td>
</tr>
<tr>
<td>Mode of transmission</td>
<td>26 (27.1)</td>
</tr>
<tr>
<td>Long-term care facilities</td>
<td>16 (16.7)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>12 (12.5)</td>
</tr>
<tr>
<td>Race</td>
<td>10 (10.4)</td>
</tr>
<tr>
<td>Health workers</td>
<td>9 (9.4)</td>
</tr>
<tr>
<td>Comorbidities</td>
<td>9 (9.4)</td>
</tr>
<tr>
<td>Socio-economic status</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Other</td>
<td>23 (24.0)</td>
</tr>
<tr>
<td><strong>Visualization features (N=158)</strong></td>
<td>b</td>
</tr>
<tr>
<td>Graphs/charts</td>
<td>134 (84.8)</td>
</tr>
<tr>
<td>Maps</td>
<td>111 (70.3)</td>
</tr>
<tr>
<td>Tables</td>
<td>95 (60.1)</td>
</tr>
<tr>
<td>Video/animations</td>
<td>10 (6.3)</td>
</tr>
<tr>
<td><strong>Use of narratives to interpret data (N=158)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes, to clarify the quality of the data only</td>
<td>28 (17.7)</td>
</tr>
<tr>
<td>Considerations</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>---------------------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Yes, to clarify the meaning of the data only</td>
<td>23 (14.6)</td>
</tr>
<tr>
<td>Yes, to clarify both the quality and the meaning</td>
<td>31 (19.6)</td>
</tr>
<tr>
<td>No</td>
<td>76 (48.1)</td>
</tr>
</tbody>
</table>

**Simplification techniques used (n=104)^a,b**

- Use of color-coding: 93 (89.4)
- Size variation: 40 (38.5)
- Icons: 6 (5.8)

**Interactive options (n=126)^a,b**

- More information: 115 (91.3)
- Change of information: 61 (48.4)
- Change of display: 44 (34.9)

^aSubset of applicable dashboards (ie, 138 dashboards that do use time trends).
^bPercentages for these considerations do not total to 100%, as multiple considerations could be present per dashboard.

### Features of Actionable Dashboards

In the first round of scoring, 21 of the 158 dashboards assessed (13.3%) were scored with the highest actionability score (score=5), and 18 dashboards (11.4%) received the lowest score (score=1), for a mean score of 3.01 (SD 1.20). The second round of scoring resulted in a final total of 20 dashboards that were scored as the most actionable. A quarter of the dashboards (40/158, 25.3%) were scored differently: 24 scored lower, and 16 scored higher. All 17 panelists completed both rounds of scoring. Details on the distribution of scoring by panelist and between rounds are summarized in Multimedia Appendix 5.

The panel workshop following the first round of scoring resulted in a total of 18 features that characterized highly actionable dashboards. After rescoring, these features were further discussed among the panel to consolidate the list in terms of their description and importance as well as its consistency and completeness as a set. A final total of seven key features common to highly actionable dashboards were agreed upon (Table 5). There was consensus among the panelists that some dashboards excelled in certain features over others. These dashboards are noted as illustrative examples.
Table 5. Seven features of highly actionable COVID-19 dashboards.

<table>
<thead>
<tr>
<th>Number</th>
<th>Feature</th>
<th>Explanation</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Know the audience and their information needs</td>
<td>Dashboards with a known audience and explicit aim had focus and continuity in their content, analysis and delivery. Techniques such as guiding key questions or overall composite scores clearly communicated the decision they intended to support. Multilanguage functionality and exact timing of updating signaled an awareness and intent to encourage their regular use by the intended decision maker.</td>
<td>#HowsMyFlattening [60], Covid Act Now [61], State of California [79].</td>
</tr>
<tr>
<td>2</td>
<td>Manage the type, volume, and flow of information</td>
<td>The selection of a concise number of indicators brought focus and importance to the information and the possibility to view indicators together at a glance. The use of indicators in moderation, although still spanning varied types of information, was especially effective. The ordering of information, from general to specific or in sections based on theme, made the flow of information intuitive.</td>
<td>Covid Act Now [61] reports on five key indicators. Deloitte [28] and the City of Vancouver [78] included a range of types of information.</td>
</tr>
<tr>
<td>3</td>
<td>Make data sources and methods clear</td>
<td>A clear source of data and explanation of an indicator’s construction, including potential limitations, was found to be an important component of trust in the dashboard and clarity in its reporting. This information can be provided in short narratives that support users to understand what is in fact being presented.</td>
<td>Denmark [80], France [76], Spain [81], and media pages of the Canadian Broadcasting Corporation [82] and the New York Times [83] paid attention to narrating the calculation of indicators.</td>
</tr>
<tr>
<td>4</td>
<td>Link time trends to policy (decisions)</td>
<td>Reporting data over time together with the introduction of key infection control measures facilitated an understanding of their effect (or lack thereof). This was found to be conducive to generating public support for infection control measures.</td>
<td>ABC News [84] and Sledilnik [62] embed policy measures over time. The City of Toronto [85] reports city targets.</td>
</tr>
<tr>
<td>5</td>
<td>Provide data “close to home”</td>
<td>To inform individuals of risks in their immediate surroundings, granular geographic breakdowns are needed. Data that are highly aggregated are difficult to understand. Maps (over tables and charts) were most effective to provide geographic information.</td>
<td>The United Kingdom [86] offers post-code-level breakdowns. Germany [87] provided city- and borough-level information for Berlin.</td>
</tr>
<tr>
<td>6</td>
<td>Break down the population to relevant subgroups</td>
<td>Providing data with the possibility to explore varied population characteristics made indicators relatable to individual users. It enables understanding of risks and trends based on one’s own demographics. It can also facilitate equity-driven decision-making by exposing differences among the population.</td>
<td>Ethnicity and race breakdowns were provided in New Zealand [75] and various US dashboards [79,88-92]. #HowsMyFlattening [60] provided breakdowns on economic status.</td>
</tr>
<tr>
<td>7</td>
<td>Use storytelling and visual cues</td>
<td>A concise narrative explaining the significance of a trend supports users to understand the importance of the information. Bare statistics without a narrated analysis leave the burden of interpretation solely to the user. Brief explanations on the meaning of trends used in combination with visual techniques, such as intuitive color schemes and icons, supported ease of interpretation.</td>
<td>Covid Act Now [61] narrates the significance of trends. The State of Colorado [88] uses colored icons to signal the direction of trends.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

With this study, we set out to assess the state of the art of public web-based COVID-19 dashboards globally during the initial stage of the pandemic (July 2020) and identify features common to the dashboards that were found to be highly actionable. We assessed 158 dashboards, each operating in a different context. Their differences aside, the dashboards analyzed in this study ultimately share a common aim: to serve as both a tool and call for individual and collective action to respond to the COVID-19 pandemic. Despite their contextual differences (or because of them), our results indicate that some dashboards fulfill their function of communicating, informing decision-making, and supporting behavior change better than others. Moreover, while it is also clear there is no single approach to developing a dashboard, our results suggest that introducing certain features may enhance the actionability of a dashboard.

Knowing the audience and their information needs was identified as a key actionability feature, which corresponds with the Lasswell model for effective communication ([1,41]; Barbazza et al, unpublished data, 2021). However, clear reporting of a dashboard’s purpose (its “why”) and audience (for “whom”) was infrequent. This may be explained in part by the fact that the majority of the dashboards were developed by public authorities and hosted on existing web pages. Hence, the target audience (citizens) and the aim (constitutional mandate to protect health) may be considered implicit. However, without clarity on the intended use and user of a dashboard, its development is steered by the potential to be useful rather than addressing a specific information need [32,93-95].

“What” a dashboard communicates through its content is not a neutral window into the available data. It is the result of
judgment, discernment, and choice [14]. The average of 5 indicator themes reported per dashboard can be considered to be a manageable volume and is in line with the evidence that “less is more” [33,47]. It is the breadth of types of information presented that is concerningly narrow, with only a handful of dashboards addressing the WHO-recommended four types of information needed for a complete picture of the pandemic [3]. For example, indicators reporting on population behavioral insights gauge the compliance of citizens with infection control measures; thus, they are an important tool for maintaining public trust. However, in our sample, this type of information was rarely reported. This may be due to data infrastructure limitations and the limited availability of these data, especially in the early phases of the pandemic. Similarly, less than half of the dashboards reported on health system management indicators, despite the importance of these indicators in informing the management of both COVID-19 and non–COVID-19 services. Dashboards that did report on these non-epidemiological types of information may serve as inspiration for drawing on innovative data sources and indicators [28,60].

Clarity around data sources and indicator calculations (metadata) are critical for overall quality, credibility, and trustworthiness of reporting [46,48,49]. For transparency on how data were collected and insights into “what lies behind” the reported indicators, providing explicit data sources and calculations should be considered a minimum requirement. Nonetheless, our findings signal that these provisions are not a given. Further efforts are needed internationally and nationally to standardize indicator calculations and set requirements of what constitutes good practice in public reporting of pandemic-related data.

In terms of “how” content is presented, dashboards should be viewed as tools for making clear links between current trends and past policy decisions and individual behavior. Doing so connects change-points and actions, which has been found to contribute to an indicator’s use [96,97]. It also serves to leverage the two-way communication potential of dashboards. Dashboards that fail to make the connection between the past and present miss the opportunity to communicate the effects of users’ decision-making back to them. Beyond describing the past and present, only a handful of dashboards went further and employed predictive analytics by illustrating different future scenarios of “what could happen.” The lack of precision of predictive models and simulations early in the pandemic likely stunted their use. Use of both descriptive and predictive approaches to dashboard design and tighter links between infection control policies and their effects should be further explored into the next phases of the pandemic.

We found frequent use of different display options and interactive techniques among the dashboards assessed. However, the analysis of data by location and by population subgroups was limited overall, which may restrict their utility for individual-level decision-making purposes. The challenge to report data locally and disaggregate the data by relevant breakdowns such as age, sex, socioeconomic status, and ethnic or racial groups may be in large part due to data infrastructure limitations and perceived legal obstacles [98]. Without collecting, registering, and using data about meaningful population subgroups, there is a risk of not being informed about these important (and modifiable) differences [98].

Finally, an actionable dashboard is based on complete, timely, and transparent data that is prepared, contextualized, and presented so that it can be used as information [99]. Our assessment found an overall underuse of known and proven delivery techniques, in particular, the use of explanatory narratives. Plain language text to clarify complicated information has proven to make end users more motivated and confident in using information in their decision-making [1,47,54]. Although commonly used software for the development of dashboards (eg, ArcGIS) has served to optimize their single-screen design, the embedding of narratives into templates may be useful for improving interpretation.

Future research could explore the following points. First, recognizing the highly dynamic nature of COVID-19 dashboards, a follow-up study could provide insights into how dashboards have evolved over time, given improvements in disease prevention, testing, and treatment as well as data infrastructure. Second, exploring across official municipal, regional, and national dashboards in a given context was beyond the scope of this study; however, such an exploration may offer insights into the possibility of tailoring dashboards at different levels to specific purposes and audiences. Third, this study has pursued a theoretically informed expert-based appraisal of actionability. A study from the perspective of the target audience is therefore merited and needed to obtain insights from firsthand use. Finally, the developed assessment tool could be used within a specific country context to analyze actions needed to implement the identified features.

**Strengths and Limitations**

To our knowledge, this is the most comprehensive summary of COVID-19 dashboards and assessment of their actionability published to date. The search for COVID-19 dashboards was wide-reaching and used multiple methods to amass a global sample. The approach tapped into a unique and highly specialized international network dedicated to health care performance intelligence, allowing for an expert, context-aware, and multicultural team. The multilanguage competencies of the panel made it possible for the dashboards to be reviewed in their original languages for high-quality data extraction. Through detailed data extraction and a structured process of scoring with joint deliberation, we have identified a set of timely and pragmatic features for optimizing dashboards. This is also the first study to our knowledge on the use of dashboards for public reporting from a communication and health care performance intelligence perspective. Importantly, the study was conducted at pace with the ongoing COVID-19 pandemic to ensure the potential for findings to inform the continued development of dashboards in combination with other communication tools.

We acknowledge the following potential limitations. First, the sample of dashboards is ultimately a subset of publicly available web-based COVID-19 reporting. The sample is also skewed to locations in the European and Pan-American regions, which account for two-thirds of the dashboards reviewed. This can be attributed in part to factors including the thorough but not exhaustive sampling strategy applied; the exclusion of
dashboards beyond the 22 language competencies of the panel (ie, Arabic and Hindi); and the focus on web-based dashboards to the exclusion of those exclusively on mobile apps (common to Asian countries). As an exploratory study, reasonable diversity of locations, in combination with different levels (scales) of focus and types of organizations, took precedent and was achieved. Nonetheless, the findings may not be generalizable to all contexts. Second, despite our best efforts to obtain a snapshot of COVID-19 dashboards in a common 2-week period, the severity and specific phase of the pandemic inevitably varied greatly on the date of the review as described. Our approach to assess rather than evaluate the impact of COVID-19 dashboards mitigates the significance of these differences on our findings. Third, the appraised actionability of the dashboards ultimately does not confirm their use in practice, and evaluating this was beyond the scope of this study.

Conclusion
This study has taken stock of the vast landscape of public web-based COVID-19 dashboards; this is a testament to the advancements in health information systems and digitalization of our societies, coupled with the responsibility and imperative to publicly report health information. As could be expected, the 158 dashboards in our sample, spanning a total of 53 countries, are diverse. They have different contexts and levels of focus, purposes, and audiences. They draw from various data sources, offer different content and use a range of ways—albeit at times limited—to break down data and to visualize, simplify, and interact with information. Their actionability also differs, signaling that their fitness for use by decision makers is not a guarantee. The number of dashboards appraised as highly actionable in the period of July 2020 when the dashboards in this study were assessed signals that work is still needed to optimize the use of dashboards. There is no one-size-fits-all template or model to accomplish this. Dashboards must be purpose-driven and context-specific. We urge those working on COVID-19 dashboards to consider the seven features identified in our study and adopt them as called for. By doing so, they stand to fully leverage the potential advantages of public reporting and its use for decision-making and behavior change needed to address the current pandemic.
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Abstract

Background: Since the onset of the COVID-19 pandemic, several health care programs intended to provide telemedicine services have been introduced in Libya. Many physicians have used these services to provide care and advice to their patients remotely.

Objective: This study aimed to provide an overview of physicians’ awareness, knowledge, attitude, and skill in using telehealth services in Libya.

Methods: In this cross-sectional study, we administered a web-based survey to health care workers in Libya in May 2020. The questionnaire collected information on physicians’ general demographic characteristics, ability to use a computer, and telemedicine awareness, knowledge, attitude, and skills.

Results: Among 673 health care workers who responded to the survey, 377 (56%) and 248 (36.8%) reported high awareness and high computer skill scores, respectively, for telemedicine. Furthermore, 582 (86.5%) and 566 (82.6%) health care workers reported high knowledge and high attitude scores, respectively. We observed no significant differences in awareness, knowledge, attitude, and skill scores among physicians employed at public, private, or both types of hospitals. We observed significant differences in the mean awareness ($P<.001$), attitude ($P=.001$), and computer skill scores ($P<.001$), where the score distribution of the groups based on the ability to use computers was not similar. Knowledge scores did not significantly differ among the three groups ($P=.37$). Respondents with professional computer skills had significantly higher awareness ($\chi^2=14.5; P<.001$) and attitude ($\chi^2=13.5; P=.001$) scores than those without professional computer skills. We observed significant differences in the mean computer skill scores of the groups ($\chi^2=199.6; P<.001$).

Conclusions: The consequences of the COVID-19 pandemic are expected to persist for a long time. Hence, policy programs such as telemedicine services, which aim to address the obstacles to medical treatment owing to physical distancing measures, will likely continue for a long time. Therefore, there is a need to train and support health care workers and initiate government programs that provide adequate and supportive health care services to patients in transitional countries.

(J Med Internet Res 2021;23(2):e20812) doi:10.2196/20812
KEYWORDS
attitude; awareness; coronavirus; COVID-19; knowledge; pandemic; skills; telemedicine

Introduction
SARS-CoV-2 was identified as the cause of severe viral pneumonia in Wuhan, Hubei Province, China, in December 2019. The World Health Organization declared COVID-19, the disease caused by this virus, a pandemic in March 2020 [1-4]. As of July 22, 2020, more than 15,000,000 COVID-19 cases and more than 617,000 COVID-19–related deaths have been recorded in 213 countries and territories [5].

Preventive measures have been implemented to reduce the potential exposure of individuals to the virus and to decrease the burden of COVID-19 transmission. These measures include hand washing, avoiding touching the face and eyes, cleaning and disinfecting surfaces and objects, wearing protective equipment including masks, and most importantly, social distancing by staying at home, avoiding close physical contact with others, and maintaining adequate interpersonal distance [6-8].

The COVID-19 pandemic has affected traditional in-person health care services. New strategies and approaches, including telemedicine and telehealth services, must be implemented to facilitate video consultations and the use of mobile apps, with the goals of delivering medical advice, diagnosis, and treatment to reduce the risk of infection [9,10]. Telemedicine and telehealth services are especially important for individuals without COVID-19 seeking medical treatment during the pandemic, especially those with chronic or acute illnesses. Several countries had begun increasing the use of telemedicine services even prior to the COVID-19 pandemic [11-16]. Telemedicine was effective during previous outbreaks including those of the Ebola virus, Zika virus, and the severe acute respiratory syndrome coronavirus [17,18].

Telemedicine is defined as the use of web-based resources and electronic information along with advanced digital network technology to promote long-distance professional health services, disseminate medical safety reports, deliver health-related education to the public, and carry out public health monitoring [19,20].

Since the onset of the COVID-19 pandemic, several health care service programs aiming to provide telemedicine services have been introduced in Libya. Even with their recent introduction, many physicians have used these services to provide care and advice to patients remotely. There is a need to assess the awareness, knowledge, attitude, and skills of physicians who use telemedicine services. The skilled use of telemedicine by physicians benefits patients, who can receive a wide range of health care services without the need to visit the clinic. Telemedicine services can reduce the risk of infection among populations by facilitating social distancing and decreasing the burden on the hospitals that provide care to individuals with COVID-19 [21-23].

This study aimed to provide an overview of physicians’ awareness, knowledge, attitude, and skills of telemedicine—a technology that has been recently introduced in transitional countries. Furthermore, we investigated the effects of COVID-19 on this technology to determine whether it is adequately applicable during the ongoing COVID-19 pandemic.

Methods
Study Design
In this cross-sectional study, we administered a web-based survey to health care workers in Libya in May 2020 via text messages and email. Responses were anonymous without any identifying data. This study focused on health care workers who were officially registered with Libyan hospitals during the COVID-19 pandemic and were involved in patient care. The first section of the survey collected baseline demographic information and characteristics of the health care workers, including age, gender, years of experience, employment status, department of work, and computer skills, and there were several general questions related to telemedicine experience. The second section contained a survey instrument that was previously developed by Zayapragassarazan et al [24], which contains four detailed subsections.

Awareness Subsection
This subsection consisted of 12 items on telemedicine, which were used to assess awareness. Each item was assessed with a 3-point scale with scores of 0-2 (0=don’t know, 1=heard of it, 2=know about it). The overall score could range from a minimum of 0 to a maximum of 24.

Knowledge Subsection
This subsection consisted of 11 items that assessed the physician’s level of telemedicine knowledge. Each item was assessed with a 2-point scale with scores of 0 and 1 (0=yes, 1=no). The overall score could range from a minimum of 0 to a maximum of 11.

Attitude Subsection
This subsection consisted of 11 items used to determine the attitude of the respondents toward telemedicine. Each item was assessed with a 5-point Likert scale with scores ranging 0-4 (0=strongly disagree, 1=disagree, 2=undecided, 3=agree, 4=strongly agree). The overall score could range from a minimum of 0 to a maximum of 44.

Computer Skills Subsection
This subsection consisted of 13 items used to determine the physician’s level of information technology and computer skills. Each item was assessed with a 4-point scale with scores of 0-3 (0=unskilled, 1=learner, 2=mediocre, 3=expert). The overall score could range from a minimum of 0 to a maximum of 39.

Assessment of the Effect of COVID-19 on Telemedicine
The third section included several questions on the effects of the spread of COVID-19 on telemedicine, the role of telemedicine in reducing in-person consultations, the time spent on practicing telemedicine, the usability of telemedicine based...
on local internet settings, and the role of telemedicine in helping physicians avoid or decrease the risk of infection potentially resulting from internal conflicts in Libya.

Raw scores of each subsection of the awareness-knowledge-attitude-skill questionnaire were converted to percentages and compared with other group variables. We considered scores of ≤49% as low, 50%-70% as average, and ≥71% as high. The survey was conducted in accordance with the Checklist for Reporting Results of Internet E-Surveys [25].

**Statistical Analysis**

Descriptive statistics related to the general demographic characteristics of the physicians were calculated. Frequency and percentage values were used to describe these variables. Mean (SD) values were used to describe continuous data. None of the major continuous outcomes, including survey scores, were normally distributed. Therefore, we analyzed them using the Mann-Whitney U test to determine whether there were significant differences between the two groups and the score of each section. We performed the Kruskal-Wallis H test to compare groups with ≥3 independent variables. The chi-square test was used to determine potential associations between the categorical groups. Statistical analysis was performed using SPSS software (version 25.0, IBM Corp). A P value of ≤.05 was considered significant.

**Ethical Consideration**

The study procedures comply with the ethical standards of the relevant national and institutional committee on human experimentation, with the Helsinki Declaration of 1975, as revised in 2008. Ethical approval (approval# 109.3-2020) for this study was obtained from the Bioethics Committee at the Biotechnology Research Centre (Tripoli, Libya). The survey was conducted anonymously, and all participants provided written informed consent before participating in the study.

**Results**

**Telemedicine Awareness, Knowledge, Attitude, and Skills of Health Care Workers**

From among 800 health care workers who received the survey, 673 responded (response rate=84.1%). Among them, 299 (44.4%) were male and 374 (55.6%) were female. The participant cohort comprised 288 (42.8%) specialists or senior physicians and 385 (57.2%) physicians in training. Table 1 summarizes the baseline demographic characteristics of the study participants.

Most participants (n=631, 93.8%) had an average or high level of computer and internet skills. Most participants (n=525, 78%) had participated in training programs on telemedicine during the COVID-19 pandemic. Most participants (n=639, 94.9%) expressed their willingness to participate in such training courses.

The questionnaires assessed the physicians’ awareness, knowledge, attitude, and skills of telemedicine. The assessment scales had a high level of internal consistency (Cronbach α=.823 for awareness, Cronbach α=.735 for knowledge, Cronbach α=.910 for attitude, and Cronbach α=.950 for skills).

Interestingly, 399 (59.3%) participants perceived telemedicine as a helpful tool for elderly patients, and 486 (72.2%) speculated that telemedicine could be used by physicians to obtain patients’ electrocardiography and x-ray reports for medical consultation. Some participants (n=178, 26.4%) speculated that telemedicine technologies can facilitate direct consultations. Only 28 (4.2%) participants speculated that laboratory findings could be shared with patients through telemedicine technologies, and only 81 (12%) participants speculated that follow-up and treatment response evaluation could be performed using telemedicine technology.

Many participants (n=580, 86.2%) did not agree that patients should have access to information regarding their medical condition. However, 573 (85.1%) participants believed that telemedicine could help bridge the gap between primary and secondary care by fostering communication among physicians, consultants, and nurses. Interestingly, 254 (37.7%) participants had little or no experience using emails and sending files.

Data on physicians’ awareness, knowledge, attitude, and skills of telemedicine are summarized in Table 2. In total, 377 (56%) participants had high awareness scores, 582 (86.5%) had high knowledge scores, 556 (82.6%) had high attitude scores, and 248 (36.8%) had high scores for computer skills of telemedicine technology for all specialties. Overall, 132 (19.6%) participants were not familiar with telemedicine technology, and 28 (4.2%) had low telemedicine knowledge. In addition, 16 (2.4%) participants had low attitude scores.
Table 1. Baseline demographic characteristics of the study participants (N=673).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total</th>
<th>Females (n=374)</th>
<th>Males (n=299)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age range (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>109 (16.2)</td>
<td>48 (12.8)</td>
<td>61 (20.4)</td>
<td>.007 a</td>
</tr>
<tr>
<td>30-40</td>
<td>442 (65.7)</td>
<td>247 (66.0)</td>
<td>195 (65.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td>122 (18.1)</td>
<td>79 (21.1)</td>
<td>43 (14.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Experience (years), mean (SD)</strong></td>
<td>8.78 (8.09)</td>
<td>9.6 (8.54)</td>
<td>7.76 (7.38)</td>
<td>.001 a</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Public sector</td>
<td>335 (49.8)</td>
<td>150 (40.1)</td>
<td>185 (61.9)</td>
<td></td>
</tr>
<tr>
<td>Private sector</td>
<td>82 (12.2)</td>
<td>49 (13.1)</td>
<td>33 (11.0)</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>256 (38.0)</td>
<td>175 (46.8)</td>
<td>81 (27.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Ability to use computers, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.004 a</td>
</tr>
<tr>
<td>Beginner</td>
<td>42 (6.2)</td>
<td>15 (4.0)</td>
<td>27 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>452 (67.2)</td>
<td>246 (65.8)</td>
<td>206 (68.9)</td>
<td></td>
</tr>
<tr>
<td>Professional</td>
<td>179 (26.6)</td>
<td>113 (30.2)</td>
<td>66 (22.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Received training for telemedicine system, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>Yes</td>
<td>525 (78.0)</td>
<td>287 (76.7)</td>
<td>238 (79.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (22.0)</td>
<td>87 (23.3)</td>
<td>61 (20.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Availability of a telemedicine unit in your department, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Yes</td>
<td>525 (78.0)</td>
<td>289 (77.3)</td>
<td>236 (78.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (22.0)</td>
<td>85 (22.7)</td>
<td>63 (21.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Department, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Internal medicine (including all subspecialties)</td>
<td>179 (26.6)</td>
<td>101 (27.0)</td>
<td>78 (26.1)</td>
<td></td>
</tr>
<tr>
<td>Pediatrics</td>
<td>74 (11.0)</td>
<td>33 (8.8)</td>
<td>41 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Surgery (including all subspecialties)</td>
<td>160 (23.8)</td>
<td>131 (35.0)</td>
<td>29 (9.7)</td>
<td></td>
</tr>
<tr>
<td>Gynecology and obstetrics</td>
<td>72 (10.7)</td>
<td>3 (0.8)</td>
<td>69 (23.1)</td>
<td></td>
</tr>
<tr>
<td>Dermatology</td>
<td>36 (5.3)</td>
<td>11 (2.9)</td>
<td>25 (8.4)</td>
<td></td>
</tr>
<tr>
<td>Family medicine</td>
<td>64 (9.5)</td>
<td>38 (10.2)</td>
<td>26 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Psychiatry</td>
<td>25 (3.7)</td>
<td>14 (3.7)</td>
<td>11 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>63 (9.4)</td>
<td>43 (11.5)</td>
<td>20 (6.7)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Different levels of awareness, knowledge, attitude, and skills among health care workers in Libya (N=673).

<table>
<thead>
<tr>
<th>Degree</th>
<th>Awareness</th>
<th>Knowledge</th>
<th>Attitude</th>
<th>Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (≤49%), n (%)</td>
<td>132 (19.6)</td>
<td>28 (4.2)</td>
<td>16 (2.4)</td>
<td>226 (33.6)</td>
</tr>
<tr>
<td>Average (50%-70%), n (%)</td>
<td>164 (24.4)</td>
<td>63 (9.4)</td>
<td>101 (15.0)</td>
<td>199 (29.6)</td>
</tr>
<tr>
<td>High (≥71%), n (%)</td>
<td>377 (56.0)</td>
<td>582 (86.5)</td>
<td>556 (82.6)</td>
<td>248 (36.8)</td>
</tr>
</tbody>
</table>

Table 3 compares awareness and knowledge scores, and Table 4 compares the attitude and skill scores among the study participants. The Mann-Whitney U test was performed to investigate significant differences in the awareness, knowledge, attitude, and computer skill scores between males and females. Females had significantly higher mean awareness (P=.02) and computer skill scores (P<.001) than males. However, we observed no significant differences in the mean knowledge (P=.55) and attitude (P=.99) scores between males and females.
Table 3. Differences in the awareness and knowledge scores of the study participants based on baseline demographic characteristics (N=673).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total, n (%)</th>
<th>Awareness scores (range 0-100)</th>
<th>Knowledge scores (range 0-100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>U or H value</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>109 (16.2)</td>
<td>69.9 (24.8)</td>
<td>83.0 (16.4)</td>
</tr>
<tr>
<td>Female</td>
<td>442 (65.7)</td>
<td>66.5 (23.5)</td>
<td>83.5 (17.1)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public sector</td>
<td>335 (49.8)</td>
<td>68.0 (24.9)</td>
<td>83.1 (16.6)</td>
</tr>
<tr>
<td>Private sector</td>
<td>82 (12.2)</td>
<td>73.1 (21.2)</td>
<td>86.0 (13.9)</td>
</tr>
<tr>
<td>Both</td>
<td>256 (38.0)</td>
<td>67.5 (24.3)</td>
<td>82.6 (17.7)</td>
</tr>
<tr>
<td>Ability to use the computer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>42 (6.2)</td>
<td>49.6 (28.1)</td>
<td>77.3 (24.9)</td>
</tr>
<tr>
<td>Average</td>
<td>452 (67.2)</td>
<td>67.1 (23.8)</td>
<td>83.3 (16.2)</td>
</tr>
<tr>
<td>Professional</td>
<td>179 (26.6)</td>
<td>76.3 (21.4)</td>
<td>84.6 (15.5)</td>
</tr>
<tr>
<td>Department</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>179 (26.6)</td>
<td>67.4 (25.9)</td>
<td>82.4 (17.3)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>74 (11.0)</td>
<td>65.6 (24.6)</td>
<td>83.7 (15.3)</td>
</tr>
<tr>
<td>Surgical specialties</td>
<td>160 (23.8)</td>
<td>66.9 (26.2)</td>
<td>80.8 (19.6)</td>
</tr>
<tr>
<td>Gynecology and obstetrics</td>
<td>72 (10.7)</td>
<td>73.4 (18.2)</td>
<td>85.6 (15.8)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>36 (5.3)</td>
<td>70.4 (20.4)</td>
<td>85.6 (12.4)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>64 (9.5)</td>
<td>73.5 (20.8)</td>
<td>86.4 (15.2)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>25 (3.7)</td>
<td>73.7 (24.5)</td>
<td>89.5 (8.2)</td>
</tr>
<tr>
<td>Other</td>
<td>63 (9.4)</td>
<td>64.3 (24.5)</td>
<td>82.3 (15.2)</td>
</tr>
</tbody>
</table>

*aMann-Whitney U test for pairwise comparison of independent variables.

*bKruskal-Wallis H test for multiple-group comparison of independent variables.

cP<.05.

dP<.001.
Table 4. Differences in the attitude and computer skill scores of the study participants based on their baseline demographic characteristics (N=673).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total, n (%)</th>
<th>Attitude scores (range 0-100)</th>
<th>Computer skill scores (range 0-100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>P value</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>U or H</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a or b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>109 (16.2)</td>
<td>79.8 (12.7)</td>
<td>56.4 (25.3)</td>
</tr>
<tr>
<td>Female</td>
<td>442 (65.7)</td>
<td>79.8 (14.3)</td>
<td>66.1 (22.3)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public sector</td>
<td>335 (49.8)</td>
<td>80.3 (13.5)</td>
<td>60.1 (24.8)</td>
</tr>
<tr>
<td>Private sector</td>
<td>82 (12.2)</td>
<td>80.7 (13.4)</td>
<td>66.1 (20.2)</td>
</tr>
<tr>
<td>Both</td>
<td>256 (38.0)</td>
<td>78.9 (13.7)</td>
<td>62.7 (24.3)</td>
</tr>
<tr>
<td>Ability to use the computer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>42 (6.2)</td>
<td>72.6 (15.7)</td>
<td>37.9 (21.6)</td>
</tr>
<tr>
<td>Average</td>
<td>452 (67.2)</td>
<td>79.6 (13.3)</td>
<td>55.8 (20.5)</td>
</tr>
<tr>
<td>Professional</td>
<td>179 (26.6)</td>
<td>81.9 (13.3)</td>
<td>82.4 (19.3)</td>
</tr>
<tr>
<td>Department</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>179 (26.6)</td>
<td>78.3 (13.9)</td>
<td>59.8 (25.8)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>74 (11.0)</td>
<td>79.6 (13.6)</td>
<td>56.5 (25.6)</td>
</tr>
<tr>
<td>Surgical specialties</td>
<td>160 (23.8)</td>
<td>78.9 (15.7)</td>
<td>67.1 (21.9)</td>
</tr>
<tr>
<td>Gynecology and obstetrics</td>
<td>72 (10.7)</td>
<td>83.1 (10.5)</td>
<td>56.5 (23.8)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>36 (5.3)</td>
<td>80.4 (14.0)</td>
<td>55.3 (25.4)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>64 (9.5)</td>
<td>82.8 (13.2)</td>
<td>63.6 (22.7)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>25 (3.7)</td>
<td>83.1 (8.9)</td>
<td>71.9 (24.7)</td>
</tr>
<tr>
<td>Other</td>
<td>63 (9.4)</td>
<td>78.4 (10.9)</td>
<td>64.1 (23.1)</td>
</tr>
</tbody>
</table>

aMann-Whitney U test for pairwise comparison of independent variables.
bKruskal-Wallis H test for multiple-group comparison of independent variables.
cP<.05.
dP<.001.

We performed the Kruskal-Wallis H test to investigate differences in the awareness, knowledge, attitude, and skill scores of other categorical groups, including those based on employment status, ability to use computers, and departments of work. We observed no significant differences in the awareness (P=.25), knowledge (P=.34), attitude (P=.38), and computer skill (P=.12) scores among health care workers employed at public, private, or both types of hospitals. We observed significant differences in the mean awareness (P<.001), attitude (P=.001), and computer skill (P<.001) scores, where the score distribution based on the ability to use computers was not similar among these groups. We observed no significant differences in the knowledge scores of the three groups based on employment status (P=.34). Participants with professional computer skills had significantly higher awareness (χ²=14.5; P<.001) and attitude (χ²=13.5; P=.001) scores than those without professional computer skills. Furthermore, we observed significant differences in the mean computer skill scores among different groups (χ²=199.6; P<.001). Overall, those who were more capable of using computers displayed significantly higher computer skill scores than those who were lesser capable of using computers.

We observed significant differences in attitude scores (χ²=16.7; P=.02) and computer skills (χ²=22.9; P=.002) among health care workers in different departments. In particular, those working in the departments of gynecology and obstetrics, family medicine, and psychiatry had significantly higher attitude scores (P<.02), while those in the department of psychiatry and those in surgical specialties had significantly higher computer skill scores (P=.002) than those of their counterparts in other departments. However, awareness (P=.25) and knowledge (P=.15) scores did not significantly differ among health care workers in different departments.

Effects of COVID-19 on Telemedicine

Among the study participants, 638 (94.8%) thought that telemedicine technology could be used to limit the spread of COVID-19. Additionally, 630 (93.6%) participants thought that telemedicine could help reduce hospital visits to avoid COVID-19 transmission. However, only 283 (42.1%) participants thought that telemedicine could replace traditional
medical visits during the COVID-19 pandemic. In addition, 616 (91.5%) participants thought that the telemedicine system could facilitate patient communication and cooperation with physicians during the COVID-19 pandemic. Furthermore, 622 (92.4%) participants thought that the use of telemedicine and remote health care systems saved a lot of time that was otherwise lost in hospitals and clinics and that these remote services could more rapidly provide medical advice. However, only 437 (64.9%) participants thought that internet services in Libya met the demand for uninterrupted telemedicine services. Moreover, 121 (18%) participants thought that telemedicine could help physicians avoid the issues of conflict and civil war in Libya and decrease the risk of infection arising from these internal conflicts. Interestingly, 575 (85.4%) participants thought that telemedicine could potentially prevent physicians who worked in unsafe environments from sensing insecurity during the civil war. Additionally, 606 (90%) participants thought that telemedicine could help physicians avoid the risk of contracting and transmitting COVID-19. However, only 385 (57.2%) participants thought that the telemedicine service technologies would help improve the financial status of physicians.

Discussion

Principal Findings

Telemedicine has been introduced recently in transitional countries, including Libya, to provide remote health care services, especially to patients with chronic diseases. In this study, 377 (56%), 582 (86.5%), and 566 (82.6%) physicians responding to our survey had high awareness, knowledge, and attitude levels for telemedicine, respectively; however, only 248 (36.8%) participants had adequate or high computer skills.

The COVID-19 pandemic has placed greater emphasis on telemedicine technology as a means of providing adequate care to patients without increasing the risk of SARS-CoV-2 transmission to patients during in-hospital clinic visits. Additionally, telemedicine benefits health care workers because it decreases the risk of infection among them, reduces stress in the hospital, provides an adequate tool for treatment and follow-up evaluation of their patients, and provides a suitable approach for providing mental health services.

This study provides an overview of physicians’ awareness, knowledge, attitude, and skill levels of telemedicine in a transitional country that is afflicted with a civil war, a financial crisis, and a devastating health care system during the COVID-19 pandemic [26-28].

Only 179 (26.6%) participants had professional computer skills, while 452 (67.2%) and 42 (6.2%) participants had average and beginner computer skill levels, respectively. Thus, overall, the computer and information technology skills of the physicians were inadequate. Such skills are crucial for the productive use of telemedicine services. Therefore, we recommend software and computer skill training programs for physicians who are newly introduced to telemedicine technology in transitional countries. Nonetheless, the approach may be difficult even with these skills. Among all our participants, 236 (35.1%) indicated that the internet services in Libya were not sufficient to meet patient needs through telemedicine technology owing to electricity and internet interruptions in Libya after the civil war [29]. This remains yet another challenge for telemedicine service providers, requiring immediate attention from internet providers and telephone companies [30]. Many patients have complained about the unavailability of these services owing to their high demand during the COVID-19 pandemic.

Most study participants (n=556, 82.6%) had higher attitude scores. This is important because attitude represents how telemedicine was perceived by health care workers [31]. The attitude of health care workers is an important factor in understanding and accepting telemedicine technologies. For such acceptance, the program developer needs to train health care workers and make the telemedicine programs usable for them [32].

Knowledge and attitude are important for the acceptance of telemedicine by health care workers. In this study, 582 (86.5%) participants had high knowledge scores; this value is higher than that reported previously in Germany (where approximately 63% of individuals had some telemedicine knowledge) [33]. Another study conducted in Lagos [34] reported that only 60.9% of participants had telemedicine knowledge. Furthermore, another study conducted in Pakistan [35] reported an average level of telemedicine knowledge among health care workers. Further initiatives and commitments are required to expand the use of telemedicine and increase its efficiency, especially among health care professionals in a postconflict setting. There is a need for greater understanding of telemedicine among health care practitioners, particularly those who are new telemedicine users. Hence, it is important to address the financial and physical access-related obstacles to telemedicine [36].

There are several constraints in the implementation of telemedicine in transitional countries, especially in emergency settings, notwithstanding the implementation of strategies to reduce the risk of exposure to the virus during the COVID-19 pandemic. Certain technical issues and the need to train health care workers to provide adequate telemedicine services need to be addressed. The COVID-19 pandemic has put a strain on hospital health care workers and has posed challenges to politicians, managers, and practitioners with regard to the limits of the broader health care infrastructure and assumptions that have restricted its potential for swift and innovative reforms [30,37,38].

Limitations

Our study was limited to Libya; hence, our findings may not be generalizable to the populations of other countries. Furthermore, the cross-sectional design of our study does not allow for drawing concrete conclusions establishing causation between variables. In addition, our study does not provide details regarding the types of telemedicine technologies and how they can be implemented, along with patients’ attitude toward telemedicine. Further studies on telemedicine are required to provide qualitative measures of health care services to patients, to assess the access to health care services in other transitional countries, and to determine whether these telemedicine adaptations benefit patients, especially those with chronic illnesses and psychiatric morbidities [39-41]. Additionally, there
is a need to determine the cost benefit of these services and whether modifications are required in these services.

Conclusions
The consequences of the COVID-19 pandemic are expected to be long lasting. Hence, policy programs, such as telemedicine services, which aim to address obstacles to medical treatment owing to physical distancing measures, are also required to be provided over a long term [42]. Therefore, there is a need to train and support health care workers and initiate government programs that provide adequate and supportive health care services to patients in transitional countries and to respond to issues regarding the access to these services, including internet access and advertisements, and social programs that help patients understand how to use these services.
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Abstract

Background: During the COVID-19 pandemic, there has been a rapid increase in the amount of information about the disease and SARS-CoV-2 on the internet. If the language used in video messages is not clear or understandable to deaf and hard of hearing (DHH) people with a high school degree or less, this can cause confusion and result in information gaps among DHH people during a health emergency.

Objective: The aim of this study is to investigate the relationship between DHH people's perception of the effectiveness of physical distancing and contagiousness of an asymptomatic person.

Methods: This is a cross-sectional survey study on DHH people's perceptions about COVID-19 (N=475). Items pertaining to COVID-19 knowledge were administered to US deaf adults from April 17, 2020, to May 1, 2020, via a bilingual American Sign Language/English online survey platform.

Results: The sample consisted of 475 DHH adults aged 18-88 years old, with 74% (n=352) identifying as White and 54% (n=256) as female. About 88% (n=418) of the sample felt they knew most things or a lot about physical distancing. This figure dropped to 72% (n=342) for the question about the effectiveness of physical distancing in reducing the spread of COVID-19 and 70% (n=333) for the question about the contagiousness of an infected person without symptoms. Education and a knowledge of the effectiveness of physical distancing significantly predicted knowledge about the contagiousness of an asymptomatic individual. Race, gender, and age did not emerge as significant predictors.

Conclusions: This results of this study point to the strong connection between education and coronavirus-related knowledge. Education-related disparities can be remedied by making information fully accessible and easily understood during emergencies and pandemics.

(J Med Internet Res 2021;23(2):e21103) doi:10.2196/21103

KEYWORDS
COVID-19; coronavirus; physical distancing; asymptomatic individual; social media; deaf; hard of hearing; sign language; perception; misinformation
Introduction

Health disparities have been experienced by deaf and hard of hearing (DHH) people in general, as well as during the COVID-19 pandemic. DHH people often do not have equitable access to health information, especially during emergencies [1-3], which further contributes to low perceived quality-of-life outcomes and associated health disparities [4]. For DHH people who speak American Sign Language (ASL), equitable access to health information requires an interpreter to translate between spoken English and ASL, as well as captioning, particularly for information given during live broadcasts about an emergency. To date, not all COVID-19–related video media have included sign language interpreters. However, most DHH ASL speakers, particularly DHH people with a high school degree or less, depend on information presented in ASL in videos as their go-to source for health information, with Facebook being the most often used source [5]. Previous studies have shown that DHH people with a high school degree or less have lower human papillomavirus knowledge, genetic testing awareness, and HIV screening uptake, all of which can be remedied with greater accessibility of pertinent information in ASL [6-8].

While the American public tends to rely on social media to keep up with news [9], social media can also be used as an informal source of information about others’ experiences with the health care system or as a means to gain knowledge about specific health information shared by individuals. However, when health information is reproduced and shared informally without oversight by experts, misinformation can occur, including sharing of misinformation related to the ineffectiveness of certain social behaviors in reducing the spread of infections (e.g., presenting inaccurate evidence against the use of masks). People who demonstrate low electronic health (eHealth) literacy often fall victim to misinformation as they are not able to verify the accuracy of health information. They may also dismiss information about the severity of certain diseases that was shared by reliable sources on the internet [10-13]. Although the prevalence of misinformation about health on social media is harmful, it can be difficult to correct this misinformation [14]. Consequently, DHH people who have low eHealth literacy and rely on social media to learn information about COVID-19 may be at risk for believing misinformation regarding health and health risks.

During the COVID-19 pandemic, there has been a rapid increase in the amount of information about COVID-19 on the internet, resulting in an “infodemic.” This infodemic makes the identification of accurate COVID-19 information from reliable sources difficult [15-17]. DHH people who do not have the requisite background and training in emergency preparedness may select certain information to translate into ASL and share these ASL videos on social media for other DHH people to watch. If the content relayed in these videos is inaccurate or the language used is not clear or understandable to DHH people with a high school degree or less, it can cause confusion and result in information gaps among DHH people during a health emergency. These information gaps can cause harm in medically underserved DHH groups (e.g., low education, low income, and low literacy) that are already at risk for disparate outcomes [18]. Accurate critical health information may also not be adequately disseminated to DHH people whose primary language is ASL. These concerns suggest a need to gather a baseline of DHH people’s awareness of and risk perceptions related to the current pandemic. Specific research aims for this study include investigating the following: (1) the relationships between DHH people’s awareness of physical distancing and perception of the effectiveness of physical distancing in reducing the spread of COVID-19, and (2) the relationship between DHH people’s perceived effectiveness of physical distancing and perceived contagiousness of an asymptomatic person.

Methods

A COVID-19 knowledge and risk perception survey in ASL was created by a team of experts in DHH health, translation, and survey development [19,20]. The web link to participate in this survey was disseminated via social media as well as through direct email invitations to those who previously took surveys through the Center for Deaf Health Equity at Gallaudet University.

Data Collection Procedure

Following Institutional Review Board approval by Gallaudet University (RB-FY20-80), research staff recruited DHH individuals throughout the United States, both on social media and through email invitations to past survey participants. Participation in this study required access to a computer and the internet to complete an online bilingual ASL/English survey about knowledge of physical distancing and asymptomatic individuals’ contagiousness. As a result, the findings are limited to DHH people with access to computer technology and internet/Wi-Fi connectivity. Only those who self-reported using ASL as their primary language were included because this group was identified as a medically underserved group [21-23]; exclusion criteria included those aged <18 years and those who lost their hearing ability due to aging. After the participant viewed the study information in ASL and English, they were directed to a page where they could choose to provide consent or decline to participate. Following consent, the online survey presented in both ASL and English took approximately 10 minutes to complete. No names or identifying information were included in the survey and a unique identifier was used to avoid storing personal information in the survey data set.

Participant Sources

Participants for this study were drawn from two sources: anonymous participation through a survey link shared via Facebook and a recruitment database pool that was sent an invitation email to take the online survey. The COVID-19 knowledge and risk perception survey included questions about physical distancing awareness, knowledge of physical distancing effectiveness, and knowledge of the contagiousness of an infected person without symptoms. The survey was administered to US Deaf adults from April 17, 2020, to May 1, 2020. Prior to survey administration, all items were translated into ASL with coaching from a Deaf researcher with expertise in translating survey items; the final translations were captured on film.
Survey Items

For the purposes of this study, awareness of physical distancing and perceived effectiveness of physical distancing were assessed with the following questions: “How much do you know about physical distancing?” and “How effective do you think physical distancing is for the prevention of the spread of the coronavirus (in other words: to what extent does your physical distancing behavior contribute to other people not getting sick)?” The response options for the former question were “never knew,” “little,” “some,” “most,” and “know a lot,” while the response options for the latter question were “not at all effective,” “little effective,” “somewhat effective,” “mostly effective,” and “very effective.” Participants’ perception of the ability of an infected person without symptoms to spread COVID-19 was assessed with the following question: “Based on what you know, how contagious is someone who has been infected with the coronavirus but who shows no symptoms (no coughing; no fever)?” For this question, the response options were “not at all contagious,” “little contagious,” “somewhat contagious,” “contagious,” and “very contagious.”

Statistical Analyses

Weighted descriptive statistics, such as cross-tabulation and percentage procedures, were used to summarize the sample. As a logistic regression model required binary response variables, responses to the perceived effectiveness of physical distancing and perceived contagiousness of an infected person without symptoms questions were recoded into binary low and high groups. Response options of “not at all effective,” “little effective,” and “somewhat effective” were recoded into the low group, while “mostly effective” and “very effective” were recoded into the high group. Response options of “not at all contagious,” “little contagious,” and “somewhat contagious” were recoded into the low group, while “contagious” and “very contagious” were recoded into the high group. A backward elimination variable selection procedure was performed on a logistic regression model, using age, gender, race, education, and baseline physical distancing awareness to predict the odds of having an accurate perception of the effectiveness of physical distancing in reducing the spread of COVID-19 (reference group). The criteria for retaining predictors was a $P$ value <.05. Finally, all variables including physical distancing awareness and knowledge of physical distancing effectiveness were entered as explanatory sets to assess their relationships with knowledge of the contagiousness of an infected person without symptoms (high knowledge of the level of contagiousness was the reference). For observational, cross-sectional studies, a minimum sample size of 400 is recommended for analyses with six predictor variables in the final model [24]. SPSS (Version 25.0; IBM Corp) was used for all analyses.

Results

The weighted sample of those that answered all questions for this study consisted of 475 adults aged 18-88 years old, with 74% (n=352) identifying as White and 54% (n=256) as female (Table 1). When asked about their preferred language on a daily basis (response options: ASL, English, both ASL and English), half of the sample (50%) preferred ASL only. About 88% (n=418) of the sample felt they knew most things about or a lot about physical distancing. This figure dropped to 72% (n=342) for the question about the effectiveness of physical distancing in reducing the spread of COVID-19 and 70% (n=333) for the question about the contagiousness of an infected person without symptoms. Bivariate correlation analysis indicated positive associations among physical distancing awareness, knowledge of physical distancing effectiveness, and knowledge of contagiousness variables ($r=0.24-0.38; P<.001$).
Table 1. Weighted sample characteristics and logistic regression of perceived contagiousness in asymptomatic individuals.

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Participants, n (%)</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>113 (23.8)</td>
<td>1.00</td>
<td>.31</td>
</tr>
<tr>
<td>35-49</td>
<td>154 (32.4)</td>
<td>0.65 (0.29-1.43)</td>
<td>N/A</td>
</tr>
<tr>
<td>50-64</td>
<td>126 (26.5)</td>
<td>0.45 (0.20-1.01)</td>
<td>N/A</td>
</tr>
<tr>
<td>65-74</td>
<td>58 (12.3)</td>
<td>0.78 (0.29-2.12)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥75</td>
<td>24 (5.0)</td>
<td>1.17 (0.23-5.97)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender identity</td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Male</td>
<td>203 (42.8)</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>256 (53.8)</td>
<td>1.63 (0.92-2.87)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>16 (3.4)</td>
<td>2.06 (0.24-17.94)</td>
<td>N/A</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>White</td>
<td>352 (74.2)</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Black</td>
<td>21 (4.4)</td>
<td>0.61 (0.21-1.79)</td>
<td>N/A</td>
</tr>
<tr>
<td>Latinx</td>
<td>67 (14.2)</td>
<td>0.92 (0.34-2.49)</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian/Other</td>
<td>35 (7.3)</td>
<td>1.26 (0.53-3.02)</td>
<td>N/A</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>High school degree</td>
<td>176 (37.0)</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Some college</td>
<td>175 (36.8)</td>
<td>1.85 (0.80-4.30)</td>
<td>N/A</td>
</tr>
<tr>
<td>College degree</td>
<td>124 (26.2)</td>
<td>4.67 (2.22-9.80)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical distancing awareness</td>
<td>N/A</td>
<td>1.66 (0.64-4.32)</td>
<td>.30</td>
</tr>
<tr>
<td>Physical distancing effectiveness</td>
<td>N/A</td>
<td>3.13 (1.78-5.50)</td>
<td>.001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

In the first model, a backward elimination variable selection procedure was used to identify the significant predictors for perceiving physical distancing as effective in reducing the spread of COVID-19. In this model, physical distancing awareness and education emerged as significant predictors of perceiving physical distancing as effective (adjusted odds ratio for physical distancing awareness=5.00, 95% CI 2.09-11.95; adjusted odds ratio for education=1.89, 95% CI 1.13-3.16). Race, gender, and age did not predict perceptions of the effectiveness of physical distancing. In the second model, both physical distancing awareness and perception of the effectiveness of physical distancing were entered as a set in the first block. All demographics were entered as a set in the second block. As shown in **Table 1**, with adjustments for correlates, the results showed that only perception of the effectiveness of physical distancing and education were significant in their relationships with perceived contagiousness of asymptomatic individuals. Compared to DHH respondents who had 12 years of education or lower, DHH respondents with a college degree were nearly five times more likely to report that asymptomatic individuals are contagious (adjusted odds ratio=4.67, 95% CI 2.22-9.80). Again, age, gender, and race did not predict knowledge of contagiousness of an infected person without symptoms.

**Discussion**

**Principal Findings**

A majority of this US DHH study sample had heard of physical distancing, but not all believed that physical distancing was effective in reducing the spread of COVID-19 or that an asymptomatic individual was contagious. Above and beyond sociodemographic variables and physical distancing awareness, DHH people who had a college degree were almost twice as likely to believe that physical distancing was effective at reducing the spread of COVID-19 compared to DHH people who did not have a college degree. Although both education and physical distancing awareness strongly predicted perceptions of the effectiveness of physical distancing, this study did not find evidence for the contribution of age, gender, and race to the development of appropriate perception of physical distancing effectiveness. This finding is consistent with research studies that reported a connection between more years of education and a greater level of health-related awareness or screening uptake [6-8]. Our study also showed that DHH people who have a college degree, as well as knowledge of the effectiveness of physical distancing, were much more likely to believe that an infected person without symptoms is contagious compared to DHH people who did not have a college degree and...
demonstrated low knowledge of the effectiveness of physical distancing.

The lower knowledge of physical distancing and COVID-19 among DHH people who do not have a college degree may be in part explained by inadequate, inaccessible, or misleading information presented in ASL on social media. According to the 2020 World Health Organization situation report on the novel coronavirus, the COVID-19 outbreak has been accompanied by a global infodemic on social media. As a result, some social media sources may be of low quality, which can potentially lead to the sharing of unreliable information by people in the community. At the same time, social media has been cited as an essential tool for health information seeking among DHH people who do not have a college degree [5] and it can reliably be used to promote rational social health behavior during emergencies and pandemics. Thus, for all social media postings, ASL videos about health during a pandemic must actively cite and include trusted sources for further information. Given the strong connection between education and eHealth literacy [25], as well as the importance of the readability of online health content to accommodate people with a low level of education [26], our community has a responsibility to ensure that social media health videos are fully accessible in ASL and understood by all, including those who have only a high school degree. Clinicians have a responsibility to incorporate patient-centered care and communication in their practice to ensure that patients who are DHH understand what they need to do to take care of their health. Next, we provide recommendations on the development of videos to help increase ASL comprehension for DHH people with a high school education or less.

DHH people with limited access to written English due to language delay or deprivation and DHH immigrants whose first language is not English often have limited ASL fluency [27]. To best accommodate the language needs of these underserved subgroups, ASL videos should be screened for readability for DHH people with a high school education or less. This may include avoiding relying on fingerspelling to describe concepts, and instead using visual descriptions and illustrations to make the information easier to understand. Specific concepts might need more elaboration, such as how germs are spread and how masks help prevent the spread of germs. Increasing the use of visual descriptions and elaborating on complex concepts would be key components in providing clear and well-conceived emergency messages. Videos in ASL that include visual descriptions and elaboration of concepts are likely to support comprehension, be effectively transmitted, and ultimately help ensure public health safety by reducing the spread of COVID-19.

According to the National Association of the Deaf Position Statement on Accessible Emergency Management for Deaf and Hard of Hearing People [28], the best practices to disseminate awareness training to DHH citizens during the pandemic are the following: (1) ensuring that the materials are accessible in a language that they understand, (2) including medical and public health experts who use ASL in interactive panels, (3) providing training to qualified sign language interpreters, and (4) ensuring that all news and notification systems are accessible by any form of telecommunication technology.

Conclusion
The results of this study point to the strong connection between education and COVID-19–related knowledge. Therefore, the information that DHH organizations and public health agencies disseminate during emergencies and pandemics must be clear, contain adequate and reliable information, and be timely in concordance with other information being disseminated. For online streaming of time-sensitive news, such as state and local government updates, live captioning in addition to sign language interpreting would provide DHH people with full access to information. ASL videos that are created for social media or the internet must include features that support ease of understanding, which fosters improved knowledge and more accurate perceptions. Information in ASL disseminated through other sources (such as television and the news) must also be clear and accessible to the whole DHH community.
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Abstract

Background: Lockdowns and shelter-in-place orders during COVID-19 have accelerated the adoption of remote and virtual care (RVC) models, potentially including telehealth, telemedicine, and internet-based electronic physician visits (e-visits) for remote consultation, diagnosis, and care, deterring small health care businesses including clinics, physician offices, and pharmacies from aligning resources and operations to new RVC realities. Current perceptions of small health care businesses toward remote care, particularly perceptions of whether RVC adoption will synergistically improve business sustainability, would highlight the pros and cons of rapidly adopting RVC technology among policy makers.

Objective: This study aimed to assess the perceptions of small health care businesses regarding the impact of RVC on their business sustainability during COVID-19, gauge their perceptions of their current levels of adoption of and satisfaction with RVC models and analyze how well that aligns with their perceptions of the current business scenario (SCBS), and determine whether these perceptions influence their view of their midterm sustainability (SUST).

Methods: We randomly sampled small clinics, physician offices, and pharmacies across Colorado and sought assistance from a consulting firm to collect survey data in July 2020. Focal estimated study effects were compared across the three groups of small businesses to draw several insights.

Results: In total, 270 respondents, including 82 clinics, 99 small physician offices, and 89 pharmacies, across Colorado were included. SRVC and SCBS had direct, significant, and positive effects on SUST. However, we investigated the effect of the interaction between SRVC and SCBS to determine whether RVC adoption aligns with their perceptions of the current business scenario and whether this interaction impacts their perception of business sustainability. Effects differed among the three groups. The interaction term SRVC×SCBS was significant and positive for clinics (P=.02), significant and negative for physician offices (P=.05), and not significant for pharmacies (P=.76). These variations indicate that while clinics positively perceived RVC alignment with the current business scenario, the opposite held true for small physician offices.

Conclusions: As COVID-19 continues to spread worldwide and RVC adoption progresses rapidly, it is critical to understand the impact of RVC on small health care businesses and their perceptions of long-term survival. Small physician practices cannot harness RVC developments and, in contrast with clinics, consider it incompatible with business survival during and after COVID-19. If small health care firms cannot compete with RVC (or synergistically integrate RVC platforms into their current business practices) and eventually become nonoperational, the resulting damage to traditional health care services may be severe, particularly for critical care delivery and other important services that RVC cannot effectively replace. Our results have implications for public policy decisions such as incentive-aligned models, policy-initiated incentives, and payer-based strategies for improved alignment between RVC and existing models.

(J Med Internet Res 2021;23(2):e23658) doi:10.2196/23658
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Introduction

This study assessed the perceptions of small health care business owners toward remote and virtual care (RVC) services, which include telemedicine, telehealth, electronic physician visits, and internet-mediated communications and have become increasingly prevalent during COVID-19 with lockdowns, shelter-in-place orders, and other social distancing measures [1-4], effectively restricting patient access to in-person care. Consequently, in-person care–based small businesses have been severely impacted.

Hospitals and health systems are currently attempting to modify their care delivery methods in response to COVID-19. They have used various measures, such as discontinuing all elective procedures, converting ambulatory surgery suites to intensive care units, and moving a large portion of their supply offline to generate capacity in the event that the volume of patients with COVID-19 exceeds the projected volume. However, while hospitals and health systems have received financial incentives from the Federal Emergency Management Agency during COVID-19, no such incentives have been provided to the more than half a million small health care businesses, clinics, physician offices, blood banks, laboratories, and pharmacies, which form the traditional core of the health care ecosystem in the United States [5,6]. Consequently, many of these traditional small businesses have been experiencing considerable financial distress.

Over the past two decades, the health care industry had experienced a significant influx of entrepreneurs intending to capitalize on the country’s expanding health care expenditures, which amount for almost 20% of the gross domestic product, with an average of 5.5% growth projected through 2026 [7]. These entrepreneurs have often found themselves in a position of “doing good” as they provided much-needed services for the aging, ill, and disabled population at convenient locations. With the recent increase in the need for drug and substance abuse services and recent advancements in medical and technological treatments, they have entered a valuable niche in the health care market. Considering this trend in the health care industry, a plethora of businesses have been operating in the United States under the umbrella term of “clinics” to cater to the differing needs of care of the population. These clinics have been providing affordable care in areas such as physical and occupational therapy, diabetes care, kidney care, drug treatment, and rehabilitation centers, alternate medicine, hearing aid clinics, imaging centers, and nutrition or dietician services [8,9].

Similarly, small physician offices (ie, those with <5 physicians) constituted a significant component of the US health care system, garnering 54.5% of the total of 883.7 million visits to physician offices in 2016 [10]. Press reports reveal that small physician offices are under distress during COVID-19, and that “that won’t pay the light bill or the rent” [11], even though they note that these businesses are ready to respond to the challenge and provide care during the pandemic if they can receive incentives to stay operational.

Independent pharmacies in the United States have also been recently struggling, with their market share declining by approximately 10% in the last decade, although they still account for 35% of all retail pharmacies and a US $77.6 billion market share in 2017 [12]. Recent efforts to enhance price transparency have alleviated the “gag clauses,” which have served as a primary contributor to high out-of-pocket expenditures for drugs for patients [13,14] and have also resulted in a commensurate reduction in profit margins for some of those pharmacies. Stricter regulatory control has decreased the availability of over-the-counter medication now rather than a decade ago. Furthermore, physicians affiliated with health systems often electronically prescribe medication to be obtained from large pharmacy chains affiliated with the health care system, which have proliferated wider than before and are reportedly diverting large chunks of revenue from small, independently owned pharmacies [15].

Considering the lockdowns and shelter-in-place directives during the pandemic, consumers not only have greater access to web-based physician consultations but also have patronized online pharmacies [16]. Consequently, traditional pharmacies are losing their market share, leading to severe financial strain on them [17]. Indeed, more than half of the independent pharmacy owners are experiencing a negative revenue influx [18], with fewer individuals visiting stores [19]. Unlike large pharmaceutical companies, small pharmacies have also struggled to embrace the emerging RVC models and be sustainable, and this remains a concern [20].

This leads to the question of why these small businesses do not adopt RVC. We offer several conjectures to answer this question. First, RVC might be perceived as a temporary phenomenon, which could decline post COVID-19 because an online consultation cannot effectively replace an in-person consultation in many circumstances. Second, there may be a genuine fear that resource limitations may inhibit the ability of these small businesses to adopt RVC, and this may deter their sustained survival. Costs associated with digital infrastructure investment, platforms, connections, training, test runs, and scheduling services may be perceived as prohibitive. Third, whether organizations and insurance companies can reimburse RVC models remains a concern. Finally, assessment of the costs and benefits of adopting an RVC model can be difficult. The potentially expensive and arduous process of adopting an RVC model remains a major task, and there is no clarity on whether all patients and organizations would eventually transition to these models. Maintaining a brick-and-mortar store along with the RVC may be costly and overwhelming to these small business entities.

Small businesses can certainly benefit from integrating RVC processes into their existing business operations. Consumers, both on the demand and supply sides of care, are familiar with
the use of cell phones, video chat platforms, text messaging, and cloud-based communication; hence, they can adopt a digital care platform without adequate training. Further, RVC models help overcome physical barriers, thereby increasing the reach of small businesses (and competition) to a much larger geographic area. Data collected by RVC systems may help identify how small firms may gain more business, connect patients with specialists in just-in-time mode, and improve branding.

This study aims to address these issues through a perceptual survey of small physician-owned businesses, clinics, and pharmacies. We sought to determine whether the owners of these businesses view RVC as a threat, whether they consider themselves capable of integrating the many opportunities accompanying RVC with their existing business model, and whether they fear midterm survival in the wake of RVC.

To answer these questions, we propose three conjectures based on our expectation that clinics, as opposed to small physician-owned businesses and pharmacies, will be better able to realize and leverage the value proposition of RVC because many clinics are affiliated with larger organizations that already have established digital platforms. Some of these may be retail or franchise establishments, perhaps connected to a larger health care system or hospital, which renders them more likely to be able to leverage the organization’s existing RVC or other digital platforms to their benefit to a larger extent than independent physician-owned businesses or pharmacies. Our conjectures are the following:

1. Small clinic owners will perceive value in aligning opportunities accompanying RVC models with their current business practices.
2. Small physician offices will not perceive value in aligning opportunities accompanying RVC models with their current business practices.
3. Small and independent pharmacy owners will not perceive value in aligning opportunities accompanying RVC models with their current business practices.

Methods

Recruitment

We conducted a focus group study with 8 health care experts via Zoom; they comprised 4 entrepreneurs familiar with the health care environment in Colorado, 2 physicians, and 2 executive health faculty members. The discussion centered around the impact of RVC on the sustainability of small physician offices, clinics, and pharmacies during COVID-19. The experts generally supported the notion that RVC adoption is posing a challenge to small health care businesses. As conjectured, the experts believed that clinics, by their scale and scope, would likely not only benefit from but also be able to rapidly integrate RVC into their business practices, more so than physicians and pharmacies. Furthermore, the experts believed that physician offices are most likely to directly compete with, and hence be threatened by, RVC. Clinics often provide in-person consultations; therefore, the focus group speculated that RVC was not a major direct threat to their sustainability as it was for physician offices. Furthermore, the experts speculated that small local pharmacies would be negatively impacted during COVID-19 and that consumers would increasingly tend to visit online pharmacies, thereby avoiding waiting in line at physical locations that may increase the risk of infection. To investigate whether these opinions were reflective of health care businesses in Colorado, our study was aimed at empirically validating these presumptions, using a scientifically collected sample of small health care businesses in Colorado.

Data Collection

Considering the time sensitivity of this study, we solicited a professional consulting firm for data collection. The consulting firm sampled 445 small health care businesses in Colorado (135 clinics, 141 physician offices, and 169 pharmacies) through an opt-in approach during June-July 2020. Of these, 282 firms responded to the survey. In total, 12 observations were excluded owing to missing responses, resulting in a final sample size 270 businesses consisting of 82 clinics, 99 physician offices, and 89 pharmacies. The identities of the respondents were not disclosed.

The survey instrument used to collect the data is presented in Table 1. Questions regarding the current sustainability of the business in the subsequent 1-3 years were asked to the survey participants. Furthermore, satisfaction with the current state of the business and current remote care practices, if any, adopted by the business were measured. The survey was brief and succinct, taking only 5 minutes to complete, addressing only critical research questions and eliciting realistic responses.

The survey instrument, consisting of only 11 questions, was piloted with a sample of 22 respondents, leading to minor adjustments to a few items. Responses were coded, validated, and analyzed using STATA (version 14.2, StataCorp).

https://www.jmir.org/2021/2/e23658
Table 1. Survey questionnaire and coding scheme.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Questionnaire items</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sustainability of the physician office, clinic, or pharmacy (SUST)</td>
<td>Business owner’s perception of practice or business survival in the near future.</td>
<td>At an overall level, to what extent do you feel your clinic/practice/pharmacy is sustainable, considering the current COVID-19 scenario, in a span of the next 1-3 years?</td>
<td>Scale: 1 (least confident) to 5 (very confident)</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction with the current business scenario (SBCS)</td>
<td>Business owner’s satisfaction with the current practice and/or business scenario during COVID-19.</td>
<td>Questions: to what extent are you currently [during COVID-19 situation] satisfied with: (1) the overall clinic/practice/pharmacy relevant business scenario, situated across your city/town/county, (2) the current method of practice or business operations, and (3) the quality of day-to-day business transactions?</td>
<td>Scale: 1 (very dissatisfied) to 5 (very satisfied); Cronbach α=.79</td>
</tr>
<tr>
<td>Satisfaction with remote and virtual care models (including telemedicine, telehealth, and e-visits) (SRVC)</td>
<td>Business owner’s satisfaction with the current (during COVID-19) remote care (telemedicine, telehealth, remote consulting, and e-visit provisions) provided by your clinic/practice/pharmacy.</td>
<td>Questions: to what extent are you currently (during COVID-19 situation) satisfied with the provisions and operations in your organization relevant to: (1) remote care, (2) telehealth and telemedicine, and (3) remote consulting and e-visits?</td>
<td>Scale: 1 (very dissatisfied) to 5 (very satisfied); Cronbach α=.82</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (AGE)</td>
<td>Age of the owner</td>
<td>My age is_________.</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Gender (GEN)</td>
<td>Gender of the owner</td>
<td>I am: (a) male and (b) female</td>
<td>N/A</td>
</tr>
<tr>
<td>Income (INC)</td>
<td>Net income of the owner from the business</td>
<td>My annual income from the clinic/practice/pharmacy relevant business: (1) less than US $50,000, (2) US $50,000-US $100,000, (3) US $100,000-US $200,000, (4) US $200,000-US $300,000, (5) US $300,000-US $500,000, (6) US $500,000-US $750,000, (7) US $750,000-US $1,000,000, and (8) higher than US $1,000,000.</td>
<td>N/A</td>
</tr>
<tr>
<td>Education (EDU)</td>
<td>Education of the owner</td>
<td>My education is: 1=illiterate, 2=up to middle school, 3=up to high school, 5=some college, 6=undergraduate level, and 7=graduate and above.</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Sample Descriptors and Demographics**

Table 2 shows the descriptive statistics and pairwise correlations among the key variables. Most of the owners (mean 3.09, SD 0.6) believe that their business is on the verge of being sustainable, notwithstanding certain concerns. Owner satisfaction with the current business scenario was moderate to high (mean 3.16, SD 0.67). In contrast, owner satisfaction with remote care was low (mean 2.87, SD 0.76), probably owing to the unpreparedness and uncertainties associated with the delivery and rendering of remote care channels and options.

Of the 270 respondent business owners and chief executives, 229 (85%) identified as male. Respondent ages varied from 25-60 years, with 122 (45%) participants aged 25-35 years, 31 (12%) participants aged 35-45 years, 115 (43%) participants aged 45-55 years, and only 2 (0.01%) participants aged 55-60 years.

Further, 26 (10%) participants reported that they earned less than US $50,000 annually, 34 (13%) earned between US $50,000-US $100,000, 90 (33%) earned between US $100,000-US $200,000, 16 (6%) earned between US $200,000-US $300,000, 13 (5%) earned between US $300,000-US $500,000, 10 (4%) earned between US $500,000-US $750,000, 19 (7%) earned more than US $1,000,000.

In addition, 1 (0.4%) participant reported having no education, 1 (0.4%) participant had 4 years of schooling, 4 (1.5%) participants had middle school education, 18 (7%) participants had high school education, 34 (13%) participants had some college education, 112 (42%) participants had an undergraduate degree, and 100 (37%) participants had graduate-level or higher education.
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Cronbach (Table 1). The items had high internal consistency with a .82 and a variable response of 3.16 (SD 0.67) (Table 2).

Study Variables

We used a dependent variable reflecting the owner’s perception of the business sustainability of physician offices, clinics, or pharmacies in the near future (SUST). This variable was measured using a single-item question. On average, SUST had a mean score of 3.09 (SD 0.6) of 5, indicating that most businesses are somewhat confident in remaining sustainable (Table 2).

Two independent variables were of interest in this study. First, the independent variable of satisfaction with the current business scenario (SCBS) measured the owner’s satisfaction with the current practice or the business scenario during COVID-19. This variable was operationalized with three questions on the business scenario across the city/town/county, the current ways of practice or business operations, and the quality of day-to-day business transactions during the pandemic. The internal consistency of the items was high, as reflected by their Cronbach α of .79 and a variable response of 3.16 (SD 0.67) (Table 2).

Second, the satisfaction with RVC (SRVC) models indicated the owner’s or chief executive’s satisfaction with current remote care (telemedicine, telehealth, remote consulting, and e-visit provisions) provided by their clinics, practice offices, or pharmacies. This variable was operationalized with using three questions on the provisions and aligned operations in the clinic, physician office, or pharmacy relevant to remote care, telehealth, and telemedicine, and remote consulting during COVID-19 (Table 1). The items had high internal consistency with a Cronbach α of .82 and a variable response of 2.87 (SD 0.76) (Table 2).

We were particularly interested in exploring how owners perceived the importance of remote care to remain competitive and mitigate concerns relevant to their current business scenario during COVID-19. To explore this, we established an interaction variable multiplying SCBS and SRVC (SCBS×SRVC), which was used in the models to reflect the net effect of satisfaction with the current business and existing remote care provisions on perceptions of business sustainability.

In addition to these key variables of interest, a limited set of control variables such as age, gender, income, and education were included to account for potential counterfactual explanations relevant to our models.

Econometric Analysis

The empirical model used herein analyzed the impact of owners’ perceptions of their current business scenario and their ensuing use of remote care systems on the perceived sustainability of their small businesses. We used an ordinary least square estimation as follows:

\[ Y[SUST]_i = \beta_0 + \beta_1 SCBS_i + \beta_2 SRVC_i + \beta_3 SCBS_i \times SRVC_i + Controls_i + \epsilon_i \]  

where \( Y \) is the dependent variable; \( \beta_0, \beta_1, \beta_2, \) and \( \beta_3 \) are the parameter coefficients; and \( \epsilon \) is the disturbance associated with each observation. We estimated this model for all businesses in our sample and then separately for the subsamples of clinics, physician offices, and pharmacies.

Results

Table 3 presents the estimation results obtained using equation (1) and summarizes the estimates for the entire sample and individually for clinics, physician offices, and pharmacies.

We found that both SCBS and SRVC variables have significant, positive direct effects on SUST, which indicates that the effort invested in the current situation and in adopting remote care systems influenced the sustainability of the businesses as perceived by the owners. However, this study aimed to investigate whether remote care provision was perceived as adequate in the current business scenarios to influence business sustainability. Accordingly, the coefficients of the interaction variable SCBS×SRVC were further analyzed.

Table 2. Summary statistics and pairwise correlations among variables (N=270).

<table>
<thead>
<tr>
<th>#</th>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SUST(^a)</td>
<td>3.09 (0.60)</td>
<td>1</td>
<td>4</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SCBS(^b)</td>
<td>3.16 (0.67)</td>
<td>1</td>
<td>4</td>
<td>0.52</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>SRVC(^c)</td>
<td>2.87 (0.76)</td>
<td>1</td>
<td>4</td>
<td>0.48</td>
<td>0.31</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Age</td>
<td>37.45 (8.37)</td>
<td>25</td>
<td>60</td>
<td>0.02</td>
<td>0.07</td>
<td>0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Gender</td>
<td>0.85 (0.36)</td>
<td>0</td>
<td>1</td>
<td>0.08</td>
<td>0.03</td>
<td>0.05</td>
<td>0.03</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>INC(^d)</td>
<td>4.67 (1.82)</td>
<td>2</td>
<td>8</td>
<td>−0.13</td>
<td>−0.14</td>
<td>−0.03</td>
<td>0.03</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>EDU(^e)</td>
<td>6.03 (1.02)</td>
<td>1</td>
<td>7</td>
<td>−0.14</td>
<td>−0.10</td>
<td>−0.05</td>
<td>−0.14</td>
<td>0.07</td>
<td>0.17</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\(^a\)SUST: sustainability of the physician office, clinic, or pharmacy.
\(^b\)SCBS: satisfaction with the current business scenario.
\(^c\)SRVC: satisfaction with remote and virtual care models (including telemedicine telehealth and e-visits).
\(^d\)INC: income.
\(^e\)EDU: education.
### Table 3. Estimation results (N=270).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Clinics</th>
<th>Physician offices</th>
<th>Pharmacies</th>
<th>Full sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUSTa</td>
<td>P value</td>
<td>SUST</td>
<td>P value</td>
</tr>
<tr>
<td>SCBSb, mean (SE)</td>
<td>0.556 (0.094)</td>
<td>&lt;.001</td>
<td>0.187 (0.097)</td>
<td>.06</td>
</tr>
<tr>
<td>SRVCc, mean (SE)</td>
<td>0.235 (0.070)</td>
<td>.001</td>
<td>0.159 (0.076)</td>
<td>.04</td>
</tr>
<tr>
<td>SCBS×SRVC, mean (SE)</td>
<td>0.274 (0.110)</td>
<td>.02</td>
<td>-0.182 (0.092)</td>
<td>.05</td>
</tr>
<tr>
<td>Age, mean (SE)</td>
<td>0.000 (0.006)</td>
<td>.95</td>
<td>-0.000 (0.007)</td>
<td>.94</td>
</tr>
<tr>
<td>Gender, mean (SE)</td>
<td>-0.028 (0.175)</td>
<td>.87</td>
<td>0.141 (0.137)</td>
<td>.31</td>
</tr>
<tr>
<td>Income, mean (SE)</td>
<td>-0.027 (0.092)</td>
<td>.77</td>
<td>-0.029 (0.024)</td>
<td>.23</td>
</tr>
<tr>
<td>Education, mean (SE)</td>
<td>-0.059 (0.053)</td>
<td>.27</td>
<td>-0.037 (0.051)</td>
<td>.47</td>
</tr>
<tr>
<td>Constant, mean (SE)</td>
<td>3.721 (0.569)</td>
<td>&lt;.001</td>
<td>3.331 (0.461)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Observations, n</td>
<td>82 N/Ad</td>
<td>99 N/A</td>
<td>89 N/A</td>
<td>270 N/A</td>
</tr>
<tr>
<td>$r^2$</td>
<td>0.477 N/A</td>
<td>0.329 N/A</td>
<td>0.492 N/A</td>
<td>0.393 N/A</td>
</tr>
<tr>
<td>Adjusted $r^2$</td>
<td>0.427 N/A</td>
<td>0.278 N/A</td>
<td>0.448 N/A</td>
<td>0.377 N/A</td>
</tr>
<tr>
<td>$F$ test (df)</td>
<td>9.638 (7)</td>
<td>N/A</td>
<td>6.383 (7)</td>
<td>11.200 (7)</td>
</tr>
<tr>
<td>Prob&gt;F</td>
<td>0.000 N/A</td>
<td>0.000 N/A</td>
<td>0.000 N/A</td>
<td>0.000 N/A</td>
</tr>
</tbody>
</table>

aSUST: sustainability of the physician office, clinic, or pharmacy.
bSCBS: satisfaction with the current business scenario.
cSRVC: satisfaction with remote and virtual care models (including telemedicine telehealth and e-visits).
dN/A: not applicable.

First, we found that for clinics, the estimation coefficient was positive and significant (β=.274; P=.02). This finding indicated a positive interaction between the current business scenario and the adoption of remote care platforms, reflecting higher perceived business sustainability. Second, for physician offices, the opposite trend was observed, in that the estimation coefficient was negative and significant (β=−.182; P=.05). This finding indicates a negative interaction between their satisfaction with RVC and their satisfaction with their current business scenario, reflecting lower future sustainability of their businesses. Third, for pharmacies, the estimation coefficient was not significant (β=.026; P=.76). This finding indicates that pharmacy owners did not perceive the interaction between their satisfaction of remote care platforms and the current business scenario to be associated with the sustainability of their businesses. Finally, the estimation coefficient of SCBS×SRVC of the complete sample was not significant (P=.83), probably owing to an aggregation of positive and negative interactions across the subsamples.

### Discussion

#### Practice and Policy Implications of the Findings

RVC adoption (ie, telemedicine, telehealth, e-visits, and similar internet-enabled treatment options) has grown significantly during COVID-19. RVC fulfills a widespread patient-centric need for access to services of the US health care sector, which is likely to be a high-growth sector in the near future. The growth of RVC has impacted traditional small health care businesses that have traditionally relied on in-person care and serve a local geographic area. Our study was aimed at measuring the perceptions of RVC of these small business owners and determining whether they believe that RVC would threaten their survival or sustainability or, in contrast, if they perceived RVC as a growth opportunity.

Our study assessed the perceptions of three categories of health care providers: physician offices, clinics, and pharmacies. We found that clinic owners were most likely to believe that their adoption of the RVC model interacted positively with their perception of the current business scenario, which, in turn, led to a more positive perception of their business sustainability over the subsequent 1-3 years. In other words, their satisfaction with the RVC model was synergistic with their satisfaction with
current business practices, and this was associated with a more optimistic opinion of the firm’s midterm business survival. These findings may be certainly moderated by the type of clinic in question. A majority of clinics, such as physical therapy businesses, imaging services, or diabetes care centers that depend on in-person visits, may not perceive RVC as a direct threat. For them, adoption of a digital platform, particularly to enhance efficiency, customer service, and information provision, may complement their services and extend their reach to a younger, more digitally savvy audience.

However, this was not the case with physician offices. The interaction between their satisfaction with the current business scenario and RVC was negative, resulting in a lower perception of their firm’s midterm sustainability. In other words, these business owners speculated that RVC, when combined with the existing business scenario, was negatively associated with their likely midterm survival. While the interaction between their perception of the current business scenario and RVC was negative for pharmacies as well, the coefficient was nonsignificant, suggesting that pharmacies did not consider their satisfaction with RVC and the current business scenario to impact their business’s midterm sustainability.

Overall, clinics perceived RVC and the current business scenario to be positively associated with business sustainability. In contrast, physician offices speculated that RVC adoption along with the current in-person business scenario was negatively associated with their business’s midterm survival.

Many of these small businesses do not qualify for financial assistance from the Federal Emergency Management Agency during COVID-19, and this has significantly, albeit temporarily, decelerated business operations during the pandemic and caused them financial distress. Furthermore, their inability to rapidly adopt a satisfactory and synergistic RVC model to atone for the loss of traditional customers further aggravated this problem. The recent policy-level incentive to render RVC models a permanent provision in the US health care system, without considering the opinions and realities of small health care businesses (which are the backbone of the traditional health care delivery system), seems myopic. RVC cannot replace traditional in-person health care provision in all circumstances, and if physician offices and other small health care businesses cannot survive the competition posed by the RVC model, the results could lead to a marked deficit in critical care. Hence, new technologies should be adopted in a nuanced manner, with policy-level support for these small businesses, thus laying the foundation for gradual and progressive RVC adoption [18].

Certain other issues also need careful policy restructuring: (1) linking insurance payments and payor guarantees to encourage small businesses to adopt the RVC model; (2) developing creative, new consumer-centric models in this context; (3) ensuring affordable RVC platforms for small businesses with reliable technological and infrastructural logistics to ensure that remote care is error-free and of the highest quality; and (4) integrating RVC models with traditional brick-and-mortar health care models that have been established in accordance with the high-touch concept. If remote RVC technology can complement and not compete with in-person treatment models, such a system would have a high combined efficiency. For instance, technologies such as remote patient monitoring and vital reading systems can help improve the impact of traditional systems.

A related implication is to prepare current and next-generation patients and care providers to embrace RVC-related changes that have not been and are not a part of the curriculum in medical or business schools. Medical practitioners may not be good business persons and vice versa. Small physician offices have been particularly faced with this conundrum while facing several regulatory and practice-level changes, which were not a part of their curriculum. Advancements in RVC involve artificial intelligence, machine learning, data science, and above all, a set of customer-oriented, internet-based patient communication and payment or profit models, which need both medical and business skills. The future curriculum should foster the acquisition of business knowledge and skills.

Conclusions
The rapid spread of COVID-19 has yielded unprecedented challenges. Simultaneously, it has helped to rapidly accelerate the adoption of RVC models. RVC serves as a starting point for several innovations that would potentially modify the existing care models and, when used carefully, may lead to a synergistic mixed model of in-person and internet-based care provision. However, our results show that RVC adoption may have progressed too rapidly, with small businesses struggling to integrate RVC technologies with their existing in-person platforms. Physician offices, in particular, are experiencing incompatibility between their current business models and RVC technologies and are concerned about the potential impact of RVC adoption on their midterm survival. If a significant proportion of brick-and-mortar physician offices become nonoperational, the collective impact of such a closure on the US health care system could be catastrophic. Hence, careful consideration of the adoption of RVC models (potentially including business education, government incentives, and support for small businesses) is vital to the sustained adoption and functionality of RVC models. While it is clear that the future of health care depends on these transformative models, the complexity lies in managing these models with appropriate support, training, reimbursement, and incentive models for small businesses, while meeting the expectations and demands of patient-centric health care delivery.
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Abstract

Background: In April 2020, two independent clinical trials to assess SARS-CoV-2 prophylaxis strategies among health care workers were initiated at our hospital: MeCOVID (melatonin vs placebo) and EPICOS (tenofovir disoproxil/emtricitabine vs hydroxychloroquine vs combination therapy vs placebo).

Objective: This study aimed to evaluate the reasons why health care workers chose to participate in the MeCOVID and EPICOS trials, as well as why they chose one over the other.

Methods: Both trials were offered to health care workers through an internal news bulletin. After an initial screening visit, all subjects were asked to respond to a web-based survey.

Results: In the first month, 206 health care workers were screened and 160 were randomized. The survey participation was high at 73.3%. Health care workers cited “to contribute to scientific knowledge” (n=80, 53.0%), followed by “to avoid SARS-CoV-2 infection” (n=33, 21.9%) and “the interest to be tested for SARS-CoV-2” (n=28, 18.5%), as their primary reasons to participate in the trials. We observed significant differences in the expected personal benefits across physicians and nurses (P=.01). The vast majority of volunteers (n=202, 98.0%) selected the MeCOVID trial, their primary reason being their concern regarding adverse reactions to treatments in the EPICOS trial (n=102, 69.4%).

Conclusions: Health care workers’ reasons to participate in prophylaxis trials in an acute pandemic context appear to be driven largely by their desire to contribute to science and to gain health benefits. Safety outweighed efficacy when choosing between the two clinical trials.

(J Med Internet Res 2021;23(2):e23441) doi:10.2196/23441
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**Introduction**

Therapeutic and phase I clinical studies have primarily focused on motivations for participating in clinical trials. However, limited information is available regarding subjects’ motivators to participate in prophylaxis trials in an acute pandemic context, with particular reference to COVID-19, especially in Western countries. In this setting, when several trials compete in recruiting participants from the same center, the participants’ reasons for choosing one trial over the other can be very relevant.

Currently, no pre-exposure prophylaxis therapy has been approved for COVID-19, but numerous clinical trials have been initiated in Europe and the United States, most of them assessing the potential of hydroxychloroquine as a prophylactic agent (eg, EudraCT-2020-001565-37, EudraCT-2020-001536-98, NCT04352946, NCT04354870, and NCT04328467) [1-5].

As of April 21, 2020, two independent clinical trials to assess COVID-19 prophylaxis strategies among health care workers have been initiated at the Clinical Trials Unit, La Paz University Hospital (Madrid, Spain): the MeCOVID trial (melatonin vs placebo; EudraCT-2020-001530-35) and the EPICOS trial (a four-arm clinical trial comparing the efficacy of tenofovir disoproxil/emtricitabine, hydroxychloroquine, combination therapy, and placebo; EudraCT-2020-001385-11).

This study aimed to evaluate the motivations among health care workers at our hospital to participate in COVID-19 prophylaxis trials and the reasons to select one of the two trials currently underway at our hospital.

**Methods**

A choice between the two clinical trials was offered to our hospital personnel through the internal news bulletin. All potential participants received the information regarding both clinical trials and had the opportunity to have any questions answered before choosing between the two studies. Their choices were not influenced by the team of investigators.

Participants were screened to their chosen trial. In both clinical trials, they underwent COVID-19 screening using a serologic rapid test (Orient Gene, Orient Gene Biotech; or Wondfo, Guangzhou Wondfo Biotech). All screened subjects were asked to complete a web-based survey after their screening visit.

The questionnaire consisted of 9 questions on participant demographics, professional designation and work site, knowledge of COVID-19, motivation to participate, reasons to choose one trial over the other, and treatment expectations (Multimedia Appendix 1).

The survey was administered as a Google form. An invitation email containing a link to the questionnaire was distributed among all screened volunteers. No reminder emails were sent to nonresponders. Participants’ responses were anonymized and maintained confidential in accordance with Google’s privacy policy.

Descriptive statistics including variables with percentage values were determined. We performed the Shapiro–Wilk test to determine whether age was normally distributed in our study population; accordingly, we rejected our null hypothesis in the test for normality ($P<.001$) and found that age was normally distributed.

Statistical analyses were performed using R software (version 3.6.3, The R Foundation). We analyzed differences between age and position using the Mann–Whitney $U$ test and between sex and position using the chi-square test. Furthermore, we performed the Fisher exact test to analyze differences in the responses of physicians and nurses.

**Results**

In the first month of recruitment, 206 health care workers were screened and 160 were randomized (MeCOVID: $n=156$, 97.5% and EPICOS: $n=4$, 2.5%). Volunteers selected the trial in which they wanted to participate, the vast majority ($n=202$, 98.0%) having selected the MeCOVID trial. Table 1 shows the distribution of survey outcomes in the sampling frame. Furthermore, Table 2 shows the main data and the survey findings stratified by designation (physicians vs nurses vs others).
<table>
<thead>
<tr>
<th>Questionnaire response status among health care workers</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Returned the questionnaire</strong></td>
<td></td>
</tr>
<tr>
<td>Complete</td>
<td>142 (68.9)</td>
</tr>
<tr>
<td>Partial or break-off with sufficient information(^a)</td>
<td>9 (4.4)</td>
</tr>
<tr>
<td><strong>Did not return the questionnaire (nonresponders)</strong></td>
<td>55 (26.7)</td>
</tr>
<tr>
<td>Logged in to survey but did not complete any items(^b)</td>
<td>16 (7.8)</td>
</tr>
<tr>
<td>Returned responses(^c)</td>
<td>29 (14.1)</td>
</tr>
<tr>
<td>Invitation returned undelivered(^d)</td>
<td>10 (4.8)</td>
</tr>
</tbody>
</table>

\(^a\)Registered for the survey and responded to almost all questions (maximum of 2 questions not answered).

\(^b\)Registered for the survey but returned no responses.

\(^c\)Remaining sample (participants remaining after excluding those who returned the questionnaires, those who logged in to survey but did not complete any items, and those for whom the invitation was returned undelivered.

\(^d\)Email invitation was returned undelivered. Email delivery failed owing to the use of an incorrect, outdated, or out-of-space email address.
Table 2. Main survey findings stratified by participant designation (N=151).

<table>
<thead>
<tr>
<th>Survey findings</th>
<th>Participant designation</th>
<th>Physicians (n=64)</th>
<th>Nurses (n=79)</th>
<th>Others (n=8)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Responder characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (males), n (%)</td>
<td></td>
<td>27 (42.2)</td>
<td>9 (11.4)</td>
<td>1 (12.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td></td>
<td>41 (31-51)</td>
<td>37 (29-46)</td>
<td>46 (31-56)</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Knowledge of COVID-19, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Expert</td>
<td></td>
<td>39 (60.9)</td>
<td>16 (20.2)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Basic</td>
<td></td>
<td>25 (39.1)</td>
<td>55 (69.6)</td>
<td>7 (87.5)</td>
<td></td>
</tr>
<tr>
<td>Some</td>
<td></td>
<td>0 (0)</td>
<td>7 (8.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>No knowledge</td>
<td></td>
<td>0 (0)</td>
<td>1 (1.3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Site of work, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Emergency department</td>
<td></td>
<td>8 (12.5)</td>
<td>16 (20.3)</td>
<td>6 (75.0)</td>
<td></td>
</tr>
<tr>
<td>Intensive care units</td>
<td></td>
<td>4 (6.3)</td>
<td>18 (22.8)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Hospitalization wards</td>
<td></td>
<td>31 (48.4)</td>
<td>26 (32.9)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>External offices/other</td>
<td></td>
<td>21 (32.8)</td>
<td>19 (24.0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Main motivators, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Scientific knowledge</td>
<td></td>
<td>31 (48.5)</td>
<td>42 (53.2)</td>
<td>7 (87.5)</td>
<td></td>
</tr>
<tr>
<td>To prevent SARS-CoV-2 infection</td>
<td></td>
<td>13 (20.3)</td>
<td>20 (25.3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>To have access to a SARS-CoV-2 rapid test</td>
<td></td>
<td>18 (28.1)</td>
<td>9 (11.4)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>2 (3.1)</td>
<td>8 (10.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>MeCOVID trial participants, n</strong></td>
<td></td>
<td>62</td>
<td>77</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td><strong>Reason to participate in the MeCOVID trial (multiple answer question), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adverse reactions to drugs in the EPICOS trial</td>
<td></td>
<td>53 (85.5)</td>
<td>49 (63.6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Melatonin being a sleep aid</td>
<td></td>
<td>6 (9.7)</td>
<td>17 (22.1)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Melatonin having a high efficacy</td>
<td></td>
<td>2 (3.2)</td>
<td>17 (22.1)</td>
<td>6 (75.0)</td>
<td></td>
</tr>
<tr>
<td>Contraindications regarding EPICOS drugs</td>
<td></td>
<td>1 (1.6)</td>
<td>4 (5.2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td></td>
<td>4 (6.5)</td>
<td>1 (1.3)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Expectations regarding the MeCOVID trial, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Drug efficacy and safety</td>
<td></td>
<td>26 (42.0)</td>
<td>50 (64.9)</td>
<td>8 (100)</td>
<td></td>
</tr>
<tr>
<td>Drug efficacy with adverse reactions</td>
<td></td>
<td>2 (3.2)</td>
<td>14 (18.2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>No drug efficacy and no adverse reactions</td>
<td></td>
<td>31 (50.0)</td>
<td>13 (16.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>No drug efficacy with adverse reactions</td>
<td></td>
<td>1 (1.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td></td>
<td>2 (3.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

aP values refer to differences between the responses of physicians and nurses. “Others” have been excluded from the analysis owing to their small sample size.

b“Nurses” includes nurse practitioners (n=54) and nursing assistants (n=25).

c“Others” includes laboratory technicians (n=2) and ancillary personnel (n=6).

In total, 56 (37.1%) participants reported having expert knowledge of COVID-19, of whom 39 (69.6%) were physicians, 16 (28.6%) were nurses, and 1 (1.8%) had another designation. The main motivation for many to participate in the trials was “to contribute to scientific knowledge” (n=80, 53.0%), followed by “to avoid SARS-CoV-2 infection” (n=33, 21.9%) and “the interest to be tested for SARS-CoV-2 by a serologic rapid test” (n=28, 18.5%) (Multimedia Appendix 2).

Regarding the expected personal benefits, we observed significant differences (P=.01) in the responses of physicians and nurses: the main expected benefit among physicians (n=18, 54.6%) was to gain access to SARS-CoV-2 rapid tests, while that among nurses (n=20, 62.5%) was to prevent SARS-CoV-2 infection (Multimedia Appendix 3).
Among the 147 subjects in the MeCOVID trial, the main motivation to participate was “the fear to present any toxicity related to EPICOS treatments” (n=102, 69.4%), while that among participants in the EPICOS trial was “the belief that hydroxychloroquine and tenofovir/emtricitabine might be more effective than melatonin to prevent SARS-CoV-2 infection” (n=2, 50%).

Again, we observed significant differences in the responses of physicians and nurses with respect to their reasons for selecting the MeCOVID trial. In total, 53 (85.5%) physicians and 49 (63.6%) nurses reported choosing the MeCOVID trial owing to adverse reactions to drugs used in the EPICOS trial. Conversely, 17 (22.1%) nurses and only 2 (3.2%) physicians preferred the MeCOVID trial to the EPICOS trial owing to the higher efficacy of melatonin, and 17 (22.1%) nurses and only 6 (9.7%) physicians reported the use of melatonin as a sleep aid (P<.001).

We had expected most participants (n=84, 57.1%) to favor the MeCOVID trial primarily because melatonin would be efficacious and safe, with 44 (29.9%) participants believing that although melatonin would not be efficacious, it would at least not lead to adverse reactions. Most participants (n=3, 75.0%) favoring the EPICOS trial expected the treatment to not only be efficacious but also to lead to some adverse reactions.

Discussion
Principal Findings
Prevention of SARS-CoV-2 transmission among health care workers is key to managing COVID-19 outbreaks. Although the precise number of COVID-19–infected health care workers is lacking, and studies have reported this infection rate to be 20% in Spain, approximately 10% in Italy and the United States, 6% in the Netherlands, and 3.8% in China [6]. Drug prophylaxis is one of the measures proposed to prevent SARS-CoV-2 infection among health care workers, and it is a priority to obtain strong evidence for this intervention.

This study evaluated the motivations among health care workers at our hospital to participate in 1 of 2 COVID-19 prophylaxis trials—MeCOVID and EPICOS—and their reasons to choose one trial over the other, given the different characteristics of these trials. Survey participation was high (n=151, 73.3%), with a response rate of approximately 70%. In our opinion, the reason for this is the use of a web-based survey, which was easy to respond to (taking only approximately 5 minutes to complete).

Empirical studies have reported that altruism and self-interest are the two primary motivations for participants to enroll in unpaid clinical trials. This holds good in various clinical situations, including participation in prophylaxis and vaccines trials, and in trials conducted at different geographical locations [7-10].

To our knowledge, this study is the first of its kind to be conducted in an acute pandemic context. Herein, the motivations of health care workers, who are aware of the severity and complications of COVID-19, to participate in the trials were similar to those reported in other clinical situations; that is, to contribute to science (n=80, 53%) and to gain personal benefits (n=71, 47%), and no significant differences were observed in the responses of physicians and nurses. However, the expected personal benefits were significantly different between physicians and nurses, with physicians being more interested in gaining access to SARS-CoV-2 rapid tests and nurses expecting to prevent SARS-CoV-2 infection. Such a combination of motivators has also been reported among subjects participating in HIV prophylaxis trials and Ebola vaccine trials [11-14].

A major reason for participants to choose one trial over the other in this study was the fear of adverse reactions to drugs used in the EPICOS trial; hence, two-thirds of the volunteers opted to participate in the MeCOVID trial. Our volunteers seemed to participate in the MeCOVID trial because they perceived it as less risky (they opted for this trial despite one-third volunteers not expecting any treatment efficacy). Furthermore, the reasons to participate in the MeCOVID trial were significantly different between physicians and nurses, with physicians being more concerned about adverse drug reactions.

Strengths and Limitations
Although our study has a large sample and a high survey participation rate, it has some limitations of note. There are some biases in our study: a selection bias owing to the single-center study design and a low participation rate in the EPICOS trial (n=4, 2.5%). However, one of our study objectives was to evaluate motivations of health care workers to participate in COVID-19 prophylaxis trials independent of the trial selected. A large number of physicians and nurses participated in our survey, which enabled us to compare the responses between them. Another study limitation is that we could not precisely measure the reception of the survey via email. To be conservative and to estimate the survey participation rate, we have included the number of emailed individuals in the denominator.

Conclusions
Our results show that health care workers’ motivations to participate in prophylaxis trials in an acute pandemic context appear to be driven mostly by their desire to contribute to science and obtain some health benefits. When the opportunity to participate in various trials is offered, safety markedly outweighed efficacy among the participants. Most participants opted to participate in one study over the other for safety reasons, having selected the trial they perceived as less risky, even if they consider it less efficacious.
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Abstract

Background: Sending emergency messages via mobile phone text messaging can be a promising communication tool to rapidly disseminate information and promote preventive behavior among the public during epidemic outbreaks. The battle to overcome COVID-19 is not yet over; thus, it is essential that the public practices preventive measures to prevent the spread of COVID-19.

Objective: This study aimed to investigate the effectiveness of reading and obtaining information via emergency alert SMS text messages and their effects on the individual's practice of preventive behaviors during the early stages of the COVID-19 outbreak in South Korea.

Methods: A cross-sectional web-based survey comprising 990 participants was conducted over 3 days (March 25-27, 2020). A multivariable logistic regression analysis revealed the sociodemographic factors that might influence the behavior of reading emergency alert text messages. A hierarchical linear regression model estimated the associations between reading emergency alert text messages for each precautionary behavior practiced against COVID-19. Additionally, the indirect effects of reading the text messages on each precautionary behavior via psychological factors (ie, perceived risk and response efficacy) were calculated. All data were weighted according to the 2019 Korea census data.

Results: Overall, 49.2% (487/990) of the participants reported that they always read emergency alert text messages and visited the linked website to obtain more information. Factors such as female sex (odds ratio [OR] 1.68, 95% CI 1.28-2.21) and older age (30-39 years: OR 2.02, 95% CI 1.25-3.28; 40-49 years: OR 2.84, 95% CI 1.80-4.47; 50-59 years: OR 3.19, 95% CI 2.01-5.06; 60 years and above: OR 3.12, 95% CI 2.00-4.86 versus 18-29 years) were identified to be associated with a higher frequency of reading the text messages. Participants who always read the text messages practiced wearing facial masks ($\beta = .074$, $P = .01$) more frequently than those who did not. In terms of social distancing, participants who reported they always read the text messages avoided crowded places ($\beta = .078$, $P = .01$) and canceled or postponed social gatherings ($\beta = .103$, $P < .001$) more frequently than those who did not read the text messages. Furthermore, reading text messages directly and indirectly affected practicing precautionary behaviors, as the mediation effect of response efficacy between reading text messages and practicing preventive behaviors was significant.

Conclusions: Our findings suggest that emergency alert text messages sent to individuals' mobile phones are timely and effective strategies for encouraging preventive behavior in public. Sending emergency alert text messages to provide the public with accurate and reliable information could be positively considered by the health authorities, which might reduce the negative impact of infodemics.
Introduction

In recent years, mobile technology and text messages have emerged as a promising communication tool to rapidly disseminate information during several emergencies [1-3]. There is a widespread use of and access to smartphone and mobile devices, with mobile phone technology penetration at nearly 100% worldwide. South Korea has among the highest ownership percentages (94%) [4]. Their improved geolocation capacity and access to broadband and satellite communication infrastructure have enabled emergency alert SMS text messages to be sent to end users directly [5]. One of the attractive features of mobile text communication for emergency communication is the ability to target text messages to all phones in a specific location very quickly [6,7], making such communication highly efficient. Moreover, unlike some other media sources, readers can read, reread, and analyze the information provided via text messages [8]. A previous study in the United Kingdom suggests that a system that sends emergency messages via mobile phone text messaging would be generally well accepted by the public and likely to improve uptake of protective behaviors when combined with other approaches [9].

Table 1. Examples of emergency alert text messages sent to the public during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Sender and message contents (translated)</th>
<th>Date sent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Central governments (Central Disaster and Safety Countermeasures Headquarters of Korea)</strong></td>
<td>March 23, 2020</td>
</tr>
<tr>
<td>Join us for a “two-week stop” to protect your family and friends! Thank you for your dedication. [10]</td>
<td>March 23, 2020</td>
</tr>
<tr>
<td>Observe strict hygiene rules when caring for the elderly.</td>
<td>March 24, 2020</td>
</tr>
<tr>
<td>Even if you are apart, your heart is close. [11]</td>
<td></td>
</tr>
<tr>
<td><strong>Local governments</strong></td>
<td></td>
</tr>
<tr>
<td>Three additional COVID-19 confirmed cases occurred. An epidemiological investigation is currently underway, and the route of confirmed persons is scheduled to be released on the website after confirmation. (Seocho City Office)</td>
<td>March 13, 2020</td>
</tr>
<tr>
<td>Check the route of the 5th COVID-19 confirmed case of Jeollanam-do (Hwasan) on the county office’s website, and if the route overlaps, please consult with Jangseong Community Health Center (061-360-8333).</td>
<td>March 17, 2020</td>
</tr>
</tbody>
</table>

The battle to overcome COVID-19 is not yet over. Therefore, nonpharmaceutical interventions such as wearing facial masks and practicing social distancing are critical. Efforts to sustain and elevate these practices by the public are among the most important goals of public health authorities. Effective public health risk communication about the outbreak and guidance on how to respond can alleviate the negative impacts of the public health emergency and save lives [12]. There can be negative consequences if the public does not practice preventive behaviors quickly enough [13]. Thus, public health education and public health policies should be implemented so that “social learning,” which may be described as the collective effects of communication efforts, can take place since the public is one of the most critical stakeholders in combatting the outbreak [13,14].

Successful emergency communication is determined by how quickly or reliably a message can be disseminated and how people respond to the information they receive [15,16]. Emergency alert messages have no benefit unless the readers read the message and follow the provided guidelines. Therefore, understanding why people accept or resist responding to warning and alert messages is essential. Some researchers have proposed decision models that could harmoniously explain recipient behaviors in response to emergency alerts [17-20]. These models include protective action decision-making [18], protection motivation theory [20], person-relative-to-event theory [21], and the theory of planned behavior [17]. According to the protection motivation theory, threat appraisal depends on individual perceptions of disease severity (ie, evaluating the state of the environment and observing what happens to others) and the individual’s susceptibility. A coping appraisal is driven
by the efficacy belief, which comprises perceived response efficacy (i.e., the belief that the recommended behavior will protect) and self-efficacy (i.e., the ability to perform the recommended behavior). We examined two psychological concepts by adopting the protection motivation theory to explore preventive behaviors among individuals—perceived risk and response efficacy.

In this study, we investigated the effectiveness of reading and obtaining information from emergency alert text messages and their effects on the individual’s preventive behaviors during the COVID-19 outbreak in South Korea. First, we examined the extent to which people read the text messages and identified sociodemographic factors that contribute to this behavior.

**Figure 1.** Framework used in this study.

---

**Methods**

**Study Design and Sampling**

A cross-sectional web-based survey design was adopted to (1) evaluate preventive behaviors of the public and (2) assess whether they read emergency alert text messages during the COVID-19 pandemic, by using an anonymous questionnaire. The survey was conducted via a web-based platform developed by a research company called Korea Research. The company recruited respondents by sending survey invitations containing general information about the survey, such as its aim and consent statement via email or text messages, to registered survey panel members who met the inclusion criteria. The inclusion criteria were as follows: (1) aged 18 years or older, (2) a resident of South Korea, and (3) a Korean speaker.

The recruiting company sampled respondents using a proportional quota sampling process based on age, sex, and geographic region. The respondents were asked to provide electronic informed consent on the first page of the survey. Korea Research is responsible for protecting the confidentiality of the anonymous survey respondents. Over 1000 participants completed the surveys, of which 990 were included in the analysis after excluding incomplete responses. The participation rate was 62.5%, which is assumed to be acceptable for web-based surveys [27-29]. The present study protocol was reviewed and approved by the Institutional Review Board at Seoul National University (IRB No. 2003/002-005), Seoul, South Korea. All participants, upon enrollment, provided their informed consent. The data collection took place over 3 days (March 25-27, 2020), about 2 months after the Korea Centers for Disease Control and Prevention confirmed the first case of COVID-19 during the early stage of the pandemic and just before 10,000 confirmed cases had been reported (i.e., on April 3, 2020).

**Measurements**

**Dependent Variables**

Outcome variables were precautionary behaviors related to the threat of COVID-19. They were classified into one of two categories: (1) preventive measures (e.g., wearing facial masks and practicing hand hygiene) and (2) social distancing behaviors (e.g., avoiding crowded places and postponing or canceling social events). Participants self-reported the frequency of the actions they undertook during the previous week by using a 4-point Likert-type scale (1=never, 2=sometimes, 3=often, and 4=always).

**Independent Variables**

Whether the participants read COVID-19 emergency alert text messages was assessed by the following question: “Do you read the COVID-19 emergency alert text messages received?” Second, we determined whether the individuals responded to these messages by investigating the direct effect of reading text messages on practicing preventive behaviors. Finally, we examined whether the effect of reading text messages on practicing precautionary behaviors was mediated via psychological factors by investigating indirect effects through perceived risk of COVID-19 infection and response efficacy of each behavior. The framework of this study was constructed as shown in Figure 1. To our knowledge, most previous studies evaluating the effect of emergency alert text messages depended on behavioral intentions, mainly in hypothetical emergencies [9,22-24]. These previous studies are limited because behavioral intent in hypothetical situations may not accurately predict behavioral responses in actual situations [25,26].
Participants responded by choosing one of four options: “I never read the messages” (score=1); “I rarely read the messages” (score=2); “I read the messages occasionally and visit the linked website if necessary” (score=3); or “I always read the message and visit the linked site to get more information” (score=4). Participants who reported they never or rarely read these text messages were also asked why. They were then grouped into binary groups to reduce the likelihood of low content validity due to the survey item; these groups included two behaviors: reading the message and visiting the linked website. The binary groups consisted of (1) participants who always read the text messages and visited the linked website to get more information (score=4) and (2) those who do not (score=1 for “always” and score=0 for “otherwise”).

Among the psychological factors, perceived risk of COVID-19 infection comprised (1) perceived susceptibility, signifying an individual’s beliefs about their possibility of infection, and (2) perceived severity, signifying the seriousness of infection [30]. Participants were asked, “What do you think is the possibility of you contracting COVID-19 infection?” and “What do you think will be the severity if you are infected with COVID-19?” Responses were rated on a 5-point Likert-type scale, with responses ranging from “very low” (score=1), “neither low nor high” (score=3), to “very high” (score=5). To promote response efficacy, participants answered the question, “To what extent do you think the precautionary behavior is an effective way to reduce the risk of COVID-19 infection?” for each behavior examined in this study [31]. Their responses were rated on a 4-point Likert-type scale, ranging from “not at all” (score=1) to “extremely” (score=4).

Sociodemographic factors included sex (score=1 for male, score=2 for female), age, and the presence of children younger than elementary school age at home (score=1 for more than 1 child, score=0 for no children). We also assessed the participants’ education level (score=1 for middle school or below, score=2 for high school graduate, score=3 for college and above) and monthly household income reported in their local currency (ie, KRW: score=1 for below KRW 2 million [US $1800], score=2 for KRW 2-3.99 million [US $1800-3600], score=3 for KRW 4-5.99 million [US $3600-5400], and score=4 for KRW 6 million [US $5400] or above). We collected information about the participants’ occupation and whether they were employed, as well as the presence of underlying disease. We also asked the participants to report any diagnoses for the underlying diseases (eg, hypertension, dyslipidemia, diabetes, chronic cardiac disease, asthma, and cancer). We then grouped the participants based on with or without a diagnosis for one or more underlying diseases.

**Covariates**

Other measures associated with the exposure to COVID-19–related alert text messages in other information channels served as covariates in the hierarchical linear regression analysis. Media exposure was measured by the following question: “In the past week, how often did you use media every day to learn about the news?” with answers ranging from “never” (score=1) to “quite often” (score=4). Additionally, we measured the variable of obtaining COVID-19–related information. Participants rated the following questions on a 4-point Likert scale: “Did you actively search for information about COVID-19 during the last week?” with responses ranging from “never” (score=1) to “very often” (score=4).

**Statistical Analysis**

All data were weighted by age, sex, and geographic region distributions in South Korea, according to the Korean Statistical Information Service (2019) [32]. The sampling weights were provided by Korea Research, the company that conducted the survey, by using a random iterative method weighting process, in which each participant was assigned a single weight value. Sampling weights were incorporated into all analyses, and corresponding analytic methods were used. Sampling weights were based on all cases from the present study. Statistical analyses were conducted using R version 4.0.2 software (R Foundation for Statistical Computing). All quantitative variables are reported as absolute numbers with proportions (%) and mean values with SD.

The two groups for reading text messages included (1) those who always read and visited the linked website for more information and (2) those who did not. We measured group differences according to participants’ sociodemographic characteristics, psychological factors, and preventive behaviors, which were analyzed by a chi-square test or t test, as appropriate (Table 2). A multivariable logistic regression revealed which sociodemographic factors (eg, sex, age, educational level, monthly household income, employment status, presence of young children in the household, and presence of underlying disease) might influence emergency alert text message reading behavior.
Table 2. Characteristics of survey participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants (N=990)</th>
<th>Weighted* values (N=990)</th>
<th>Participants who read text messages</th>
<th>( P ) value&lt;sup&gt;b,c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Always (n=487)</td>
<td>Otherwise (n=503)</td>
</tr>
<tr>
<td>Sociodemographic factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>475 (47.9)</td>
<td>491 (49.6)</td>
<td>209 (42.8)</td>
<td>282 (56.1)</td>
</tr>
<tr>
<td>Female</td>
<td>515 (52)</td>
<td>499 (50.4)</td>
<td>278 (57.2)</td>
<td>221 (43.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.07 (14.8)</td>
<td>46.45 (15.1)</td>
<td>48.89 (14.0)</td>
<td>44.08 (15.6)</td>
</tr>
<tr>
<td>18-29, n (%)</td>
<td>159 (16.1)</td>
<td>176 (17.8)</td>
<td>52 (10.7)</td>
<td>124 (24.7)</td>
</tr>
<tr>
<td>30-39, n (%)</td>
<td>157 (15.9)</td>
<td>160 (16.2)</td>
<td>73 (15)</td>
<td>87 (17.3)</td>
</tr>
<tr>
<td>40-49, n (%)</td>
<td>197 (19.9)</td>
<td>192 (19.4)</td>
<td>103 (21.2)</td>
<td>89 (17.7)</td>
</tr>
<tr>
<td>50-59, n (%)</td>
<td>205 (20.7)</td>
<td>197 (19.9)</td>
<td>109 (22.4)</td>
<td>88 (17.5)</td>
</tr>
<tr>
<td>≥60, n (%)</td>
<td>272 (27.5)</td>
<td>264 (26.7)</td>
<td>150 (30.7)</td>
<td>115 (22.9)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school or below</td>
<td>28 (2.8)</td>
<td>29 (2.9)</td>
<td>11 (2.3)</td>
<td>18 (3.6)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>474 (47.9)</td>
<td>475 (48)</td>
<td>237 (48.7)</td>
<td>238 (47.3)</td>
</tr>
<tr>
<td>College and above</td>
<td>488 (49.3)</td>
<td>486 (49.1)</td>
<td>239 (49.1)</td>
<td>247 (49.1)</td>
</tr>
<tr>
<td>Monthly household income&lt;sup&gt;d&lt;/sup&gt; (million KRW), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>127 (12.8)</td>
<td>127 (12.9)</td>
<td>67 (13.8)</td>
<td>61 (12.1)</td>
</tr>
<tr>
<td>2-3.99</td>
<td>312 (31.5)</td>
<td>313 (31.6)</td>
<td>156 (32.1)</td>
<td>157 (31.2)</td>
</tr>
<tr>
<td>4-5.99</td>
<td>260 (26.3)</td>
<td>259 (26.2)</td>
<td>134 (27.6)</td>
<td>124 (24.7)</td>
</tr>
<tr>
<td>≥6</td>
<td>291 (29.4)</td>
<td>290 (29.3)</td>
<td>130 (26.5)</td>
<td>161 (32)</td>
</tr>
<tr>
<td>Occupation status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out of labor</td>
<td>387 (39.1)</td>
<td>387 (39.1)</td>
<td>287 (59.1)</td>
<td>314 (62.4)</td>
</tr>
<tr>
<td>Working</td>
<td>603 (60.9)</td>
<td>602 (60.9)</td>
<td>200 (40.9)</td>
<td>189 (37.6)</td>
</tr>
<tr>
<td>Presence of children, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>894 (90.3)</td>
<td>894 (90.3)</td>
<td>441 (90.6)</td>
<td>453 (90.1)</td>
</tr>
<tr>
<td>More than 1</td>
<td>96 (9.7)</td>
<td>96 (9.7)</td>
<td>46 (9.5)</td>
<td>50 (9.9)</td>
</tr>
<tr>
<td>Underlying disease, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>583 (58.9)</td>
<td>590 (59.7)</td>
<td>277 (57)</td>
<td>313 (62.2)</td>
</tr>
<tr>
<td>More than 1</td>
<td>407 (41.1)</td>
<td>399 (40.4)</td>
<td>210 (43)</td>
<td>190 (37.8)</td>
</tr>
<tr>
<td>Psychological factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived risk, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>2.63 (0.8)</td>
<td>2.62 (0.8)</td>
<td>2.62 (0.8)</td>
<td>2.63 (0.9)</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>3.68 (0.9)</td>
<td>3.68 (0.9)</td>
<td>3.72 (0.9)</td>
<td>3.63 (0.9)</td>
</tr>
<tr>
<td>Response efficacy, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing facial masks</td>
<td>3.69 (0.5)</td>
<td>3.69 (0.5)</td>
<td>3.76 (0.5)</td>
<td>3.62 (0.6)</td>
</tr>
<tr>
<td>Hand hygiene</td>
<td>3.78 (0.5)</td>
<td>3.77 (0.5)</td>
<td>3.83 (0.4)</td>
<td>3.72 (0.5)</td>
</tr>
<tr>
<td>Keeping away from crowded places</td>
<td>3.67 (0.6)</td>
<td>3.66 (0.58)</td>
<td>3.76 (0.5)</td>
<td>3.57 (0.6)</td>
</tr>
<tr>
<td>Cancelling or postponing social events</td>
<td>3.70 (0.6)</td>
<td>3.70 (0.6)</td>
<td>3.77 (0.5)</td>
<td>3.62 (0.6)</td>
</tr>
<tr>
<td>Practicing precautionary behavior (“always”), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>ab</sup> \( P \) values were calculated using chi-square test or Fisher’s exact test *<sup>b</sup> \( P \) values were calculated using t-test or MANOVA for analysis of sociodemographic factors **<sup>c</sup> \( P \) values were calculated using ANOVA test or MANOVA for analysis of psychological factors
Hierarchical linear regressions were computed to estimate the role of reading emergency alert text messages toward each precautionary behavior practiced against COVID-19 by sequentially adding predictors into 3 blocks within each model. To control for the effects of covariates on the dependent variables, sociodemographic factors (ie, sex, age, education level, income level, occupation status, presence of children, and underlying disease), media exposure, and obtaining information were entered into block 1 as potential confounding factors affecting each type of precautionary behavior. Psychological factors such as perceived susceptibility, perceived severity, and response efficacy of each behavior were entered into block 2 of each model. Because we were primarily interested in the effects of reading emergency alert text messages beyond these covariates, predictor variables were subsequently entered into block 3 of each model. To determine whether reading text messages resulted in any significant increment in the amount of variance explained in practicing each precautionary behavior, $F$ test statistics were evaluated to determine statistically significant $R^2$ changes in the explained variance (%) at each step of the analysis. Standardized β coefficients were examined for each variable, and variance inflation factor estimates for each hierarchical model were computed to ensure that tolerance estimates were below 0.10 and variance inflation factor estimates were less than 10.

Additionally, the indirect effects of reading the text messages on each precautionary behavior via psychological factors (ie, perceived risk and response efficacy) were calculated using PROCESS macro model 6 with 5000 bootstrap samples for SPSS (version 25; IBM Corp) [33]. The bias-corrected 95% CI values for each mediational path were obtained.

### Results

#### Characteristics of Survey Participants
Among the 990 participants, 491 (49.6%) were men and 499 (50.4%) were women, with a mean age of 46.45 (SD 15.05) years. Most participants had received at least some college education (486/990, 49.1%), followed by those with a high school education (475/990, 48%). The most common monthly household income was approximately KRW 2-3.99 million (US $1800-3600), followed by more than KRW 6 million (US $5400) and KRW 4-5.99 million (US $3600-5400). With regard to their occupation status, 60.9% (602/990) of the participants were working, and 39.1% (387/990) were out of labor. Moreover, 9.7% (96/990) of the participants had young children at home, and 40.4% (399/990) of the participants reported having more than one underlying disease (Table 2).

#### Psychological Factors and Precautionary Behaviors Related to COVID-19
Participants’ perceived risk of contracting COVID-19 infection was measured by a 5-point Likert scale, and the average perceived susceptibility was higher than “low” (score=2; mean 2.62, SD 0.84). Only 1.7% of the participants reported a perceived chance of infection as “very high” (score=5), and 8.7% of them reported it as “high” (score=4). The majority of participants (490/990, 49.5%) reported that their chance of infection was “neither high nor low.” The average perceived severity score was higher than the perceived susceptibility score, which was close to “high” (score=4; mean 3.68, SD 0.93). However, 42.3% of the participants reported perceived severity as “high” (score=4), and 18.7% of them reported it to be “very high” (score=5). With regard to response efficacy, which was measured on a 4-point Likert scale for the four precautionary behaviors, the response efficacy of practicing hand hygiene was the highest (mean 3.77, SD 0.49), followed by that of canceling or postponing social events (mean 3.70, SD 0.57), wearing facial masks (mean 3.69, SD 0.54), and avoiding crowded places (mean 3.66, SD 0.58), as shown in Table 2.

The most frequently practiced precautionary behavior was wearing a facial mask when outside, for which 76.8% (760/990) reported they “always” practiced the behavior. For hand hygiene, such as washing hands frequently and using hand sanitizers, 72.1% (714/990) reported they “always” practiced the behavior. With regard to social distancing behaviors, postponing or canceling social events was the most practiced behavior (628/990, 63.4% reporting “always”), followed by avoiding crowded places (571/990, 57.7% reporting “always”), as shown in Figure 2.
Reading Emergency Alert Text Messages

For reading COVID-19–related emergency alert text messages, 49.2% (487/990) of the participants reported they always read the message and visited the linked website to obtain more information. Additionally, 40.3% (399/990) of the participants reported they read the message occasionally and visited the linked website if necessary, 8.4% (83/990) reported they rarely read the message, and 1.9% (21/990) reported they never read the message. Among those who reported they rarely or never read the emergency alert text messages (n=104), most reported not reading the messages because they were “sent too often” (73/104, 70.2%), followed by those who reported “did not want to know the information“ (12/104, 11.5%) or “did not need the information” (9/104, 8.6%).

A multivariable logistic analysis was performed to examine the factors that influence reading emergency alert text messages. Reading text messages was positively associated with female sex (odds ratio [OR] 1.68, 95% CI 1.28-2.21; \( P < .001 \)) and older age (30-39 years: OR 2.02, 95% CI 1.25-3.28; \( P < .001 \); 40-49 years: OR 2.84, 95% CI 1.80-4.47; \( P < .001 \); 50-59 years: OR 3.19, 95% CI 2.01-5.06; \( P < .001 \); ≥60 years: OR 3.12, 95% CI 2.00-4.86; \( P < .001 \) versus 18-29 years). Men in their 20s comprised the primary sample group that ignored the emergency alert text messages (Table 3).
Table 3. Sociodemographic factors related to reading emergency alert text messages.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants who read text messages (Always=1, otherwise=0)</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.68</td>
<td>1.28-2.21</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>2.02</td>
<td>1.25-3.28</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>2.84</td>
<td>1.80-4.47</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>3.19</td>
<td>2.01-5.06</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>3.12</td>
<td>2.00-4.86</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school or below</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.91</td>
<td>0.83-4.36</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>College and above</td>
<td>2.10</td>
<td>0.91-4.88</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly household income (million KRW)</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3.99</td>
<td>0.89</td>
<td>0.57-1.38</td>
<td>.60</td>
<td></td>
</tr>
<tr>
<td>4-5.99</td>
<td>0.89</td>
<td>0.56-1.41</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>0.67</td>
<td>0.42-1.08</td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out of labor</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>0.94</td>
<td>0.69-1.27</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td><strong>Presence of children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 1</td>
<td>0.94</td>
<td>0.59-1.50</td>
<td>.79</td>
<td></td>
</tr>
<tr>
<td><strong>Underlying disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 1</td>
<td>0.95</td>
<td>0.71-1.27</td>
<td>.71</td>
<td></td>
</tr>
<tr>
<td>Cox-Snell R²</td>
<td>N/A</td>
<td>N/A</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Nagelkerke R²</td>
<td>N/A</td>
<td>N/A</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref: reference value.  
<sup>b</sup>A currency exchange conversion rate of KRW 1=US $ 0.00091 is applicable.  
<sup>c</sup>N/A: not applicable.

Factors Influencing Practicing Preventive Behaviors

Hierarchical linear regression models were used to test the association of factors influencing practicing preventive behaviors, including perceived risk and response efficacy, and reading emergency alert text messages (Table 4). For wearing facial masks, sociodemographic factors, media exposure, and information seeking (step 1) accounted for 7.4% of the variance and psychological factors (step 2) explained an additional 17.9% of the variance. Adding reading text messages as predictor variable (step 3) explained an additional 0.5% variance for the behavior wearing facial masks ($F_{975}=26.05$, $P<.001$). After adjusting for potentially confounding factors, reading text messages were found to be positively associated with wearing facial masks ($\beta=.108$, $P<.001$). Overall, the effect of response efficacy of practicing this behavior was found to be significant and the strongest ($\beta=.064$, $P=.048$) were also found to be significant.
Table 4. Influencing factors associated with practicing preventive behaviors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Wearing facial masks</th>
<th>Hand hygiene</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>βa</td>
<td>P value</td>
<td>βa</td>
</tr>
<tr>
<td>Sex</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−.086</td>
<td>.02</td>
</tr>
<tr>
<td>Education level</td>
<td>.026</td>
<td>.43</td>
</tr>
<tr>
<td>Monthly household income</td>
<td>−.004</td>
<td>.90</td>
</tr>
<tr>
<td>Occupation status</td>
<td>−.088</td>
<td>.008</td>
</tr>
<tr>
<td>Presence of children</td>
<td>−.004</td>
<td>.90</td>
</tr>
<tr>
<td>Underlying disease</td>
<td>−.037</td>
<td>.28</td>
</tr>
<tr>
<td>Media exposure</td>
<td>.048</td>
<td>.18</td>
</tr>
<tr>
<td>Information seeking</td>
<td>.086</td>
<td>.01</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>.003</td>
<td>.93</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>.03</td>
<td>.301</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>.436</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading text messages</td>
<td>.074</td>
<td>.01</td>
</tr>
<tr>
<td>R²</td>
<td>0.074</td>
<td>—</td>
</tr>
<tr>
<td>ΔR²</td>
<td>—</td>
<td>0.179</td>
</tr>
<tr>
<td>F (df)</td>
<td>8.677</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(979)</td>
<td></td>
</tr>
</tbody>
</table>

For hand hygiene, sociodemographic factors, media exposure, and information seeking (step 1) accounted for 7.4% of the variance and psychological factors (step 2) explained an additional 17.8% of the variance. Reading text messages (step 3) did not account for significant additional variance in practicing hand hygiene ($\Delta R^2=0.002$, $P=.90$; $F_{975}=25.618$, $P<.001$). Response efficacy ($\beta=.429$, $P<.001$) was found to be significantly associated among the psychological factors. Furthermore, the coefficient of always reading text messages was not significant to practicing hand hygiene.

In terms of the social distancing behavior of keeping away from crowded places, sociodemographic factors, media exposure, and information seeking (step 1) accounted for 5.6% of the variance. Adding psychological factors (step 2) explained an additional 8.9% of the variance. Reading text messages (step 3) explained an additional 0.5% of the variance ($F_{975}=13.253$, $P<.001$). Among psychological factors, only response efficacy was found to be associated with the behavior of avoiding crowded places ($\beta=.299$, $P<.001$). Reading emergency alert text messages had a significantly positive effect, and participants who reported they always read text messages were more likely to practice avoiding crowded places ($\beta=.078$, $P=.01$).

For the social distancing behavior of cancelling or postponing social gatherings, sociodemographic factors, media exposure, and information seeking (step 1) accounted for 3.7% of the variance, and psychological factors (step 2) explained an additional 9.6% of the variance. Adding reading text messages as predictor variable (step 3) explained an additional 0.9% of the variance in wearing facial masks ($F_{975}=12.425$, $P<.001$). After adjusting for potentially confounding factors, reading text messages was found to be positively associated with canceling or postponing social gatherings ($\beta=.103$, $P=.001$). The effect of response efficacy of practicing this behavior was significant and the strongest ($\beta=.306$, $P<.001$), as shown in Table 5.
Table 5. Influencing factors associated with practicing social distancing behaviors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Keeping away from crowded places</th>
<th>Canceling or postponing social events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Sex</td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td>Age (year)</td>
<td>.005</td>
<td>.89</td>
</tr>
<tr>
<td>Education level</td>
<td>.029</td>
<td>.38</td>
</tr>
<tr>
<td>Monthly household income</td>
<td>.03</td>
<td>.37</td>
</tr>
<tr>
<td>Occupation status</td>
<td>−.052</td>
<td>.12</td>
</tr>
<tr>
<td>Presence of children</td>
<td>.018</td>
<td>.57</td>
</tr>
<tr>
<td>Underlying disease</td>
<td>.005</td>
<td>.88</td>
</tr>
<tr>
<td>Media exposure</td>
<td>.087</td>
<td>.02</td>
</tr>
<tr>
<td>Information seeking</td>
<td>.147</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>— b</td>
<td>—</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reading text messages</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.056</td>
<td>—</td>
</tr>
<tr>
<td>$\Delta R^2$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$F$ (df)</td>
<td>6.462 (979)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Mediation Effect of Psychological Factors Between Reading Text Messages and Practicing Preventive Behaviors

We examined the direct and indirect effects of reading text messages that were mediated via psychological factors such as perceived risk and response efficacy of practicing behaviors. When it comes to the recommended behavior, the direct and indirect effects of reading text messages on wearing masks was significant. For hand hygiene, only the indirect effect, mediated via response efficacy of the behaviors, was significant. Concerning social distancing, the direct and indirect effects of reading text messages mediated by the response efficacy of the behavior were also significant (Table 6). Therefore, this result confirms the significant effect of reading text messages on practicing precautionary behavior.
**Discussion**

**Principal Findings**

In this study, the effects of reading emergency alert text messages on practicing preventive behaviors during the COVID-19 outbreak in South Korea were examined. Reading text messages was found to be related to all precautionary behaviors tested, including wearing facial masks, practicing hand hygiene, avoiding crowded places, and avoiding social gatherings. Reading text messages directly or indirectly affected practicing precautionary behaviors, as the mediation effect of response efficacy between reading text messages and practicing those behaviors was significant. Sociodemographic factors (eg, male participants in their 20s) were related to a lower likelihood of reading emergency alert text messages.

Several findings provide valuable insights to the public health management authorities to prevent and protect the population's health during an emerging infectious disease outbreak. First, our study results indicate that health risk communication via emergency alert text messages is efficient and effective for engaging the public in practicing preventive behaviors during public health emergencies. Participants who always read and visited the linked website practiced precautionary behaviors 1.48-1.80 times more frequently than other participants. This effect was significant, even when media use was included in the logistic model as a covariate. Early release of official guidelines and timely provision of information led by governments to guide the public on responding to emergencies is essential during public health emergencies [34,35]. Therefore, mobile phones, especially text messages, can be an effective means of communication to elicit the rapid response required by public health authorities.

The phenomenon of “infodemics,” defined as the rapid spread and amplification of vast amounts of valid and invalid information on the internet or through other media, is a tremendous and ongoing challenge on the COVID-19 pandemic [36,37]. Since the beginning of the COVID-19 pandemic, both the production and consumption of information have increased rapidly and significantly [9,12]. According to a study conducted in Korea, more than two-thirds of the participants reported exposure to COVID-19 misinformation between January and April 2020 [38]. Communication via emergency alert text messages can be an effective strategy for public health authorities to provide accurate and reliable information, confront misinformation or disinformation, and reduce the negative impact of such infodemics. Additionally, digital inequality, also known as the digital divide, is a significant concern among national and international scholars and policy makers, as internet access such as material, skills, and usage is not evenly distributed among the general population [39,40]. People can receive text messages on their mobile phones without using a smartphone or connecting to the internet. Therefore, text messages can be a communication tool to alleviate digital inequalities.

Second, some people rarely or never read text messages. The present study identified a subpopulation that does not pay attention to the text messages sent by the public health authorities. People often ignore the emergency warning and alert messages as initial responses are often marked by skepticism, disbelief, and denial [41-43]. Explanations for the lack of response include repeated, long-term exposure to a warning that may contribute to message fatigue and a loss of ability to capture and maintain the attention needed to elicit a response at later times [25,44-46]. Kuligowski and Dootson [35] proposed a 6-step process to process information and respond. These steps include (1) receiving the information, (2) paying attention to the message, (3) aiming to understand the information provided, (4) believing the threat presented by the message, (5) personalizing the presented risk to themselves or others, and finally, (6) deciding to take protective action and to respond based on the information received in the message.
[19,35,47]. Their study indicates that a high level of attention to the provided information is essential for the recipient to move to the next step. Hence, convincing the public that reading emergency alert text messages can help guide them to better respond to public health emergencies is important.

Considering the COVID-19 emergency has lasted about a year and seems likely to continue for some time, more people will likely not pay attention to text messages in the future. Therefore, further research is needed to identify the reasons for not paying attention to text messages and investigate how to maintain interest. The content, length, frequency, and timing of the alert should be reviewed to maximize the effectiveness of emergency alert text messages. Moreover, people with limited literacy might resist to read or be attentive toward these text messages. Using a symbol and number-coded system that is easy to remember and interpret by the public, even among those with limited literacy, can be considered to address this challenge [48]. As communication can help reduce health inequalities derived from health communication [49], efforts to reduce vulnerability should also be implemented.

This study also identified a subpopulation that read alert text messages less frequently than others. Men in their 20s were the least likely to read the text messages they received. Infrequent reading of text messages by participants in their 20s might be because they are more proficient in using mobile technology and prefer obtaining information via online digital resources. However, their digital health literacy—the ability to evaluate health resources and apply gathered information to health-related decisions—was relatively low [38,50]. Therefore, young people have less opportunity to obtain official information from public health authorities and are more likely to be exposed to misinformation distributed online. This disparity can make them more vulnerable to the COVID-19 infodemic. Additionally, current practice in emergency alert text messages sends the same message, regardless of the recipient's demographic characteristics. To enhance the efficacy of text messages, tailored messages for each population and subgroups can be considered.

Finally, reading text messages in this study was mediated through heightened response efficacy of practicing behaviors rather than perceived risk. Moreover, response efficacy is one factor that has the strongest positive effect on practicing preventive behaviors [13,51,52]. Public health authorities and policymakers can consider making efforts to improve messages sent via texting to strengthen response efficacy on practicing preventive behaviors. For instance, investigating the unmet needs of health risk information and providing for them can be helpful. In other words, receiver-centered messages should be provided. We propose that future studies analyze the messages sent by texting to design more effective messages.

Implications

A set of implications for interventions, communication strategies, and future research can be drawn from the findings of this study. Governments, health agencies, and researchers should take advantage of mobile text messages by producing and sharing evidence-based and correct information, as well as recommending precautionary behaviors to the public. Public health authorities should pay careful attention to what messages are provided to the public. Based on the findings of this study, we believe that persuasive messages that target to improve response efficacy on recommended behaviors would be most useful.

Second, for effective text message communication, the public needs a moderate or higher trust level in the government and health authorities [48]. Successful risk communication and efficacy of policy recommendations depend not only on how quickly or reliably a message can be disseminated but also on the individuals' beliefs and subsequent response [6,15,16,53,54]. The first step in this process is the firm belief of whether the recommended action will mitigate the threat or manage the fearful situation [54].

Third, health authorities' efforts to provide transparent and credible information should be encouraged and sustained. South Korea has prior experience in managing outbreaks of infectious diseases such as the MERS outbreak in 2015, which resulted in significant damage to the Korean population, widespread distrust, and societal levels of high stress. Nevertheless, the MERS pandemic has provided many important lessons, especially the importance of information disclosure to the public [13]. In case of the MERS outbreak, the Korean health authorities' decision to disclose specific information, such as hospitals that were exposed to MERS-CoV, contributed to further prevention of the spread of infection during the outbreak [55].

Limitations

The present study has several limitations. First, variables in this study were assessed using a single-item questionnaire. Single items are less time-consuming, minimize participant burden, and prove beneficial to surveys that need to be done quickly to provide timely information. Single-item measures are argued to have comparable or equal predictive validity compared to multiple-item measures in some study areas [56]. However, this approach can be problematic because of the unknown biases in meaning and interpretation, and the internal consistency, as well as reliability statistics, cannot be tested. Therefore, additional studies using multi-item questionnaires should be performed.

Second, the participants did not all receive the same text messages. As shown in Table 1, the central governments' messages were the same for all of the population, and the contents were mostly about public health policy updates, persuading practice of precautionary behaviors. The messages sent from local governments usually covered more residence-specific risk information, such as reports of confirmed cases in the area, contact tracing of confirmed cases, and closure of certain places. This study was not designed to test the effect of specific messages, like previous experimental studies [57-59]. There is still a chance that differences in how people are primed might influence their preventive behaviors. Nevertheless, this study has the advantage of being conducted on many people in real-life situations. This study's results should be interpreted focusing on the effect of using emergency alert text messages as one of the information sources, rather than focusing on the effect of the content of the messages received.
Third, we did not explore self-efficacy in this study. Self-efficacy refers to the individual's level of confidence in preventing the risk and is an essential coping appraisal component [54,60]. Thus, further study to examine the influence of self-efficacy is suggested. Lastly, the participants' characteristics, such as health literacy, government trust, or perceived credibility on the text messages, were not explored in this study. These variables may contribute to both whether and how messages were read and whether precautionary behaviors were practiced. The effects of these variables should also be examined in further study.

Conclusions
New information technologies, communication devices, apps, and social media for health risk communication are continually emerging. However, sometimes oldies are goodies, which this study implicates. The present study provides evidence that emergency alert text messages sent to an individual's mobile phone are efficient and an effective communication strategy for the sustainability of preventive behaviors among the public. Government and public health authorities should use text messages to provide the population with accurate and reliable information. This approach can reduce the negative impact of an infodemic by confronting misinformation or disinformation. At the same time, efforts to ensure people keep reading text messages should be implemented. This study provides critical and timely insights into how governments and public health authorities build appropriate health risk communications that do not overlook and lower their priorities for those in urgent need.
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Abstract

Background: To control the COVID-19 pandemic, people should adopt protective behaviors at home (self-isolation, social distancing, putting shopping and packages aside, wearing face coverings, cleaning and disinfecting, and handwashing). There is currently limited support to help individuals conduct these behaviors.

Objective: This study aims to report current household infection control behaviors in the United Kingdom and examine how they might be improved.

Methods: This was a pragmatic cross-sectional observational study of anonymous participant data from Germ Defence between May 6-24, 2020. Germ Defence is an open-access fully automated website providing behavioral advice for infection control within households. A total of 28,285 users sought advice from four website pathways based on household status (advice to protect themselves generally, to protect others if the user was showing symptoms, to protect themselves if household members were showing symptoms, and to protect a household member who is at high risk). Users reported current infection control behaviors within the home and intentions to change these behaviors.

Results: Current behaviors varied across all infection control measures but were between sometimes (face covering: mean 1.61, SD 1.19; social distancing: mean 2.40, SD 1.22; isolating: mean 2.78, SD 1.29; putting packages and shopping aside: mean 2.75, SD 1.55) and quite often (cleaning and disinfecting: mean 3.17, SD 1.18), except for handwashing (very often: mean 4.00, SD 1.03). Behaviors were similar regardless of the website pathway used. After using Germ Defence, users recorded intentions to improve infection control behavior across all website pathways and for all behaviors (overall average infection control score mean difference 0.30, 95% CI 0.29-0.31).

Conclusions: Self-reported infection control behaviors other than handwashing are lower than is optimal for infection prevention, although handwashing is much higher. Advice using behavior change techniques in Germ Defence led to intentions to improve
these behaviors. Promoting Germ Defence within national and local public health and primary care guidance could reduce COVID-19 transmission.

(J Med Internet Res 2021;23(2):e22197) doi:10.2196/22197

KEYWORDS
COVID-19; novel coronavirus; behavior change; digital medicine; infection control; infectious disease; protection; digital health

Introduction

The impacts of COVID-19 must primarily be tackled through changes in behavior undertaken by individuals and societies until a vaccine becomes available. In many countries (including the United Kingdom), people with COVID-19 infection are instructed to remain at home, together with cohabiting family or other household members, to prevent transmission between households. This increases the risk of within-household transmission. For example, in several environments where interhousehold movement is well controlled (eg, Taiwan, Ningbo, and Shenzhen [1-3]), the virus continues to proliferate within close contacts.

To interrupt these transmission pathways, individuals must adopt personal protective behaviors [4]. Such targeted behaviors include handwashing, disinfection of surfaces, thorough cleaning and waste disposal, social distancing within the home (where possible), and wearing situationally appropriate personal protective equipment. A recent cohort study in Beijing, China demonstrated that performing these behaviors could dramatically reduce the likelihood of household transmission, but the highest risk of transmission was prior to symptom onset (typically before such behaviors are performed) [5]. Therefore, protective behaviors should be implemented before any household members develop symptoms. There is substantial individual variation in these behaviors, which are complex, environmentally and culturally dependent, and influenced by individual attitudes and beliefs [6]. Changing such complex behaviors effectively and rapidly within the context of COVID-19 requires an approach based on behavior change theory, evidence, and extensive participatory input [7].

Specific guidance for the public on protective behaviors has been developed in many countries and is widely recommended by politicians, the media, and public health and primary care networks [8]. However, few behavioral interventions have been used to support the public in these behaviors within their homes. A systematic review by our group has found evidence of only one digital intervention to date (Germ Defence [9,10]) that demonstrably improved health outcomes in respiratory tract infections within households. Germ Defence is a mobile-friendly website that provides targeted, tailored advice about how and why users should use infection control behaviors, aiming to supplement public health guidance with evidence- and theory-based behavior change techniques [11], optimized using extensive user feedback. In a large randomized controlled trial of 20,066 people (the PRIMIT [Primary Care Randomised Trial of an Internet Intervention to Modify Influenza-Like Illness and Respiratory Infection Transmission] trial) during the previous H1N1 (swine flu) pandemic [12], those randomized to use Germ Defence had reduced frequency and severity of respiratory tract infections, and reduced transmission to household members. Germ Defence is a freely available resource, and the intellectual property is held by the University of Southampton.

Germ Defence was rapidly adapted for the COVID-19 pandemic by a team of medical, public health and behavior change experts, and public contributors. It was then disseminated through multiple pathways (primarily but not exclusively in the United Kingdom), including public health and primary care networks (eg, by texting the website link to patients via general practitioner practices), national and local press, television coverage, and social media.

In this study, we aim to:

1. Examine current infection control behaviors in UK households
2. Compare current infection control behaviors with intentions to change behavior after using Germ Defence to control infection transmission

Methods

Design

This was a cross-sectional observational study of anonymous participant data from an active behavioral intervention. Consent was assumed from website use and acknowledged in the website privacy policy. All data was collected in line with General Data Protection Regulation EU Law. The study received ethical approval from the University of Bath (PREC reference 20-088). All time stamped data files used in analysis (and analysis scripts) are available at [13].

Participants and Data

The data analyzed were collected from users of the Germ Defence website between May 6 and May 24, 2020. Usage was driven by media coverage, and users were encouraged to share the intervention on social media and by email. During this period, 70,566 website hits were recorded, with 53,125 users completing the introductory content (first 3 pages) and 28,285 people completing the core module, which included measures of current and intended behavior. Website use and engagement data was collected using Google Analytics embedded in the site (see Figure 1 for full CONSORT [Consolidated Standards of Reporting Trials] use diagram).
Data collection was kept to a minimum to reduce dropout. Behavioral measures were recorded through self-report questions within the website for current and intended behavior (see Table 1).

Table 1. Online self-report measures recorded during Germ Defence intervention

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Self-report item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reducing illness infection control</strong></td>
<td></td>
</tr>
<tr>
<td>Social distancing</td>
<td>When you were/are with them, how often were you/do you plan to be more than 2 meters/6 feet away from the people you live with?</td>
</tr>
<tr>
<td>Cleaning/disinfecting</td>
<td>How often did you/do you plan to clean things that might have viruses on them?</td>
</tr>
<tr>
<td>Putting shopping/packages aside</td>
<td>How often did you/do you plan to put something aside for at least 1 day that might have viruses on it?</td>
</tr>
<tr>
<td>Self-isolating</td>
<td>How often did you/do you plan to spend time in a room on your own?</td>
</tr>
<tr>
<td>Wearing face coverings</td>
<td>How often did you/do you plan to wear a face covering and glasses (and safely remove and clean them) when you are in the same room as other people?</td>
</tr>
<tr>
<td><strong>Handwashing behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Before snacking</td>
<td>How often did you/do you plan to wash your hands before you ate/eat with your fingers (eg, snack, fruit, or sweets)?</td>
</tr>
<tr>
<td>After coming home</td>
<td>How often did you/do you plan to wash your hands when you came/come into a house (eg, after work, shopping, travelling)?</td>
</tr>
<tr>
<td>After coughing</td>
<td>How often did you/do you plan to wash your hands after blowing your nose or sneezing/coughing on your hands?</td>
</tr>
<tr>
<td>After coming into contact with possible carrier</td>
<td>How often did you/do you plan to wash your hands after you had been/being close to someone who may have a virus (within 6 feet)?</td>
</tr>
<tr>
<td>After touching something</td>
<td>How often did you/do you plan to wash your hands after touching something that lots of other people have touched (eg, doors, money, or handrails)?</td>
</tr>
<tr>
<td><strong>Website helpfulness (recorded on a scale of 1-10)</strong></td>
<td>How strongly do you agree or disagree that Germ Defence was helpful to you?</td>
</tr>
</tbody>
</table>

aMeasures were all scored on a Likert scale with answers of 1 (almost never), 2 (sometimes), 3 (quite often), 4 (very often), and 5 (almost always). Users could also answer not applicable (eg, if they lived alone and therefore did not need to socially isolate within their household).
Intervention

Germ Defence content was developed using theoretical modeling and qualitative research [14] in line with the person-based approach [15], drawing principally on the theory of planned behavior [16], Leventhal’s common sense model of illness [17], and protection motivation theory [18]. The intervention content, design, and structure were optimized iteratively using in-depth qualitative think-aloud interviews with public contributors (authors JB and CR) and members of the public to ensure the intervention was accessible, credible, and motivating for as many people as possible [15].

Based on process evaluations of the original randomized controlled trial [12] and a previous public dissemination [19], Germ Defence has been updated and streamlined for use during the COVID-19 outbreak, including broadening the infection control behaviors that were recommended. The intervention is a single session designed to be easily accessible with no sign-up or password required. Full details of the intervention structure and development are reported elsewhere [3,16,18,19] and archived copies are available at [20] (see Germ Defence v3). Intervention content was “frozen” during the reported data collection period. A structured outline of content is available in Textbox 1.

Textbox 1. A detailed outline of Germ Defence content and structure (note: the website and all associated content can be accessed for free).

<table>
<thead>
<tr>
<th>Introductory content (3 pages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Introductory pages seek to increase users’ perceived risk by emphasizing the personal and social health consequences of contracting COVID-19. These are followed by messages to increase skills and confidence to reduce exposure to the virus.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Website pathway selection (2 pages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• To allow users to choose the advice they consider most personally relevant, the intervention is structured so that users initially select between two components of interest: handwashing and reducing Illness. The reducing illness component is tailored such that a user selects one of four streams of content (each lasting 11 pages) that is relevant to the user’s situation: (1) to protect themselves generally, (2) to protect others if the user was showing symptoms, (3) to protect themselves if household member(s) showed symptoms, or (4) to protect a household member who is at high risk. The advice is tailored in this way to encourage users to adopt behaviors appropriate to the perceived level and pattern of risk in their household. For example, users in the protect themselves generally group would vary from very low to very high risk. It was not possible to provide specific tailored advice for every household combination of risks and resources (eg, based on the need and potential for household members to self-isolate within the home); therefore, Germ Defence aimed to educate users to adopt behaviors that were appropriate and feasible for their own circumstances.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tailored infection control behavior advice (7 pages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clear and detailed advice is then provided for self-isolating, social distancing, disinfecting/cleaning, wearing face coverings, and putting items aside that may have viruses on them such as shopping/packages. Advice is provided to the extent that users feel is appropriate for the perceived risk. These pages also contain ideas and information on how to structure the home and engage in behaviors safely. The handwashing component provides advice focused on handwashing that is relevant to all groups over 5 pages.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goal-setting advice (3 pages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Both the handwashing and reducing illness components contain goal-setting sections where users indicate their behavior over the past week, view a motivational message, and then plan their behavior for the future. Users who do not select any improvement are encouraged to review their plan. After completing either the handwashing or reducing illness components, users are asked how helpful they found the website.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional information</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Users are then able to revisit the first two components, choose from two additional components with more detailed information about the same behaviors (eg, how to social distance with young children, how to stop touching your face), or view details about the website.</td>
</tr>
</tbody>
</table>

Statistical Analysis

We included data from all users who accessed the website during the study period.

For analysis, users were grouped according to the tailored website pathway they selected within the reducing illness component (protect myself generally vs protect others if I am showing symptoms vs protect myself if a household member has symptoms vs protect a household member at high risk). Users could also view the handwashing component, which was relevant to all groups. If they did not view reducing illness, they were not included in group comparisons, but handwashing responses were still recorded. Users could complete more than one type of tailored pathway, but we only analyzed responses for the pathway that was selected first.

To understand current infection control behaviors (aim 1), behavioral measures were analyzed individually and collapsed together to form an average infection control behavior score. When users completed a plan more than once (eg, if they received website feedback that their initial plan could be further improved), the final plan was used. If users did not think a behavior was relevant to them (eg, they lived alone so did not need to socially isolate or could not socially isolate from young children), they could answer not applicable. This was coded as missing data and not included in analysis. Linear regression compared between-group scores for behavior.

To compare current behaviors with intended behavior after using Germ Defence (aim 2), linear regression models comparing between-group scores for intentions controlled for current behavior were used. Paired t test comparisons examined the
difference between current behavior and intended behavior within groups.

Results

Use of the Germ Defence Website

We considered data from 53,125 users who completed at least the initial introductory website pages. Users accessed Germ Defence from 129 countries (a full CONSORT diagram of use is presented in Figure 1). The majority (n=44,446, 83.7%) of users were from the United Kingdom (England: n=40,164, 75.6%; Scotland: n=2204, 4.2%; Wales: n=1459, 2.8%; Northern Ireland: n=566, 1.1%; other: n=73, 0.1%). The mean use time was 8 minutes 28 seconds, and the mean number of pages viewed was 19.9. Of the recorded sessions, 54.1% (n=28,740) lasted longer than 1 minute. Over half (n=28,687, 54%) of the users accessed Germ Defence using a mobile device, 31% (n=16,469) accessed with a tablet, and 15% (n=7968) with a desktop or laptop computer. Only 10.6% (n=5631) of users were return users visiting for a second time. Aggregated use statistics for users outside the United Kingdom are provided in Multimedia Appendix 1. Detailed use for each website component is presented in Figure 1. The overall mean helpfulness of the website was rated as 7.77 (SD 2.31) out of 10.

Infection Control Behaviors and Intended Behaviors in Users of Germ Defence

All groups (protect themselves generally, protect others if the user was showing symptoms, protect themselves if household members were showing symptoms, and protect a household member who is high risk) reported using most current infection behaviors sometimes or quite often within the home. Overall, users reported they would wear a face covering almost never or sometimes (mean 1.61, SD 1.19) and would socially distance sometimes or quite often (mean 2.40, SD 1.22). Users reported socially isolating in their own room sometimes or quite often (mean 2.78, SD 1.29) and putting packages and shopping aside sometimes or quite often (mean 2.75, SD 1.55). Users reported cleaning and disinfecting quite often or very often (mean 3.17, SD 1.18).

Frequency of the five infection control behaviors from the reducing illness pathway within each group is reported in Table 2 (with handwashing reported in a separate table), as well as mean differences and 95% CIs of group comparisons (each group vs the protect themselves generally group). The frequency of behaviors did not vary appreciably between groups; numerically, the protect themselves generally group were least likely to socially distance (mean 2.39, SD 1.22). People in the protect others if user showing symptoms group were least likely to clean and disinfect (mean 2.95, SD 1.26) and put aside shopping and packages (mean 2.39, SD 1.48) but most likely to wear a face covering (mean 1.91, SD 1.36). People in the protect themselves if household members showing symptoms group were most likely to maintain social distance (mean 2.57, SD 1.23), and users in the protect household members at high risk group were least likely to stay in their own room (mean 2.64, SD 1.16) and least likely to wear a face covering (mean 1.42, SD 0.99).

Table 2 shows some small differences in how often participants planned to perform behaviors in the future (corrected for levels of current behavior) between groups. Compared to people in the protect themselves generally group, people showing symptoms planned to clean and disinfect, and put aside shopping less frequently, but they planned to self-isolate more frequently. People in the protect themselves from household member with symptoms group planned to socially distance and self-isolate more frequently than those in the protect themselves generally group. People looking to protect a high-risk household member planned to conduct all of the behaviors slightly more frequently than the protect themselves generally group.

Paired t test comparisons examined differences between current and planned behaviors after using the Germ Defence website. Mean difference scores for each group and 95% CIs are reported in Table 3. The difference between intended and current behavior was largest for cleaning and disinfecting (mean difference 0.38, 95% CI 0.37-0.39) and putting aside shopping and packages (mean difference 0.49, 95% CI 0.47-0.50), and was lowest for self-isolating (mean difference 0.15, 95% CI 0.14-0.16). Overall, infection control behaviors increased (mean difference 0.30, 95% CI 0.29-0.31).

Handwashing behavior is reported in Table 4. Mean current handwashing behavior was higher than other infection control behaviors (mean 4.04, SD 0.84) with reported intended behavior consistently higher (mean increase 0.41, 95% CI 0.40-0.42).
<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Protect themselves generally (n=18,029)</th>
<th>Mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Protect others if user showing symptoms (n=169)</th>
<th>Mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Protect themselves if household member showing symptoms (n=319)</th>
<th>Mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Protect a household member at high risk (n=1787)</th>
<th>Mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social distancing</td>
<td>2.39 (1.22)</td>
<td>2.52 (1.39)</td>
<td>0.13 (–0.07 to 0.33)</td>
<td>0.11</td>
<td>2.57 (1.23)</td>
<td>0.17 (0.04 to 0.31)</td>
<td>0.15</td>
<td>2.51 (1.20)</td>
<td>0.12 (0.06 to 0.18)</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clean/disinfect</td>
<td>3.18 (1.18)</td>
<td>2.95 (1.26)</td>
<td>–0.24 (–0.42 to –0.06)</td>
<td>0.20</td>
<td>3.05 (1.18)</td>
<td>0.17 (0.04 to 0.31)</td>
<td>0.11</td>
<td>3.19 (1.17)</td>
<td>0.03 (–0.05 to 0.06)</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Put aside shopping/packages</td>
<td>2.74 (1.55)</td>
<td>2.39 (1.48)</td>
<td>–0.35 (–0.60 to –0.11)</td>
<td>0.23</td>
<td>3.00 (1.49)</td>
<td>0.26 (0.08 to 0.44)</td>
<td>0.17</td>
<td>2.82 (1.59)</td>
<td>0.08 (0.004 to 0.16)</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-isolate in own room</td>
<td>2.79 (1.30)</td>
<td>2.85 (1.43)</td>
<td>0.05 (–0.15 to 0.25)</td>
<td>0.04</td>
<td>2.75 (1.26)</td>
<td>–0.04 (–0.19 to 0.10)</td>
<td>0.03</td>
<td>2.64 (1.16)</td>
<td>–0.15 (–0.21 to –0.08)</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wear face covering</td>
<td>1.63 (1.21)</td>
<td>1.91 (1.36)</td>
<td>0.28 (0.07 to 0.49)</td>
<td>0.24</td>
<td>1.75 (1.28)</td>
<td>0.12 (–0.02 to 0.27)</td>
<td>0.10</td>
<td>1.42 (0.99)</td>
<td>–0.21 (–0.27 to –0.14)</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall behavior score</td>
<td>2.67 (0.91)</td>
<td>2.61 (1.08)</td>
<td>–0.05 (–0.19 to 0.08)</td>
<td>0.06</td>
<td>2.68 (0.90)</td>
<td>0.01 (–0.09 to 0.11)</td>
<td>0.01</td>
<td>2.59 (0.80)</td>
<td>–0.07 (–0.12 to –0.03)</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intended Behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social distancing</td>
<td>2.63 (1.28)</td>
<td>2.79 (1.47)</td>
<td>0.05 (–0.06 to 0.16)</td>
<td>0.12</td>
<td>2.88 (1.30)</td>
<td>0.12 (0.05 to 0.20)</td>
<td>0.19</td>
<td>2.84 (1.27)</td>
<td>0.11 (0.07 to 0.14)</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clean/disinfect</td>
<td>3.57 (1.16)</td>
<td>3.18 (1.33)</td>
<td>–0.14 (–0.25 to –0.03)</td>
<td>0.33</td>
<td>3.46 (1.18)</td>
<td>0.001 (–0.08 to 0.08)</td>
<td>0.09</td>
<td>3.63 (1.15)</td>
<td>0.05 (0.01 to 0.08)</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Put aside shopping/packages</td>
<td>3.24 (1.52)</td>
<td>2.73 (1.59)</td>
<td>–0.19 (–0.34 to –0.04)</td>
<td>0.34</td>
<td>3.44 (1.41)</td>
<td>–0.02 (–0.12 to 0.09)</td>
<td>0.13</td>
<td>3.37 (1.52)</td>
<td>0.06 (0.01 to 0.11)</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-isolate in own room</td>
<td>2.94 (1.28)</td>
<td>3.08 (1.41)</td>
<td>0.10 (0.02 to 0.18)</td>
<td>0.12</td>
<td>2.97 (1.23)</td>
<td>0.07 (0.01 to 0.13)</td>
<td>0.03</td>
<td>2.87 (1.17)</td>
<td>0.06 (0.04 to 0.09)</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wear face covering</td>
<td>1.95 (1.37)</td>
<td>2.19 (1.50)</td>
<td>0.03 (–0.11 to 0.17)</td>
<td>0.18</td>
<td>2.15 (1.47)</td>
<td>0.08 (–0.01 to 0.18)</td>
<td>0.15</td>
<td>1.82 (1.28)</td>
<td>0.08 (0.03 to 0.12)</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall behavior score</td>
<td>2.97 (0.96)</td>
<td>2.86 (1.20)</td>
<td>–0.03 (–0.12 to 0.05)</td>
<td>0.11</td>
<td>3.01 (0.96)</td>
<td>0.03 (–0.03 to 0.09)</td>
<td>0.04</td>
<td>2.97 (0.89)</td>
<td>0.06 (0.03 to 0.08)</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**a**Between group comparisons compare each group to the protect themselves generally group. Scale: 1 is almost never, 2 is sometimes, 3 is quite often, 4 is very often, and 5 is almost always.

**b**Reported as the standardized mean difference between each group and the comparison group.

**c**Overall behavior scores are means calculated from all behaviors in which a response was recorded.

**d**Controlling for current behavior.
Table 3. Group differences between behavior and intention.

<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protect a household member at high risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protect themselves if household member showing symptoms</td>
<td>0.33 (0.24-0.42)</td>
<td>0.41</td>
<td>0.31 (0.28-0.35)</td>
<td>0.43</td>
<td>0.23</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protect others if user showing symptoms</td>
<td>0.41 (0.31-0.51)</td>
<td>0.47</td>
<td>0.43</td>
<td>0.54</td>
<td>0.38</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protect themselves generally</td>
<td>0.26 (0.11-0.40)</td>
<td>0.30</td>
<td>0.24</td>
<td>0.35</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social distancing</td>
<td>0.35 (0.26-0.40)</td>
<td>0.30</td>
<td>0.24</td>
<td>0.35</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clean/disinfect</td>
<td>0.41 (0.31-0.51)</td>
<td>0.47</td>
<td>0.43</td>
<td>0.54</td>
<td>0.38</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Put aside shopping/packages</td>
<td>0.42 (0.31-0.51)</td>
<td>0.47</td>
<td>0.53</td>
<td>0.50</td>
<td>0.49</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-isolate in own room</td>
<td>0.21 (0.11-0.36)</td>
<td>0.33</td>
<td>0.22</td>
<td>0.34</td>
<td>0.15</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wear face covering</td>
<td>0.35 (0.12-0.47)</td>
<td>0.42</td>
<td>0.37</td>
<td>0.42</td>
<td>0.29</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average infection control score</td>
<td>0.32 (0.25-0.40)</td>
<td>0.49</td>
<td>0.36</td>
<td>0.57</td>
<td>0.30</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Group n values are taken across all behaviors.

Table 4. Paired comparisons between current and intended handwashing behavior.

<table>
<thead>
<tr>
<th>Handwashing situation</th>
<th>Current behavior (n=12,981), mean (SD)</th>
<th>Intended behavior (n=12,981), mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before eating snacks</td>
<td>3.91 (1.28)</td>
<td>4.45 (0.99)</td>
<td>0.54 (0.52-0.56)</td>
<td>0.54</td>
</tr>
<tr>
<td>After coming home</td>
<td>4.66 (0.81)</td>
<td>4.80 (0.62)</td>
<td>0.14 (0.13-0.15)</td>
<td>0.26</td>
</tr>
<tr>
<td>After sneezing or coughing</td>
<td>3.45 (1.43)</td>
<td>4.11 (1.23)</td>
<td>0.66 (0.64-0.68)</td>
<td>0.59</td>
</tr>
<tr>
<td>After contact with possible carrier</td>
<td>4.22 (1.24)</td>
<td>4.53 (1.00)</td>
<td>0.30 (0.29-0.32)</td>
<td>0.36</td>
</tr>
<tr>
<td>After touching something</td>
<td>4.13 (1.23)</td>
<td>4.50 (0.97)</td>
<td>0.36 (0.35-0.38)</td>
<td>0.43</td>
</tr>
<tr>
<td>Overall score a</td>
<td>4.00 (1.03)</td>
<td>4.34 (0.91)</td>
<td>0.34 (0.33-0.35)</td>
<td>0.50</td>
</tr>
</tbody>
</table>

*Handwashing overall score was a separate item.

Discussion

Summary of Findings

Germ Defence was accessed by a large number of users across 129 countries, primarily from the United Kingdom. This demonstrates public interest in adopting appropriate infection control behaviors in the home during the COVID-19 pandemic. After using Germ Defence, all groups reported intentions to increase the frequency of their infection control behaviors, including handwashing.

Except for handwashing, self-reported infection control behaviors in the home were only reported sometimes or quite often regardless of whether people were seeking to protect themselves, concerned about demonstrating COVID-19 symptoms, had a household member showing symptoms, or were seeking to protect a high-risk household member. The frequency of wearing face coverings was consistently the lowest of the behaviors, while cleaning and disinfecting was the most frequently reported of the behaviors outside of handwashing. All of these infection control behaviors were reported to be performed much less frequently than handwashing.

As would be expected, certain behaviors and intentions varied according to the circumstances of groups; for example, people seeking to protect others when showing symptoms reported higher current frequencies of wearing face coverings, while people seeking to protect a high-risk household member reported the intention to socially distance within the home more frequently.

Comparison With Existing Literature

This study provides the first up-to-date analysis of infection control behaviors and intentions across the United Kingdom in a large sample during the COVID-19 pandemic. Within-household transmission will be increasingly important as infection control measures become established in external, public environments [6,21]. Therefore, understanding current
infection control behaviors within homes (and how to improve them) is vital to continue controlling the pandemic.

Self-reported infection control behaviors other than handwashing are lower than is optimal for infection prevention, even in Germ Defence users who were likely more motivated and willing to engage in protective behaviors than the general population (as they were seeking additional information) [22]. Increasing engagement in these behaviors is important as societal restrictions are released and perceived risk reduces [23].

Germ Defence users reported intentions to increase the frequency of infection control behaviors over their current rates. Although such intentions potentially misrepresent the observed behavioral change after an intervention (the intention-behavior gap [24]), our evidence suggests that Germ Defence may overcome this. Analysis of comparable data from the PRIMIT trial handwashing intervention showed slightly smaller behavior and intention differences (Cohen $d=0.45$). This change was sufficient to cause reduced infection transmission and severity within households after 16 weeks [12]. Comparable data during the current pandemic (reducing illness behaviors: Cohen $d=0.53$; handwashing: Cohen $d=0.50$) shows a slightly larger effect across a broader range of behaviors that may have a larger impact on infection rates.

**Study Limitations**

As a cross-sectional observation of an active intervention, Germ Defence lacks longitudinal follow-up. Care must be taken when interpreting findings within the rapidly changing context of the COVID-19 pandemic. Our method of categorization using website pathways may not be accurate for some users or might overlook individual differences within categories.

Our data may not be a representative sample from the wider UK population for several reasons. First, users of Germ Defence are likely to be more motivated and report higher frequencies of infection control behaviors. Second, although analytic data indicates that the large majority of the intervention’s users were from the United Kingdom, we could not identify non-UK users within behavioral data. Finally, self-reported infection control behaviors may not be accurate reflections of actual behaviors occurring within households.

However, none of these limitations affect our main findings; indeed, people are prone to overreport protective behaviors, further highlighting the need for improvement.

**Implications for Practice and Research**

A concerted effort to improve household infection control behaviors across the UK population is likely to be an efficient use of health resources, both to reduce current rates of infection and to prevent the likelihood and severity of future outbreaks. Handwashing behaviors are already relatively high—perhaps due to existing familiarity with the behavior supported by a focus in public health advice on increasing handwashing in earlier stages of the pandemic. Therefore recommending digital interventions such as Germ Defence to target other infection control behaviors within the home may help control the current pandemic.

Given the current rates of infection control behaviors within the home even within a motivated sample, it is vital to address barriers to engaging in them. For example, people living in crowded, working households are more likely to come into contact with the virus [5] and may find it difficult to self-isolate. Similarly, cultural differences, financial challenges, or caring responsibilities may cause barriers to social distancing [6]. Research should explore how to support these behaviors for as many households as possible. Indeed, digital interventions such as Germ Defence can use tailored content to target behaviors that are relevant for specific user groups.

**Conclusion**

Our findings show substantial room for improvement in protective behaviors across the United Kingdom—even in our motivated, self-selected sample—as societal restrictions are eased. People are not sufficiently self-isolating within the home to prevent household transmission, even when a household member or the individual themselves are demonstrating COVID-19 symptoms. Promoting evidence-based behavior change interventions might improve these behaviors, reducing transmission within households and the incidence and severity of infections.

Germ Defence is a scalable, evidence-based, acceptable, and free public health intervention with negligible safety risk, which could be included in public health guidance and promoted via primary care networks at minimal cost for wide population coverage.
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Abstract

Background: During a pandemic, it is important for clinicians to stratify patients and decide who receives limited medical resources. Machine learning models have been proposed to accurately predict COVID-19 disease severity. Previous studies have typically tested only one machine learning algorithm and limited performance evaluation to area under the curve analysis. To obtain the best results possible, it may be important to test different machine learning algorithms to find the best prediction model.

Objectives: In this study, we aimed to use automated machine learning (autoML) to train various machine learning algorithms. We selected the model that best predicted patients’ chances of surviving a SARS-CoV-2 infection. In addition, we identified which variables (ie, vital signs, biomarkers, comorbidities, etc) were the most influential in generating an accurate model.

Methods: Data were retrospectively collected from all patients who tested positive for COVID-19 at our institution between March 1 and July 3, 2020. We collected 48 variables from each patient within 36 hours before or after the index time (ie, real-time polymerase chain reaction positivity). Patients were followed for 30 days or until death. Patients’ data were used to build 20 machine learning models with various algorithms via autoML. The performance of machine learning models was measured by analyzing the area under the precision-recall curve (AUPRC). Subsequently, we established model interpretability via Shapley additive explanation and partial dependence plots to identify and rank variables that drove model predictions. Afterward, we conducted dimensionality reduction to extract the 10 most influential variables. AutoML models were retrained by only using these 10 variables, and the output models were evaluated against the model that used 48 variables.

Results: Data from 4313 patients were used to develop the models. The best model that was generated by using autoML and 48 variables was the stacked ensemble model (AUPRC=0.807). The two best independent models were the gradient boost machine and extreme gradient boost models, which had an AUPRC of 0.803 and 0.793, respectively. The deep learning model (AUPRC=0.73) was substantially inferior to the other models. The 10 most influential variables for generating high-performing models were systolic and diastolic blood pressure, age, pulse oximetry level, blood urea nitrogen level, lactate dehydrogenase level, D-dimer level, troponin level, respiratory rate, and Charlson comorbidity score. After the autoML models were retrained with these 10 variables, the stacked ensemble model still had the best performance (AUPRC=0.791).

Conclusions: We used autoML to develop high-performing models that predicted the survival of patients with COVID-19. In addition, we identified important variables that correlated with mortality. This is proof of concept that autoML is an efficient, effective, and informative method for generating machine learning–based clinical decision support tools.
Introduction

Many regions worldwide are still fighting the first wave of the COVID-19 pandemic, while other areas that have reopened are experiencing a resurgence of cases [1]. During such an emergent situation, it is important for clinicians to effectively and efficiently triage patients. In recent months, studies have proposed several machine learning models that can accurately predict COVID-19 disease severity. Many of these studies have been successful in generating a high-performing model [2-4]. However, until now, these models have only been trained on one kind of machine learning algorithm, and many researchers have limited the evaluation of their models’ performance to area under the curve (AUC) analysis. Studies have either not reported areas under the precision-recall curve (AUPRCs) or have only reported low AUPRCs. Furthermore, these studies have been difficult to replicate due to hyperparameter tuning. The automation of machine learning end-to-end processes has allowed for the development of simple, fast, and easy-to-replicate models that often outperform manually designed models. This study was designed to (1) optimize the performance of predictive models by using automated machine learning (autoML) to generate various machine learning models and automate hyperparameter optimization; and (2) choose the best performing machine learning model based on AUPRCs.

Artificial intelligence (ie, machine learning) models have often been criticized for being black-box models. We tried to stare into this so-called “black box,” identify the variables that drive model performance, and understand the extent of these variables’ effects on model performance. The interpretability of models is crucial in medical environments; for results to be widely accepted, they must be explainable to medical providers. To assess the correctness of a model, clinicians must be able to use their intuition. Therefore, a model’s response must be understandable to clinicians and comparable to biologically plausible expectations.

In this study, we aimed to generate multiple machine learning models, assess their performance, and select the highest-performing model. After ranking variables by importance, we chose the top 10 most influential variables and retrained the autoML models to generate new models that only used these 10 variables. This was done to create high-performing models with low dimensionality. In addition, we sought to provide interpretable black-box model results to clinicians and patients. Finally, the COVID-19 mortality calculator, which is an interactive software application that was developed, integrates clinical and administrative data sets, thereby allowing clinicians to build temporally sophisticated cohorts and assess outcomes [13-16].

Methods

Variable Selection and Collection

After conducting a literature review, we selected 48 variables for generating high-performing machine learning models. These variables included demographics such as gender; race; age; comorbidities; physical signs/symptoms; and laboratory test results, such as ferritin, interleukin-6, tumor necrosis factor-α, D-dimer, C-reactive protein, and lactate dehydrogenase (LDH) levels [2-4, 6-12].

Data collection and analysis were approved by the Albert Einstein College of Medicine Institutional Review Board. The data were collected by using Clinical Looking Glass (CLG), which is an interactive software application that was developed at the Montefiore Medical Center. This application is used to evaluate health care quality, effectiveness, and efficiency. CLG integrates clinical and administrative data sets, thereby allowing clinicians to build temporally sophisticated cohorts and assess outcomes [13-16].

We queried the CLG database for patients who were aged >18 years, tested positive for COVID-19 (ie, confirmed with a nasopharyngeal specimen and real-time polymerase chain reaction) within 24 hours before or after admission, and were admitted to our institution from March 1 to July 3, 2020. The index time was when a patient tested positive for COVID-19 based on their real-time polymerase chain reaction results. We investigated a total of 48 variables and used the earliest values that were available within 36 hours before or after the index time. The outcome of interest was mortality from any cause within 30 days after the index time.

Model Development and Evaluation

We used the open-source H2O.ai autoML package for the R language [17-19]. The package can be downloaded to a local device. This allowed us to avoid uploading patient data to a third-party cloud service. The H2O.ai autoML package trains and cross-validates common machine learning algorithms, such as gradient boosting machine (GBM), extreme gradient boosting (XGBoost), general linear models (GLMs), random forest (RF), and deep learning (DL). In addition, the package trains two types of stacked ensemble models—one based on all previously trained models and another based on the best model of each model family. Additional information on how each model was built and which hyperparameters were tuned via autoML can be found in documentation that is provided by H2O.ai [18,19].

We used the 10-fold cross-validation method to train the autoML model on a randomly selected data set that included 80% of the original data. We then used the trained autoML model to generate 20 models and rank them in order of performance (ie, AUPRC). These 20 models were based on the remaining 20% of the original data set.
The AUPRC is a measure of a model’s predictive performance, which is based on the relationship between the positive predictive value (PPV) for the outcome (ie, death; y-axis) and the model’s sensitivity for detecting patients who actually die (ie, x-axis). For reproducibility, we did not use the DL method and trained each model separately. For convenience, we named the best model that was generated with 48 variables MODEL-48. After creating Shapley additive explanation (SHAP) and partial dependence (PD) plots to evaluate MODEL-48, we selected the 10 most influential variables. We used these 10 variables to repeat model training, model ranking, and the selection of the best performing autoML-generated model. For convenience, we named the best model that was generated with these 10 variables MODEL-10.

To further evaluate MODEL-48 and MODEL-10, we generated a binary classifier (ie, dead or alive within 30 days). We chose a threshold probability that maximized the F2 score of each model. Unlike the F1 score, which gives equal weight to precision (ie, PPV) and sensitivity (ie, recall), the F2 score gives more weight to sensitivity and penalizes a model for generating more false negatives than false positives. As our goal was to identify patients who were at a high risk of death (ie, patients who need more attention and further intervention), our model’s metric of success was based on enhancing its sensitivity for detecting patients who were at risk of death. However, this came with the drawback of overcalling death as a predicted outcome. Sensitivity, specificity, PPVs, and negative predictive values (NPVs) were calculated for each binary classifier. The F-score calculation formula was as follows:

\[ \text{F}_2 = \frac{2 \times \text{TP} \times \text{PPV} + \text{TP} \times \text{NPV}}{\text{TP} \times \text{PPV} + \text{TP} \times \text{NPV} + \text{FP} \times \text{FP} + \text{FN} \times \text{FN}} \]

In this formula, to calculate the F2 score, \( \beta \) must equal 2.

**Opening the Black Box: Intuitive Understanding of Model Variable Utility**

Once a model determined the most important variable in its internal black box, we used SHAP and PD plots to develop our understanding of the black box. A SHAP plot displays variables in a top-to-bottom format; the most important variable is displayed at the top and the least important variable is displayed at the bottom. Variable importance is determined by the model in question. In this study, SHAP values (ie, x-axis) were indicative of the relative contribution of each patient’s variable values (eg, a systolic blood pressure of 50 mmHg) to the overall prediction of a patient’s mortality. SHAP values of >0 on the x-axis were indicative of variables that contribute to a greater chance of mortality, and SHAP values of <0 were indicative of variables that contribute to a lower chance of mortality. In our SHAP plots, each patient was represented by a dot on a horizontal line (ie, a line for each variable). Each dot’s color reflected patients’ variable values, which were scaled to a normal, color-coded distribution (ie, red indicates large values and blue indicates small values) [20].

A PD plot is a graphical depiction of a variable’s marginal effect on the predicted outcome (ie, mortality). The effect of a variable was measured with mean response values. In this study, mortality had a response value of 1, which indicates a 100% chance of dying. A PD plot can show whether the relationship between a target and a feature is linear, monotonic, or complex [21].

**Choosing the Top 10 Most Important Variables: Dimensionality Reduction**

Dimensionality reduction is an important process in machine learning model development. Sometimes, the variables in a model correlate with each other, making them redundant variables (ie, blood urea nitrogen [BUN] level, creatinine level, and estimated glomerular filtration rate are all indicators of renal function). If we could generate a model with a low number of unique variables, we would be able to shorten computation times in real clinical settings. In addition, dimension reduction allows models to overcome data sparsity by using variables that have more data points. Furthermore, by identifying the top 10 most important variables, clinicians can focus on ordering medical tests instead of obtaining data on 48 variables, and machine learning developers can have fewer concerns about handling missing values.

In this study, after evaluating SHAP and PD plots, we chose the 10 most influential variables for generating MODEL-10 (ie, a model that requires only 10 input variables to predict mortality). We first ranked each variable’s influence according to the SHAP values in the highest-performing models. Afterward, we chose variables that were influential in these models. Subsequently, if the rank of a variable was not the same in each model, we chose variables based on clinical insights. Clinically speaking, we wanted at least one unique variable for each biological process (ie, cardiac processes, renal processes, coagulation processes, etc). If there was more than a single variable for describing the same clinical domain or biological process (ie, troponin and probrain natriuretic peptide levels), we chose the variable with the fewest number of missing data points (ie, variables that are commonly ordered by clinicians).

**Handling Missing Values**

Different autoML models have different methods for handling missing values. For example, in a tree-based model (ie, GBM, XGBoost, RF models), missing values are interpreted as data that contain information (ie, data that are missing for a reason) instead of data that are missing at random. During tree building, split decisions are made at every node. Each decision is based on the option that minimizes the loss of model functionality and treats missing values as a separate category. This category is then used as the basis for another split decision. Alternatively, GLMs and DL models use the mean imputation method to handle missing values. Further explanations for how each model imputes missing values can be found in documentation that is provided by H2O.ai [18].

The workflow of our study design is depicted in Figure 1.
Data Access, Responsibility, and Analysis

KI had full access to all the data in this study. KI takes responsibility for the integrity of the data and the accuracy of the data analysis.

Results

Study Population

Between March 1 and July 3, 2020, 4313 adult patients tested positive for COVID-19 and were admitted to a Montefiore Health System hospital within 24 hours of their first COVID-19–positive test. Of these 4313 patients, 1087 (25.2%) died within 30 days of infection (Figure 2).

Figure 2. A graph that shows the number of patients who were admitted to the hospital due to SARS-CoV-2 infection (ie, blue line; number of cases per day) and the number of patients who died (ie, red line; number of deaths per day). Data were collected from March 1 to July 3, 2020 at the Montefiore Medical Center.
A summary of case data, patients’ survival rates, and patients’ demographic characteristics is shown in Table 1. The training set consisted of 3468 patients, and the test set consisted of 845 patients. Summaries of the variables for the entire cohort, the training data set, and the testing data sets are provided in Tables S1, S2, and S3 in Multimedia Appendix 1.

Table 1. Summary of patients’ demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.97 (16.77)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2289 (53.07)</td>
</tr>
<tr>
<td>Female</td>
<td>2024 (46.93)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td>1785 (41.38)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>113 (2.61)</td>
</tr>
<tr>
<td>Black</td>
<td>1560 (36.17)</td>
</tr>
<tr>
<td>White</td>
<td>428 (9.92)</td>
</tr>
<tr>
<td>Other Pacific Islander</td>
<td>4 (0.09)</td>
</tr>
<tr>
<td>Native American or Alaskan</td>
<td>5 (0.12)</td>
</tr>
<tr>
<td>Unknown/undeclared</td>
<td>418 (9.69)</td>
</tr>
<tr>
<td>Other</td>
<td>1785 (41.39)</td>
</tr>
<tr>
<td>Charlson score, mean (SD)</td>
<td>2.3 (2.34)</td>
</tr>
<tr>
<td>Charlson score of 1, n (%)</td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>235 (5.44)</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>702 (16.28)</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>145 (3.36)</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>334 (7.74)</td>
</tr>
<tr>
<td>Dementia</td>
<td>716 (16.6)</td>
</tr>
<tr>
<td>Chronic pulmonary disease</td>
<td>1030 (23.88)</td>
</tr>
<tr>
<td>Rheumatic disease</td>
<td>70 (1.62)</td>
</tr>
<tr>
<td>Peptic ulcer disease</td>
<td>33 (0.77)</td>
</tr>
<tr>
<td>Mild liver disease</td>
<td>197 (4.57)</td>
</tr>
<tr>
<td>Diabetes without chronic complications</td>
<td>616 (14.28)</td>
</tr>
<tr>
<td>Charlson score of 2, n (%)</td>
<td></td>
</tr>
<tr>
<td>Diabetes with chronic complications</td>
<td>999 (23.16)</td>
</tr>
<tr>
<td>Hemiplegia or paraplegia</td>
<td>118 (2.74)</td>
</tr>
<tr>
<td>Renal disease</td>
<td>1314 (30.47)</td>
</tr>
<tr>
<td>Any malignancy</td>
<td>178 (4.13)</td>
</tr>
<tr>
<td>Charlson score of 3, n (%)</td>
<td></td>
</tr>
<tr>
<td>Moderate or severe liver disease</td>
<td>28 (0.65)</td>
</tr>
<tr>
<td>Charlson score of 6, n (%)</td>
<td></td>
</tr>
<tr>
<td>Metastatic solid tumor</td>
<td>58 (1.34)</td>
</tr>
<tr>
<td>AIDS/HIV</td>
<td>40 (0.93)</td>
</tr>
<tr>
<td>Survivors after 30 days, n (%)</td>
<td>3226 (74.8)</td>
</tr>
<tr>
<td>Length of hospital stay to death (number of days)a, mean (SD)</td>
<td>8.4 (6.91)</td>
</tr>
</tbody>
</table>

aIn total, 1087 patients died within 30 days of infection.
MODEL-48 Generation and Performance

The output of the 20 machine learning models that were trained via autoML is depicted in Table 2. The best performing model was the stacked ensemble of all machine learning models (AUPRC=0.806). This was MODEL-48. The best performing independent models were the GBM and XGBoost models, which had an AUPRC of 0.803 and 0.793, respectively. The distributed RF model (AUPRC=0.783) came in 14th place and the GLM (AUPRC=0.738) came in last place. The DL model was generated separately from the autoML models for reproducibility purposes. The AUPRC of the DL model plateaued at 0.736.

Table 2. Output of the automated machine learning models that used 48 variables. Model ranks are ordered according to AUPRCs.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Model ID</th>
<th>AUPRC</th>
<th>Area under the curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>StackedEnsemble_AllModels_AutoML_20201219_141057</td>
<td>0.807</td>
<td>0.917</td>
</tr>
<tr>
<td>2</td>
<td>GBM_2_AutoML_20201219_141057</td>
<td>0.806</td>
<td>0.911</td>
</tr>
<tr>
<td>3</td>
<td>StackedEnsemble_BestOfFamily_AutoML_20201219_141057</td>
<td>0.800</td>
<td>0.912</td>
</tr>
<tr>
<td>4</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_5</td>
<td>0.793</td>
<td>0.907</td>
</tr>
<tr>
<td>5</td>
<td>GBM_5_AutoML_20201219_141057</td>
<td>0.792</td>
<td>0.907</td>
</tr>
<tr>
<td>6</td>
<td>GBM_3_AutoML_20201219_141057</td>
<td>0.791</td>
<td>0.908</td>
</tr>
<tr>
<td>7</td>
<td>XGBoost_2_AutoML_20201219_141057</td>
<td>0.790</td>
<td>0.905</td>
</tr>
<tr>
<td>8</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_6</td>
<td>0.790</td>
<td>0.910</td>
</tr>
<tr>
<td>9</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_4</td>
<td>0.788</td>
<td>0.903</td>
</tr>
<tr>
<td>10</td>
<td>XGBoost_3_AutoML_20201219_141057</td>
<td>0.788</td>
<td>0.910</td>
</tr>
<tr>
<td>11</td>
<td>GBM_grid__1_AutoML_20201219_141057_model_3</td>
<td>0.785</td>
<td>0.909</td>
</tr>
<tr>
<td>12</td>
<td>GBM_grid__1_AutoML_20201219_141057_model_2</td>
<td>0.785</td>
<td>0.898</td>
</tr>
<tr>
<td>13</td>
<td>GBM_4_AutoML_20201219_141057</td>
<td>0.784</td>
<td>0.914</td>
</tr>
<tr>
<td>14</td>
<td>DRF_1_AutoML_20201219_141057</td>
<td>0.784</td>
<td>0.905</td>
</tr>
<tr>
<td>15</td>
<td>GBM_grid__1_AutoML_20201219_141057_model_1</td>
<td>0.782</td>
<td>0.913</td>
</tr>
<tr>
<td>16</td>
<td>GBM_1_AutoML_20201219_141057</td>
<td>0.781</td>
<td>0.903</td>
</tr>
<tr>
<td>17</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_1</td>
<td>0.779</td>
<td>0.896</td>
</tr>
<tr>
<td>18</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_3</td>
<td>0.779</td>
<td>0.909</td>
</tr>
<tr>
<td>19</td>
<td>XRT_1_AutoML_20201219_141057</td>
<td>0.775</td>
<td>0.899</td>
</tr>
<tr>
<td>20</td>
<td>XGBoost_grid__1_AutoML_20201219_141057_model_2</td>
<td>0.769</td>
<td>0.893</td>
</tr>
<tr>
<td>21</td>
<td>XGBoost_1_AutoML_20201219_141057</td>
<td>0.763</td>
<td>0.899</td>
</tr>
<tr>
<td>22</td>
<td>GLM_1_AutoML_20201219_141057</td>
<td>0.738</td>
<td>0.877</td>
</tr>
</tbody>
</table>

AUPRC: area under the precision-recall curve.

Variable Importance

Figure 3 shows the SHAP plots for the GBM and XGBoost models. In these plots, variables were ranked in descending order of importance. Each patient was represented by one dot on each variable line. The horizontal location of each dot indicated whether the effect of a variable was associated with a higher or lower chance of death [22]. Variable-specific SHAP values of >0 indicated an increased risk of death. For example, the GBM and XGBoost models determined that systolic blood pressure was the most important variable, followed by age and diastolic blood pressure.
**Figure 3.** SHAP summary plots of the GBM and XGBoost models. According to the GBM and XGBoost models, higher systolic blood pressure levels (ie, red dots) were associated with a lower probability of death (ie, the left side of the vertical dotted line), and older age (ie, red dots) was associated with higher probability of death (ie, the right side of the vertical dotted line). BUN: blood urea nitrogen; charlson_score: charlson comorbidity index; ct_value: cycle threshold value; diastolicBP: diastolic blood pressure; GBM: gradient boosting machine; LDH: lactate dehydrogenase; NLratio: neutrophil-lymphocyte ratio; pro_bnp: pro-brain natriuretic peptide; pulseOx: pulse oximetry; rr: respiratory rate; SHAP: Shapley additive explanation; systolicBP: systolic blood pressure; XGBoost: extreme gradient boosting.

PD plots show the marginal effect that one variable can have on the predicted outcome of a machine learning model. PD plots for the most influential variables are depicted in Multimedia Appendix 2. Each line in a PD plot depicts the best performing model in each machine learning algorithm family. For example, in Figure 4, all models determined that percent mortality increased with age (ie, starting at around 50 years of age). Similarly, all models determined that percent mortality increased with glucose level. However, this was only true for glucose levels of <300 mg/dL (Figure 4).

The importance of each variable in every model is represented on a heatmap in Figure 5.
**Figure 4.** Partial dependence plots for age and glucose level. Partial dependence plots for the other variables are shown in Multimedia Appendix 2. Each line represents a different machine learning algorithm. DRF: distributed random forest; GBM: gradient boosting machine; GLM: generalized linear model; XGBoost, extreme gradient boosting; XRT: extremely randomized trees.
Figure 5. A heatmap that represents the importance of each variable in every machine learning model. DRF: distributed random forest; GBM: gradient boosting machine; GLM: generalized linear model; XGBoost: extreme gradient boosting; XRT: extremely randomized trees.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Variable Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>systolicBP</td>
<td>0.3</td>
</tr>
<tr>
<td>diastolicBP</td>
<td>0.2</td>
</tr>
<tr>
<td>age</td>
<td>0.1</td>
</tr>
<tr>
<td>bmi</td>
<td>0.1</td>
</tr>
<tr>
<td>ejection_fraction</td>
<td>0.1</td>
</tr>
<tr>
<td>platelets</td>
<td>0.1</td>
</tr>
<tr>
<td>hemoglobin</td>
<td>0.1</td>
</tr>
<tr>
<td>eosinophilia</td>
<td>0.1</td>
</tr>
<tr>
<td>troponin</td>
<td>0.1</td>
</tr>
<tr>
<td>procalciton</td>
<td>0.1</td>
</tr>
<tr>
<td>albumin</td>
<td>0.1</td>
</tr>
<tr>
<td>calcium</td>
<td>0.1</td>
</tr>
<tr>
<td>temperature</td>
<td>0.1</td>
</tr>
<tr>
<td>lymphocytes</td>
<td>0.1</td>
</tr>
<tr>
<td>potassium</td>
<td>0.1</td>
</tr>
<tr>
<td>cr</td>
<td>0.1</td>
</tr>
<tr>
<td>pulse_rate</td>
<td>0.1</td>
</tr>
<tr>
<td>fentanyl</td>
<td>0.1</td>
</tr>
<tr>
<td>temperature</td>
<td>0.1</td>
</tr>
<tr>
<td>glucose</td>
<td>0.1</td>
</tr>
<tr>
<td>cholesterol</td>
<td>0.1</td>
</tr>
<tr>
<td>triglycerides</td>
<td>0.1</td>
</tr>
<tr>
<td>creatinine</td>
<td>0.1</td>
</tr>
<tr>
<td>sodium</td>
<td>0.1</td>
</tr>
<tr>
<td>urea</td>
<td>0.1</td>
</tr>
<tr>
<td>neutrophils</td>
<td>0.1</td>
</tr>
<tr>
<td>lymphocytes</td>
<td>0.1</td>
</tr>
<tr>
<td>pro_bnp</td>
<td>0.1</td>
</tr>
<tr>
<td>fibrinogen</td>
<td>0.1</td>
</tr>
<tr>
<td>hgb</td>
<td>0.1</td>
</tr>
<tr>
<td>glucose</td>
<td>0.1</td>
</tr>
<tr>
<td>ct_value</td>
<td>0.1</td>
</tr>
<tr>
<td>NLRatio</td>
<td>0.1</td>
</tr>
<tr>
<td>charlson_score</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Selection of the Top 10 Variables: Dimensionality Reduction**

The SHAP plots for the GBM and XGBoost models (ie, the two highest-performing models) showed that systolic and diastolic blood pressure, age, LDH level, pulse oximetry level, respiratory rate, BUN level, and troponin level were top 10 variables in both models. BUN and troponin levels are indicators of renal and cardiac function, respectively. With regard to our marker for coagulation, we chose D-dimer level over fibrinogen level because it ranked higher and had more data points. Furthermore, we used Charlson comorbidity scores to represent comorbidities. Glucose level was also a highly ranked variable. This was likely due to the increased risk of mortality in patients with diabetes. However, since the Charlson comorbidity score also accounts for diabetes, we believed that the Charlson comorbidity score...
was a more comprehensive predictive variable than glucose level. To confirm whether our choice to use Charlson comorbidity score over glucose level was justified, we trained an autoML model on Charlson comorbidity score data (ie, without glucose level data). We then compared it to a model that was trained on glucose level data (ie, without Charlson comorbidity score data). The former model (AUPRC=0.79) performed better than the latter model (AUPRC=0.78), thereby validating our choice.

According to our variable selection process, the top predictive variables were systolic and diastolic blood pressure, age, LDH level, pulse oximetry level, respiratory rate, BUN level, troponin level, D-dimer level, and Charlson comorbidity score. We believed that these variables provided a good representation of biological processes that are affected by SARS-CoV-2 infection. In addition, these variables are easy to obtain in clinical settings. They also reduce the incidence of missing values.

**MODEL-10 Generation and Performance**

We used the top 10 influential variables to generate 20 more machine learning models and rank them in order of AUPRC (Table 3). The best performing model was the stacked ensemble of each machine learning algorithm family (AUPRC=0.791). This was MODEL-10. The best performing independent model was the XGBoost model, which had an AUPRC of 0.790.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Model ID</th>
<th>AUPRC</th>
<th>Area under the curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>StackedEnsemble_BestOfFamily_AutoML_20201219_142406</td>
<td>0.791</td>
<td>0.903</td>
</tr>
<tr>
<td>2</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_6</td>
<td>0.790</td>
<td>0.894</td>
</tr>
<tr>
<td>3</td>
<td>StackedEnsemble_AllModels_AutoML_20201219_142406</td>
<td>0.790</td>
<td>0.903</td>
</tr>
<tr>
<td>4</td>
<td>GBM_3_AutoML_20201219_142406</td>
<td>0.782</td>
<td>0.898</td>
</tr>
<tr>
<td>5</td>
<td>GBM_5_AutoML_20201219_142406</td>
<td>0.782</td>
<td>0.897</td>
</tr>
<tr>
<td>6</td>
<td>DRF_1_AutoML_20201219_142406</td>
<td>0.780</td>
<td>0.899</td>
</tr>
<tr>
<td>7</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_5</td>
<td>0.777</td>
<td>0.893</td>
</tr>
<tr>
<td>8</td>
<td>GBM_2_AutoML_20201219_142406</td>
<td>0.777</td>
<td>0.904</td>
</tr>
<tr>
<td>9</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_1</td>
<td>0.777</td>
<td>0.896</td>
</tr>
<tr>
<td>10</td>
<td>XRT_1_AutoML_20201219_142406</td>
<td>0.776</td>
<td>0.900</td>
</tr>
<tr>
<td>11</td>
<td>GBM_grid__1_AutoML_20201219_142406_model_1</td>
<td>0.775</td>
<td>0.899</td>
</tr>
<tr>
<td>12</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_4</td>
<td>0.775</td>
<td>0.894</td>
</tr>
<tr>
<td>13</td>
<td>XGBoost_3_AutoML_20201219_142406</td>
<td>0.772</td>
<td>0.891</td>
</tr>
<tr>
<td>14</td>
<td>GBM_grid__1_AutoML_20201219_142406_model_2</td>
<td>0.770</td>
<td>0.896</td>
</tr>
<tr>
<td>15</td>
<td>GBM_grid__1_AutoML_20201219_142406_model_3</td>
<td>0.770</td>
<td>0.900</td>
</tr>
<tr>
<td>16</td>
<td>GBM_1_AutoML_20201219_142406</td>
<td>0.769</td>
<td>0.895</td>
</tr>
<tr>
<td>17</td>
<td>XGBoost_2_AutoML_20201219_142406</td>
<td>0.766</td>
<td>0.890</td>
</tr>
<tr>
<td>18</td>
<td>GBM_4_AutoML_20201219_142406</td>
<td>0.766</td>
<td>0.897</td>
</tr>
<tr>
<td>19</td>
<td>XGBoost_1_AutoML_20201219_142406</td>
<td>0.762</td>
<td>0.886</td>
</tr>
<tr>
<td>20</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_3</td>
<td>0.761</td>
<td>0.885</td>
</tr>
<tr>
<td>21</td>
<td>XGBoost_grid__1_AutoML_20201219_142406_model_2</td>
<td>0.754</td>
<td>0.889</td>
</tr>
<tr>
<td>22</td>
<td>GLM_1_AutoML_20201219_142406</td>
<td>0.733</td>
<td>0.860</td>
</tr>
</tbody>
</table>

**AUPRC:** area under the precision-recall curve.

**Performance of MODEL-48 and MODEL-10 as Binary Classifiers**

The maximum F2 score of MODEL-48 was 0.793, and the probability threshold was 0.110. The binary classifier for this threshold had a sensitivity, specificity, PPV, and NPV of 0.919, 0.735, 0.513, and 0.968, respectively (Figure 6). The maximum F2 score of MODEL-10 was 0.779, and the probability threshold was 0.202. The binary classifier for this threshold had a sensitivity, specificity, PPV, and NPV of 0.838, 0.836, 0.609, and 0.944, respectively (Figure 7).
**Figure 6.** Binary classifier of MODEL-48. The model had an optimized F2-score threshold. This classifier had a sensitivity of 0.92, a specificity of 0.74, a positive predictive value of 0.51, and a negative predictive value of 0.97.

<table>
<thead>
<tr>
<th>Predicted outcome of MODEL-48</th>
<th>True Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead, n</td>
<td>181</td>
</tr>
<tr>
<td>Alive, n</td>
<td>16</td>
</tr>
</tbody>
</table>

**Figure 7.** Binary classifier of MODEL-10. The model had an optimized F2-score threshold. This classifier had a sensitivity of 0.84, a specificity of 0.84, a positive predictive value of 0.61, and a negative predictive value of 0.94.

<table>
<thead>
<tr>
<th>Predicted outcome of MODEL-10</th>
<th>True Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead, n</td>
<td>165</td>
</tr>
<tr>
<td>Alive, n</td>
<td>32</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

We were able to use autoML and clinical values (ie, those that were collected early during a patient’s admission to a hospital) to successfully generate multiple machine learning models, assess their performance, and select the highest-performing models for predicting patients’ chances of surviving a SARS-CoV-2 infection. In addition, our study demonstrates that machine learning models that only use 10 clinical variables can predict survival. These models also had high sensitivity values, specificity values, and NPVs. Therefore, autoML is an efficient, informative, and easily reproducible method. The clinical implementation of autoML-based models may require further investigation. However, we demonstrate that autoML is a comprehensive approach for building machine learning–based clinical decision support tools.

Our results show that the best models were GBM and XGBoost models. They both had high performance, as determined by their AUPRCs and AUCs. The RF model, DL model, and GLM performed substantially worse compared to the GBM and XGBoost models. The DL model may have performed better if we had a larger data set, but our DL model required much longer training times than the other models. Tree-based machine learning algorithms (eg, GBM, XGBoost, and RF) are more efficient, and possibly more effective, than neural network algorithms in terms of analyzing tabular data. We used the AUPRC as our metric of model utility because it accounts for the two critical clinical performance metrics that were of specific interest to us—the positive predictive value and sensitivity. We wanted to identify patients who were likely to die so that we could take action and treat as many patients as possible. Alternatively, the AUC accounts for model sensitivity and specificity and ignores the effects of mortality prevalence on model performance. The prevalence of mortality sets the context in which the model must perform; without this information, the model is irrelevant.

Machine learning models can be used to enhance electronic medical record systems and calculate the values of variables that are collected from patients. Based on the performance of MODEL-10, our dimensionality reduction process was successful; 10 variables were enough to generate high-performing models. This shows that not all parameters are necessary for performing calculations and making predictions. Clinicians and hospitals should begin the patient assessment process by prioritizing the ordering of medical tests (ie, tests for the 10 variables). Dimensionality reduction not only reduced the number of variables we needed to consider, but also minimized the number of missing values in the data set and reduced the risk of imputation bias. This may be the reason why the performance of MODEL-10 was similar to that of MODEL-48. These 10 variables may also help researchers with conducting studies on unique cohorts and reproducing our results.

The purpose of autoML is not limited to predicting the survival of patients with COVID-19. AutoML can be used to generate models that are based on other types of clinical data and predict other outcomes (eg, models for predicting which patients require a ventilator). We hope that our study helps other researchers with applying our autoML approach, accelerating the implementation of artificial intelligence models into medical systems, and delivering better medical care.

**Clinical Insights From the Black Box**

The trade-off between predictive power and interpretability is a common issue when working with black-box models, especially in medical environments where results have to be explained to medical providers and patients. Interpretability is crucial for questioning, understanding, and trusting artificial intelligence and machine learning systems. According to our variable importance heatmap (Figure 5), many models
determined that age, pulse oximetry level, and systolic and diastolic blood pressure were important variables for predicting the outcome. Biomarkers such as BUN level, LDH level, estimated glomerular filtration rate, and probrain natriuretic peptide level were also influential variables. These findings show that our model results are in line with the clinical findings of other researchers [23-27].

Our SHAP and PD plots provided insight into the black box. The SHAP plots allowed us to determine the importance of variables and provided information on how the variables influenced models’ predictions. Alternatively, PD plots provide numerical information on a variable’s effects. For example, the SHAP plots for the GBM and XGBoost models showed that high glucose levels were associated with an increased probability of mortality (ie, high SHAP value). Additionally, the PD plots showed that increases in glucose level were proportional to increases in patients’ chances of death. However, this was only true for glucose levels of <300 mg/dL. These results may support the idea that people with diabetes are at an increased risk of mortality. Therefore, SHAP and PD plots can be used to confirm clinical findings and show clinical thresholds.

Other variables that were less influential are also worthy of examination. For example, the SHAP plots (Figure 3) for the GBM model showed that low albumin levels were weakly associated with an increased chance of death. Such findings may provide insight into the disease mechanism of COVID-19. In addition, models that only use 10 variables can be implemented by institutions that might not be able to collect all 48 variables that were tested in this study. If high-performing models can be generated with only 10 variables, clinicians and hospitals can focus on collecting these variables when conducting patient assessments. Such models also minimize the problem of data sparsity and the risk of imputing missing data points. In addition, the use of such models will help clinicians with manually entering values (eg, inputting values on a mobile device).

Limitations and Future Work

We recognize that there were limitations to our study. Our cohort was limited to patients with severe conditions that required them to be admitted to a hospital. Therefore, our findings may not be generalizable to all patients with COVID-19. For example, we were surprised to learn that our machine learning models did not identify race as an important predictor of death, given the fact that at a population level, the relative risk of mortality among Black patients is higher than that of White patients [28].

Further, we did not determine whether hypotension at admission was an important variable for patients who survive during the first 24 hours of admission. In future studies, we would like to test whether our models are robust enough to predict death during different times of admission. For example, we would test our models’ performance for predicting the death of patients within the first week of admission and the fourth week after admission. The handling of missing values is a challenging problem in machine learning model development. Fibrinogen, procalcitonin, and cycle threshold values were missing for many people in our cohort (Table S1 in Multimedia Appendix 1). We understand that missing values are not indicative of a variable’s clinical importance. For example, changes in practice patterns alter the meaning of missing data. After the first few weeks of the COVID-19 pandemic, our institution implemented a best practice protocol that required clinicians to measure patients’ D-dimer levels upon admission and recommend anticoagulation treatment to patients with elevated D-dimer levels. Clearly, the presence of D-dimers during the early period of the pandemic had a different meaning from that of the presence of D-dimers during the later period of the pandemic. Similarly, missing D-dimer level values were considered random events during the later period of the pandemic and purposeful events during the early period of the pandemic [29]. Therefore, missing data from the early period of the pandemic have a different meaning compared to that of missing data from the later period. However, our imputation methods did not account for temporal changes in the meaning of missing data. This is an important challenge that must be considered in future machine learning software development studies.

With regard to the generalization of our model, future studies need to be conducted to assess whether our models are useful at other institutions during the second wave of COVID-19. As patient demographics can differ from institution to institution, hospitals may need to customize their models in accordance with their patient populations. Models should also be designed to integrate new data and adjust to the ever-changing environment. We are continually working on reinforcement learning methods for updating our model in real time.

Conclusion

We used autoML to generate high-performing machine learning models that predicted the mortality of patients with COVID-19. We also identified important variables that were strongly associated with patients’ survival. Our study provides proof of concept that autoML is an efficient, effective, and informative method for training machine learning models and gaining insight into disease processes. AutoML models may help clinicians...
with triaging patients during the COVID-19 pandemic. Our COVID-19 mortality calculator, which is based on this study, is freely available online as a web-based computer application [5].
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Abstract

Background: Health behavior is influenced by culture and social context. However, there are limited data evaluating the scope of these influences on COVID-19 response.

Objective: This study aimed to compare handwashing and social distancing practices in different countries and evaluate practice predictors using the health belief model (HBM).

Methods: From April 11 to May 1, 2020, we conducted an online, cross-sectional survey disseminated internationally via social media. Participants were adults aged 18 years or older from four different countries: the United States, Mexico, Hong Kong (China), and Taiwan. Primary outcomes were self-reported handwashing and social distancing practices during COVID-19. Predictors included constructs of the HBM: perceived susceptibility, perceived severity, perceived benefits, perceived barriers, self-efficacy, and cues to action. Associations of these constructs with behavioral outcomes were assessed by multivariable logistic regression.

Results: We analyzed a total of 71,851 participants, with 3070 from the United States, 3946 from Mexico, 1201 from Hong Kong (China), and 63,634 from Taiwan. Of these countries, respondents from the United States adhered to the most social distancing practices ($\chi^2 = 2169.7, P < .001$), while respondents from Taiwan performed the most handwashing ($\chi^2 = 309.8, P < .001$). Multivariable logistic regression analyses indicated that self-efficacy was a positive predictor for handwashing (odds ratio [OR] United States $1.58, 95\%$ CI 1.21-2.07; OR Mexico $1.5, 95\%$ CI 1.21-1.96; OR Hong Kong 2.48, $95\%$ CI 1.80-3.44; OR Taiwan 2.30, $95\%$ CI 2.21-2.39) and social distancing practices (OR United States $1.77, 95\%$ CI 1.24-2.49; OR Mexico $1.77, 95\%$ CI 1.40-2.25; OR Hong Kong 3.25, $95\%$ CI 2.32-4.62; OR Taiwan 2.58, $95\%$ CI 2.47-2.68) in all countries. Handwashing was positively associated with perceived susceptibility in Mexico, Hong Kong, and Taiwan, while social distancing was positively associated with perceived severity in the United States, Mexico, and Taiwan.
Conclusions: Social media recruitment strategies can be used to reach a large audience during a pandemic. Self-efficacy was the strongest predictor for handwashing and social distancing. Policies that address relevant health beliefs can facilitate adoption of necessary actions for preventing COVID-19. Our findings may be explained by the timing of government policies, the number of cases reported in each country, individual beliefs, and cultural context.
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Introduction
The severity and rapid transmission of COVID-19 has forced most regions to implement community mitigation strategies. These strategies have ranged from government guidelines on personal protective measures and social distancing to strict lockdown orders that closed schools and businesses [1]. Nationwide school closures in 194 countries in early April 2020 demonstrated the extent of these interventions [2]. These measures have reduced transmission or delayed the peak of infection of past pandemics to varying degrees, which were estimated to have prevented at least 60 million COVID-19 cases [3,4].

Although these interventions reduce the stress on health care systems, they also incur high economic and societal costs, making adherence more difficult for those under financial strain [3,5]. Recent studies have begun to assess adherence to COVID-19 guidelines, evaluating demographic characteristics and the impact of guideline duration [6-8]. Some have suggested that concepts from social and behavioral sciences can provide insight into adherence to guidelines, but current data evaluating these hypotheses in multiple countries and in the context of COVID-19 using relevant behavior change theories, such as the health belief model (HBM), are limited [9]. Given the rapid spread of COVID-19 and the scale of guidelines worldwide, a cross-cultural assessment of preventative health behaviors is essential to identifying which approaches improve adherence. This study aims to compare handwashing and social distancing behaviors across four different countries using the HBM.

Methods
Participant Recruitment
From April 11 to May 1, 2020, we conducted a confidential, cross-sectional, international open survey through the following social media platforms: Facebook, Instagram, Line, and Twitter. The survey was announced and advertised through Stanford Health Policy’s social media accounts. Facebook boosted posts were used to target social media users who were 18 years of age or older. We focused our analysis on countries and regions with at least 1000 survey responses: the United States, Mexico, Hong Kong (China), and Taiwan. Facebook is the most popular social media platform among adults in all four countries, whereas Instagram, Twitter, and Line have relatively high penetration in specific groups and countries [10-13]. Though the limitations of using convenience sampling and social media are well-known, this method is cost-effective, time-efficient, and most feasible for reaching a large international audience in a fast-spreading pandemic [14]. The alternative of administering telephone surveys is associated with extremely low response rates (6% in 2018) and limitations on item complexity and survey length [15,16].

The survey was developed on Qualtrics (Qualtrics Inc), an online survey distribution tool, and administered in English, Spanish, and Mandarin. Translations were provided by native speakers fluent in the respective languages, who tested the survey before it was fielded. Prior to survey completion, participants were provided with information about the study and were asked to acknowledge consent to the study. All items were optional except for country of residence. Through Qualtrics, cookies were used to assign a unique user identifier to each client computer to prevent participants from completing the survey more than once. Only completed surveys were analyzed. Given that no incentives were offered to participants and that the survey was voluntary, we did not assess whether surveys were completed in an atypical amount of time. The study was reviewed and approved by Stanford University’s Institutional Review Board.

Conceptual Model and Survey Items
We used the HBM, a widely used framework for explaining health behaviors and guiding related interventions, to create survey items to assess health beliefs among respondents in the four countries [17]. The HBM accounts for both individual- and community-level factors of health motivation, making it an ideal option for addressing health behavior problems that evoke health concerns during the COVID-19 pandemic. Figure 1 shows the key constructs in the HBM that determine behavior, including individual beliefs (ie, perceived susceptibility, severity, benefits, and barriers as well as self-efficacy), which may be influenced by sociodemographic factors or knowledge, and cues to action, which may be influenced by public policy.
Survey items (see Multimedia Appendix 1) were developed based on prior expertise, survey knowledge, and group discussion. We asked participants the following questions for each HBM construct:

1. Perceived susceptibility. What do you think your risk is of getting infected with COVID-19?
2. Perceived severity. How afraid are you of the COVID-19 pandemic?
3. Perceived benefits. How do you feel about the government measures of COVID-19 in your area?
4. Perceived barriers. Have any barriers prevented you from adhering to measures in your area?
5. Self-efficacy. How confident are you that you are able to and willing to carry out these measures?
6. Cues to action. What are your sources of information regarding COVID-19?

Perceived susceptibility, perceived severity, and self-efficacy items were assessed using a 5-point Likert scale. During analysis, response scales were eventually collapsed into three categories, such as not likely/slightly likely, moderately likely, and likely/very likely. Perceived benefit items were assessed using three categories: unnecessarily restrictive/moderately restrictive, essential/appropriate, and not enough. Perceived barriers and cues to action were both assessed on a binary yes/no scale.

To account for modifying factors that influenced individual beliefs, we assessed for age (ie, 18-24, 25-34, 35-44, 45-59, and 60+ years), gender (ie, male, female, and other), highest educational attainment (ie, high school or less and college and above), country of residence (ie, United States, Mexico, Hong Kong, and Taiwan), race or ethnicity (eg, Asian, Hispanic/Latino, and White or European), change in income due to COVID-19 (ie, yes or no), and awareness of government measures or guidelines (ie, some/not aware and most/all).

Handwashing behaviors were assessed by asking respondents whether they washed their hands or used hand sanitizer in the following seven situations: (1) after coming home from being outside; (2) after grocery shopping; (3) after interacting with nonhousehold members; (4) while being in public; (5) before or after using their vehicle; (6) after blowing their nose, coughing, or sneezing into their hand; and (7) before eating. Responses for all situations were summed up to a score of 7. Social distancing behaviors were evaluated by assessing whether respondents did the following: (1) avoided nonessential gatherings; (2) kept at least the recommended distance from nonhousehold members (eg, 6 feet, 1.5 meters, 2 meters, etc), or (3) avoided close contact with individuals at higher risk for severe illness from COVID-19. Responses were summed up to a score of 3. Total adherence to either handwashing or social distancing responses was assessed by a binary variable, with individuals performing all of the practices as one group (yes = 1) and those who performed fewer than all practices as the other group (no = 0); this was done for each of the two behaviors.

**Statistical Analysis**

We conducted poststratification weighting for each country by age and gender—and race or ethnicity for the United States.
States—using each country’s most recent census data [18-21]. Weights were calculated by dividing each stratified proportion of the country’s population by each stratified proportion of the study’s country sample, followed by renormalizing for each country to ensure that weighted sample size equaled the unweighted sample size [22]. Weighted frequencies and percentages were calculated for categorical variables and compared using chi-square tests. To assess which country performed more handwashing and social distancing practices, countries were analyzed together in multivariate analyses, with each country coded as a key independent dichotomous variable, adjusting for gender, age, education, and reduced income. Countries were also analyzed separately with multivariable logistic regressions to examine the association of HBM constructs with two main outcomes: handwashing and social distancing practices. HBM covariates included perceived susceptibility, severity, benefits, and barriers; self-efficacy; and cues to action. All models were adjusted for gender, age, education, and reduced income. To ensure our handwashing variable appropriately captured COVID-19-related handwashing behaviors, we also ran a sensitivity analysis that assessed the association between handwashing time (ie, >20 seconds vs ≤20 seconds) and HBM constructs, because this handwashing duration was a specific COVID-19 recommendation in all four countries [23-26]. For all models, odds ratios (ORs) and 95% CIs were calculated. All statistical analyses were performed using R statistical software, version 3.6.3 (The R Foundation), and $P$ values were 2-sided with an $\alpha$ of .05.

**Results**

**Participant Characteristics**

A total of 71,851 individuals were included in our analysis: 3070 from the United States (4.3%), 3946 from Mexico (5.5%), 1201 from Hong Kong (1.7%), and 63,634 from Taiwan (88.6%). Of these, 71,728 (99.8%) completed at least 80% of the survey (14 of 17 questions). Missing data for each item were less than 5% and, thus, were not imputed. After weighting, the gender and age distributions were representative of each country according to their most recent census data (see Multimedia Appendices 2 and 3). Overall, Mexico had a younger population compared to other countries, and most respondents in all four countries had a college degree or higher. A total of 2099 out of 3931 respondents (53.4%) from Mexico, 337 out of 1189 (28.3%) from Hong Kong, 779 out of 3062 (25.4%) from the United States, and 10,725 out of 63,399 (16.9%) from Taiwan reported reduced income due to COVID-19. A total of 68,614 out of 71,633 respondents (95.8%) in all countries were aware of government measures and/or guidelines (see Table 1).
Table 1. Weighted demographic characteristics of survey respondents by country.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=71,851), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>United States (n=3070)</th>
<th>Mexico (n=3946)</th>
<th>Hong Kong (n=1201)</th>
<th>Taiwan (n=63,634)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-24</td>
<td>110 (3.6)</td>
<td>507 (12.9)</td>
<td>83 (7.0)</td>
<td>4969 (7.8)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>25-34</td>
<td>519 (17.0)</td>
<td>953 (24.2)</td>
<td>198 (16.6)</td>
<td>10,509 (16.6)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>35-44</td>
<td>451 (14.7)</td>
<td>820 (20.8)</td>
<td>226 (18.9)</td>
<td>12,865 (20.3)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>45-59</td>
<td>963 (31.4)</td>
<td>977 (24.8)</td>
<td>310 (25.9)</td>
<td>17,836 (28.1)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>60+</td>
<td>1019 (33.3)</td>
<td>684 (17.3)</td>
<td>377 (31.6)</td>
<td>17,294 (27.2)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1683 (55.0)</td>
<td>2031 (51.6)</td>
<td>602 (50.4)</td>
<td>31,407 (49.6)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>1351 (44.2)</td>
<td>1867 (47.4)</td>
<td>562 (47.1)</td>
<td>30,034 (47.4)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Other&lt;sup&gt;d&lt;/sup&gt;</td>
<td>25 (0.8)</td>
<td>40 (1.0)</td>
<td>30 (2.5)</td>
<td>1894 (3.0)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asian</td>
<td>158 (5.2)</td>
<td>15 (0.4)</td>
<td>1180 (98.9)</td>
<td>62,924 (99.3)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Hispanic/Latino or other&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1520 (49.7)</td>
<td>3319 (84.7)</td>
<td>11 (0.9)</td>
<td>228 (0.4)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>White or European</td>
<td>1379 (45.1)</td>
<td>586 (15.0)</td>
<td>2 (0.2)</td>
<td>207 (0.3)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Below college</td>
<td>286 (9.4)</td>
<td>726 (18.4)</td>
<td>263 (22.2)</td>
<td>7889 (12.4)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>College and above</td>
<td>2768 (90.6)</td>
<td>3215 (81.6)</td>
<td>923 (77.8)</td>
<td>55,547 (87.6)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Reduced income since COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>2283 (74.6)</td>
<td>1832 (46.6)</td>
<td>852 (71.7)</td>
<td>52,674 (83.1)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>779 (25.4)</td>
<td>2099 (53.4)</td>
<td>337 (28.3)</td>
<td>10,725 (16.9)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Awareness of governmental measures and/or guidelines</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some/not aware</td>
<td>20 (0.7)</td>
<td>123 (3.1)</td>
<td>26 (2.2)</td>
<td>2850 (4.5)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>All/most</td>
<td>3034 (99.3)</td>
<td>3818 (96.9)</td>
<td>1167 (97.8)</td>
<td>60,595 (95.5)</td>
<td></td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Weighted values were calculated by dividing the actual proportion of the country’s population by the proportion from the study’s sample, then renormalized for each country to ensure weighted and unweighted sample sizes were equal. Due to rounding and missing data (<5% for each item), the sum of frequencies and percentages for the sample weighted columns may not equal the country’s total sample size.

<sup>b</sup>P values were calculated using 2-sided chi-square tests.

<sup>c</sup>Not available.

<sup>d</sup>Responses of other gender include individuals who chose nonbinary/third gender, prefer not to say, or other (<3% of total responses).

<sup>e</sup>Responses of other race or ethnicity include individuals who are African, Black, African American, American Indian or Alaskan Native, Middle Eastern, Native Hawaiian or other Pacific Islander, or other. Categories were collapsed due to low numbers (<2% of total responses).

**Handwashing and Social Distancing Behaviors**

Bivariate chi-square analyses showed that respondents from Taiwan practiced the most handwashing behaviors ($\chi^2 = 309.8, P<.001$) relative to other countries, while those from the United States practiced the most social distancing ($\chi^2 = 2169.7, P<.001$). Of the 71,608 respondents who provided a response to their handwashing practices, 39.6% (1215/3066) from the United States, 48.8% (1927/3938) from Mexico, 45% (538/1195) from Hong Kong, and 54.1% (34,328/63,409) from Taiwan reported handwashing in all seven situations (see Figure 2). Of the 71,851 respondents who provided a response to their social distancing practices, 88.0% (2702/3070) from the United States, 64.3% (2539/3946) from Mexico, 44.7% (537/1201) from Hong Kong, and 48.3% (30,737/63,634) from Taiwan reported performing all three social distancing practices (see Figure 3). We found similar patterns of association in the sensitivity multivariate analysis (see Multimedia Appendix 4). Respondents from the United States (OR 0.50, 95% CI 0.46-0.54), Mexico (OR 0.87, 95% CI 0.81-0.93), and Hong Kong (OR 0.67, 95% CI 0.59-0.75) were less likely to perform handwashing compared to those from Taiwan (reference value). Respondents from the United States (OR 7.73, 95% CI 6.93-8.66) and Mexico (OR 2.17, 95% CI 2.02-2.33) were more likely to practice social distancing compared to those from Taiwan. In contrast, respondents from Hong Kong were less likely to practice social distancing.
distancing compared to those from Taiwan, although the association was only slightly significant (OR 0.88, 95% CI 0.87-0.99).

**Figure 2.** Distribution of handwashing practices by country. Respondents were asked whether they washed their hands or used hand sanitizer in any of the following seven situations: (1) after coming home from being outside; (2) after grocery shopping; (3) after interacting with nonhousehold members; (4) while being in public; (5) before or after using their vehicle; (6) after blowing their nose, coughing, or sneezing into their hand; and (7) before eating.

**Figure 3.** Distribution of social distancing practices by country. Respondents were asked whether they did the following: (1) avoided nonessential gatherings, (2) kept at least the recommended healthy distance from nonhousehold members (eg, 6 feet, 1.5 meters, and 2 meters), or (3) avoided close contact with individuals at higher risk for severe illness from COVID-19.
Health Belief Model Constructs

Table 2 compares the distribution of responses to health belief questions by country, which were assessed using chi-square tests and were all statistically different across each country ($P<.001$). For perceived susceptibility, the percentage of respondents who felt they were likely (ie, moderately likely to very likely) to be infected with COVID-19 was higher in the United States (1683/3068, 54.9%) and Mexico (2688/3941, 68.2%) compared to those from Hong Kong (557/1192, 46.7%) and Taiwan (19,080/63,425, 30.1%). For perceived severity, a higher percentage of individuals from Taiwan (28,082/63,470, 44.2%) were not afraid (ie, slightly afraid or not afraid) of the COVID-19 pandemic compared to those from the United States (876/3064, 28.6%), Mexico (1154/3940, 29.3%), and Hong Kong (289/1195, 24.2%). For perceived benefits, most individuals in the United States (2062/3016, 68.4%) and Taiwan (53,573/62,625, 85.5%) believed that the government measures in place were appropriate or essential, while most individuals in Mexico (2256/3871, 58.3%) and Hong Kong (745/1172, 63.6%) believed that their measures were not enough. For self-efficacy, a majority of individuals in all countries were confident or very confident in their ability to carry out preventative measures: 88.5% (2712/3066) in the United States, 91.4% (3599/3940) in Mexico, 79.3% (946/1193) in Hong Kong, and 75.8% (48,144/63,481) in Taiwan.

Regarding perceived barriers to social distancing, Mexico (2547/3946, 64.5%) had the highest proportion of individuals who perceived difficulty in obtaining face masks, followed by 60.5% (1856/3070) of individuals in the United States, 52.7% (633/1201) in Hong Kong, and 12.2% (7736/63,634) in Taiwan. Having an essential job (eg, grocery store worker), as perceived by the individual or determined by local governments, was a common perceived barrier in all countries. Other common barriers included family obligations in Mexico as well as transportation needs in Hong Kong and Taiwan. For handwashing barriers, respondents from the United States (1536/3070, 50.0%) and Mexico (2056/3946, 52.1%) perceived more difficulty in obtaining hand sanitizer compared to those in Taiwan (2708/63,634, 4.3%) and Hong Kong (104/1201, 8.7%). Only a small proportion of individuals in all countries (<5% each) reported having difficulty obtaining hand soap.

For cues to action, respondents selected up to three sources of information for COVID-19. News (eg, TV news, newspaper, and radio) and social media were the most frequently reported sources of information in every country, with Hong Kong reporting the highest percentage (news: 1002/1201, 83.4%; social media: 846/1201, 70.4%) and Mexico the lowest (news: 1965/3946, 49.8%; social media: 1337/3946, 33.9%). More respondents selected federal, or central, government rather than regional government as a top information source in Taiwan (14,730/63,634, 23.1% vs 1387/63,634, 2.2%) and Mexico (1155/3946, 29.3% vs 567/3946, 14.4%), while more respondents selected regional rather than federal government in the United States (1129/3070, 36.8% vs 312/3070, 10.2%). Both choices were comparably low in Hong Kong (<5% each).
Table 2. Weighted responses to health belief model (HBM) constructs by country.

<table>
<thead>
<tr>
<th>HBM construct, survey question, and responses</th>
<th>Value (N=71,851), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>United States (n=3070)</td>
<td>Mexico (n=3946)</td>
</tr>
<tr>
<td><strong>Perceived susceptibility to infection: What do you think is your risk of getting infected with COVID-19?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not likely/slightly likely</td>
<td>1385 (45.1)</td>
<td>1253 (31.8)</td>
</tr>
<tr>
<td>Moderately likely</td>
<td>1024 (33.4)</td>
<td>1523 (38.6)</td>
</tr>
<tr>
<td>Likely/very likely</td>
<td>659 (21.5)</td>
<td>1165 (29.6)</td>
</tr>
<tr>
<td><strong>Perceived severity of COVID-19: How afraid are you of the COVID-19 pandemic?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not afraid/slightly afraid</td>
<td>876 (28.6)</td>
<td>1154 (29.3)</td>
</tr>
<tr>
<td>Moderately afraid</td>
<td>1022 (33.3)</td>
<td>1135 (28.8)</td>
</tr>
<tr>
<td>Afraid/very afraid</td>
<td>1166 (38.1)</td>
<td>1651 (41.9)</td>
</tr>
<tr>
<td><strong>Perceived benefits of measures: How do you feel about the government measures for COVID-19 in your area?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appropriate/essential</td>
<td>2062 (68.4)</td>
<td>1343 (34.7)</td>
</tr>
<tr>
<td>Unnecessarily restrictive/moderately restrictive</td>
<td>297 (9.9)</td>
<td>272 (7.0)</td>
</tr>
<tr>
<td>Not enough</td>
<td>657 (21.8)</td>
<td>2256 (58.3)</td>
</tr>
<tr>
<td><strong>Self-efficacy in carrying out measures: How confident are you that you are able and willing to carry out these measures?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not confident/slightly confident</td>
<td>138 (4.5)</td>
<td>93 (2.3)</td>
</tr>
<tr>
<td>Moderately confident</td>
<td>216 (7.0)</td>
<td>248 (6.3)</td>
</tr>
<tr>
<td>Confident/very confident</td>
<td>2712 (88.5)</td>
<td>3599 (91.4)</td>
</tr>
<tr>
<td><strong>Perceived barriers to carrying out measures: Have any barriers prevented you from adhering to these measures? Do you have any difficulty getting masks, hand soap, and hand sanitizer?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masks</td>
<td>1856 (60.5)</td>
<td>2547 (64.5)</td>
</tr>
<tr>
<td>Essential job</td>
<td>381 (12.4)</td>
<td>630 (16.0)</td>
</tr>
<tr>
<td>Family obligations</td>
<td>201 (6.6)</td>
<td>636 (16.1)</td>
</tr>
<tr>
<td>Transportation needs</td>
<td>49 (1.6)</td>
<td>193 (4.9)</td>
</tr>
<tr>
<td>Hand soap</td>
<td>142 (4.6)</td>
<td>167 (4.2)</td>
</tr>
<tr>
<td>Hand sanitizer</td>
<td>1536 (50.0)</td>
<td>2056 (52.1)</td>
</tr>
<tr>
<td><strong>Cues to action: What are your top three sources of information regarding COVID-19?&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News source</td>
<td>2119 (69.0)</td>
<td>1965 (49.8)</td>
</tr>
<tr>
<td>Social media</td>
<td>1234 (40.2)</td>
<td>1337 (33.9)</td>
</tr>
<tr>
<td>Central administration officials</td>
<td>312 (10.2)</td>
<td>1155 (29.3)</td>
</tr>
<tr>
<td>Regional administration officials</td>
<td>1129 (36.8)</td>
<td>567 (14.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Weighted values were calculated by dividing the actual proportion of the country’s population by the proportion from the study’s sample, then renormalized for each country to ensure weighted and unweighted sample sizes were equal. Due to rounding and missing data (<5% for each item), the sum of frequencies and percentages for the sample weighted columns may not equal the country’s total sample size.

<sup>b</sup>P values were calculated using 2-sided chi-square tests.

<sup>c</sup>Not available.

<sup>d</sup>The top four media resources selected by respondents, when asked to pick their top three from the list, are shown.
Association of HBM Constructs With Handwashing and Social Distancing Behaviors

In multivariable analyses, individuals with higher self-efficacy were more likely to perform more handwashing practices compared to those with lower self-efficacy (OR_{United States} 1.58, 95% CI 1.21-2.07; OR_{Mexico} 1.54, 95% CI 1.21-1.96; OR_{Hong Kong} 2.48, 95% CI 1.80-3.44; OR_{Taiwan} 2.30, 95% CI 2.21-2.39) (see Table 3). The significance of other HBM constructs varied by country. Performing more handwashing practices was positively and significantly associated with perceived severity in the United States (OR_{severity} 1.33, 95% CI 1.09-1.61), perceived susceptibility in Mexico (OR_{susceptibility} 1.23, 95% CI 1.06-1.42) and Hong Kong (OR_{susceptibility} 1.44, 95% CI 1.11-1.87), and perceived susceptibility and perceived severity in Taiwan (OR_{susceptibility} 1.08, 95% CI 1.04-1.12; OR_{severity} 1.24, 95% CI 1.20-1.29). In the United States, Mexico, and Taiwan, those who perceived government measures for COVID-19 as restrictive were significantly less likely to handwash compared to those who perceived measures as appropriate or essential (OR_{United States} 0.41, 95% CI 0.30-0.55; OR_{Mexico} 0.65, 95% CI 0.50-0.86; OR_{Taiwan} 0.82, 95% CI 0.76-0.89). In the United States, non-White respondents were more likely to handwash compared to White or European respondents (OR_{Hispanic/Latino or other} 3.22, 95% CI 2.69-3.86; OR_{Asian} 2.76, 95% CI 1.89-4.04). Similar patterns of association for covariates persisted even when we used handwashing time (>20 seconds), another important COVID-19 handwashing behavior, as the binary outcome in the sensitivity analysis (see Multimedia Appendix 5).

Similar to handwashing, individuals with higher self-efficacy were also more likely to practice social distancing compared to those with lower self-efficacy (OR_{United States} 1.77, 95% CI 1.24-2.49; OR_{Mexico} 1.77, 95% CI 1.40-2.25; OR_{Hong Kong} 3.25, 95% CI 2.32-4.62; OR_{Taiwan} 2.58, 95% CI 2.47-2.68) (see Table 4). Social distancing was also positively associated with perceived severity in the United States (OR_{severity} 1.62, 95% CI 1.24-2.12), Mexico (OR_{severity} 1.29, 95% CI 1.11-1.50), and Taiwan (OR_{severity} 1.17, 95% CI 1.13-1.21). Similarly, in the United States, Mexico, and Taiwan, those who perceived government measures for COVID-19 as restrictive were significantly less likely to practice social distancing compared to those who perceived measures as appropriate or essential (OR_{United States} 0.52, 95% CI 0.36-0.76; OR_{Mexico} 0.65, 95% CI 0.49-0.85; OR_{Taiwan} 0.82, 95% CI 0.76-0.88). In the United States, family obligations and transportation needs were associated with fewer social distancing practices (OR_{famil} 0.25, 95% CI 0.17-0.36; OR_{transportation} 0.25, 95% CI 0.11-0.57). In Hong Kong, those who had difficulty obtaining masks were more likely to socially distance (OR_{masks} 1.61, 95% CI 1.23-2.10), but those who had an essential job or transportation needs were less likely to socially distance (OR_{essential job} 0.66, 95% CI 0.48-0.89; OR_{transportation} 0.67, 95% CI 0.52-0.87). Similarly in Taiwan, those who had an essential job or transportation needs were less likely to socially distance (OR_{essential job} 0.71, 95% CI 0.68-0.74; OR_{transportation} 0.85, 95% CI 0.82-0.89).
<table>
<thead>
<tr>
<th>Characteristic or construct and responses</th>
<th>United States, OR (95% CI)</th>
<th>P value</th>
<th>Mexico, OR (95% CI)</th>
<th>P value</th>
<th>Hong Kong, OR (95% CI)</th>
<th>P value</th>
<th>Taiwan, OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Reference</td>
<td></td>
<td>1.14 (0.65-2.03)</td>
<td>.70</td>
<td>Reference</td>
<td></td>
<td>2.00 (1.14-3.55)</td>
<td>.02</td>
</tr>
<tr>
<td>25-34</td>
<td>1.15 (0.91-1.46)</td>
<td>.20</td>
<td>1.60 (1.25-2.04)</td>
<td>&lt;.001</td>
<td>2.15 (1.24-3.80)</td>
<td>.007</td>
<td>2.24 (2.09-2.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-44</td>
<td>1.24 (0.72-2.20)</td>
<td>.40</td>
<td>1.86 (1.47-2.35)</td>
<td>&lt;.001</td>
<td>2.20 (1.29-3.82)</td>
<td>.004</td>
<td>2.66 (2.48-2.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-59</td>
<td>1.91 (1.11-3.34)</td>
<td>.02</td>
<td>1.76 (1.37-2.26)</td>
<td>&lt;.001</td>
<td>1.16 (0.67-2.03)</td>
<td>.60</td>
<td>2.96 (2.76-3.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60+</td>
<td>1.10 (0.63-1.95)</td>
<td>.70</td>
<td>1.76 (1.37-2.26)</td>
<td>&lt;.001</td>
<td>1.16 (0.67-2.03)</td>
<td>.60</td>
<td>2.96 (2.76-3.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td></td>
<td>0.84 (0.71-1.00)</td>
<td>.05</td>
<td>Reference</td>
<td></td>
<td>1.09 (0.85-1.40)</td>
<td>.50</td>
</tr>
<tr>
<td>Male</td>
<td>1.00 (0.87-1.14)</td>
<td>.90</td>
<td>1.60 (1.25-2.04)</td>
<td>&lt;.001</td>
<td>1.86 (1.47-2.35)</td>
<td>&lt;.001</td>
<td>2.20 (1.29-3.82)</td>
<td>.004</td>
</tr>
<tr>
<td>Other</td>
<td>1.52 (0.62-3.93)</td>
<td>.40</td>
<td>1.09 (0.56-2.11)</td>
<td>.80</td>
<td>1.73 (0.80-3.84)</td>
<td>.20</td>
<td>1.06 (0.96-1.17)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White or European</td>
<td>Reference</td>
<td></td>
<td>N/A</td>
<td></td>
<td>Reference</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino or otherd</td>
<td>3.22 (2.69-3.86)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2.76 (1.89-4.04)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below college</td>
<td>Reference</td>
<td></td>
<td>0.99 (0.71-1.40)</td>
<td>.90</td>
<td>Reference</td>
<td></td>
<td>1.13 (0.84-1.53)</td>
<td>.40</td>
</tr>
<tr>
<td>College and above</td>
<td>1.14 (0.95-1.36)</td>
<td>.20</td>
<td>1.23 (1.06-1.42)</td>
<td>.006</td>
<td>1.44 (1.11-1.87)</td>
<td>.007</td>
<td>1.08 (1.04-1.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived susceptibility of infection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not likely/slightly likely</td>
<td>Reference</td>
<td></td>
<td>1.12 (0.95-1.33)</td>
<td>.20</td>
<td>Reference</td>
<td></td>
<td>1.23 (1.06-1.42)</td>
<td>.006</td>
</tr>
<tr>
<td>Moderately to very likely</td>
<td>1.23 (1.06-1.42)</td>
<td>.006</td>
<td>1.44 (1.11-1.87)</td>
<td>.007</td>
<td>1.08 (1.04-1.12)</td>
<td></td>
<td>1.23 (1.06-1.42)</td>
<td>.006</td>
</tr>
<tr>
<td>Not afraid/slightly afraid</td>
<td>Reference</td>
<td></td>
<td>1.33 (1.09-1.61)</td>
<td>.005</td>
<td>Reference</td>
<td></td>
<td>1.06 (0.91-1.22)</td>
<td>.50</td>
</tr>
<tr>
<td>Moderately to very afraid</td>
<td>1.06 (0.91-1.22)</td>
<td>.50</td>
<td>1.22 (0.90-1.65)</td>
<td>.20</td>
<td>1.24 (1.20-1.29)</td>
<td></td>
<td>1.24 (1.20-1.29)</td>
<td></td>
</tr>
<tr>
<td><strong>Perceived severity of COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not afraid/slightly afraid</td>
<td>Reference</td>
<td></td>
<td>0.41 (0.30-0.55)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td></td>
<td>0.65 (0.50-0.86)</td>
<td>.002</td>
</tr>
<tr>
<td>Moderately to very afraid</td>
<td>0.65 (0.50-0.86)</td>
<td>.002</td>
<td>0.65 (0.41-1.02)</td>
<td>.06</td>
<td>0.82 (0.76-0.89)</td>
<td></td>
<td>0.82 (0.76-0.89)</td>
<td></td>
</tr>
<tr>
<td>Not enough</td>
<td>Reference</td>
<td></td>
<td>0.97 (0.84-1.12)</td>
<td>.70</td>
<td>Reference</td>
<td></td>
<td>0.77 (0.56-1.07)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Self-efficacy in carrying out handwashing measures</strong></td>
<td>Reference</td>
<td></td>
<td>1.49 (1.23-1.82)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td></td>
<td>0.97 (0.84-1.12)</td>
<td>.70</td>
</tr>
<tr>
<td>Not confident/moderately confident</td>
<td>Reference</td>
<td></td>
<td>1.58 (1.21-2.07)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td></td>
<td>1.54 (1.21-1.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Confident/very confident</td>
<td>1.54 (1.21-1.96)</td>
<td>&lt;.001</td>
<td>2.48 (1.80-3.44)</td>
<td>&lt;.001</td>
<td>2.30 (2.21-2.39)</td>
<td></td>
<td>2.30 (2.21-2.39)</td>
<td></td>
</tr>
<tr>
<td>Characteristic or construct and responses</td>
<td>United States, OR ( \times ) (95% CI)</td>
<td>( P ) value</td>
<td>Mexico, OR (95% CI)</td>
<td>( P ) value</td>
<td>Hong Kong, OR (95% CI)</td>
<td>( P ) value</td>
<td>Taiwan, OR (95% CI)</td>
<td>( P ) value</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>---------------------------------------</td>
<td>---------------</td>
<td>----------------------</td>
<td>---------------</td>
<td>------------------------</td>
<td>---------------</td>
<td>---------------------</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Perceived barriers to following handwashing measures (reference is “no”)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand soap</td>
<td>0.73 (0.49-1.07)</td>
<td>.11</td>
<td>1.35 (0.98-1.87)</td>
<td>.07</td>
<td>7.59 (1.88-53.9)</td>
<td>.01</td>
<td>1.01 (0.81-1.27)</td>
<td>.90</td>
</tr>
<tr>
<td>Hand sanitizer</td>
<td>0.88 (0.74-1.03)</td>
<td>.11</td>
<td>1.01 (0.88-1.15)</td>
<td>.90</td>
<td>1.14 (0.74-1.77)</td>
<td>.50</td>
<td>0.86 (0.79-0.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Cues to action (reference is “no”)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News source</td>
<td>0.77 (0.64-0.92)</td>
<td>.003</td>
<td>0.80 (0.70-0.92)</td>
<td>.001</td>
<td>0.97 (0.69-1.35)</td>
<td>.80</td>
<td>0.95 (0.91-0.99)</td>
<td>.02</td>
</tr>
<tr>
<td>Social media</td>
<td>0.60 (0.50-0.71)</td>
<td>&lt;.001</td>
<td>0.77 (0.67-0.89)</td>
<td>&lt;.001</td>
<td>0.79 (0.60-1.05)</td>
<td>.10</td>
<td>0.86 (0.83-0.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Central administration officials</td>
<td>1.32 (1.01-1.74)</td>
<td>.05</td>
<td>0.84 (0.73-0.98)</td>
<td>.02</td>
<td>1.27 (0.55-3.02)</td>
<td>.60</td>
<td>0.99 (0.95-1.03)</td>
<td>.70</td>
</tr>
<tr>
<td>Regional administration officials</td>
<td>0.63 (0.52-0.75)</td>
<td>&lt;.001</td>
<td>0.83 (0.69-1.00)</td>
<td>.05</td>
<td>0.42 (0.22-0.77)</td>
<td>.007</td>
<td>1.08 (0.96-1.21)</td>
<td>.20</td>
</tr>
</tbody>
</table>

\(a\) OR: odds ratio; models were run using weighted data, which were calculated by dividing the actual proportion of the country’s population by the proportion from the study’s sample, then renormalized for each country to ensure weighted and unweighted sample sizes were equal.

\(b\) Responses of other gender include individuals who chose nonbinary/third gender, prefer not to say, or other (<3% of total responses).

\(c\) N/A: not applicable; race or ethnicity was not adjusted for these countries as the majority identified as the same race or ethnicity.

\(d\) Responses of other race or ethnicity include individuals who are Black or African American, American Indian or Alaska Native, Native Hawaiian or other Pacific Islander, or other. Categories were collapsed due to low numbers (<2% of total responses).

\(e\) The top four media resources selected by respondents, when asked to pick their top three from the list, are shown.
Table 4. Multivariable model of health beliefs and social distancing practices by country.

<table>
<thead>
<tr>
<th>Characteristic or construct and responses</th>
<th>United States, OR (95% CI)( ^a )</th>
<th>( P ) value</th>
<th>Mexico, OR (95% CI)</th>
<th>( P ) value</th>
<th>Hong Kong, OR (95% CI)</th>
<th>( P ) value</th>
<th>Taiwan, OR (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>25-34</td>
<td>1.21 (0.52-2.66)</td>
<td>.60</td>
<td>0.70 (0.54-1.09)</td>
<td>.006</td>
<td>1.19 (0.68-2.08)</td>
<td>.50</td>
<td>1.39 (1.29-1.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-44</td>
<td>1.61 (0.71-3.53)</td>
<td>.20</td>
<td>0.69 (0.53-0.89)</td>
<td>.005</td>
<td>1.09 (0.63-1.89)</td>
<td>.80</td>
<td>1.82 (1.69-1.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-59</td>
<td>1.67 (0.72-3.65)</td>
<td>.20</td>
<td>0.67 (0.52-0.86)</td>
<td>.002</td>
<td>1.17 (0.69-1.99)</td>
<td>.60</td>
<td>1.93 (1.80-2.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60+</td>
<td>3.30 (1.42-7.31)</td>
<td>.004</td>
<td>0.52 (0.40-0.68)</td>
<td>&lt;.001</td>
<td>0.56 (0.32-0.97)</td>
<td>.04</td>
<td>1.89 (1.76-2.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1.36 (1.05-1.75)</td>
<td>.02</td>
<td>1.14 (0.99-1.31)</td>
<td>.07</td>
<td>1.04 (0.81-1.34)</td>
<td>.80</td>
<td>1.03 (1.00-1.07)</td>
<td>.07</td>
</tr>
<tr>
<td>Other( ^b )</td>
<td>1.68 (0.47-8.23)</td>
<td>.50</td>
<td>1.02 (0.52-2.06)</td>
<td>.90</td>
<td>0.38 (0.15-0.87)</td>
<td>.03</td>
<td>0.92 (0.83-1.01)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White or European</td>
<td>Reference</td>
<td>N/A( ^c )</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic/Latino or other( ^d )</td>
<td>0.46 (0.35-0.61)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>0.78 (0.44-1.42)</td>
<td>.40</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below college</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>College and above</td>
<td>0.60 (0.36-0.96)</td>
<td>.04</td>
<td>1.32 (1.10-1.60)</td>
<td>.003</td>
<td>1.13 (0.83-1.54)</td>
<td>.40</td>
<td>1.17 (1.12-1.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Reduced income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>0.60 (0.46-0.78)</td>
<td>&lt;.001</td>
<td>0.95 (0.83-1.10)</td>
<td>.50</td>
<td>0.98 (0.74-1.30)</td>
<td>.90</td>
<td>1.07 (1.03-1.12)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Perceived susceptibility of infection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not likely/slightly likely</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Moderately to very likely</td>
<td>1.11 (0.86-1.44)</td>
<td>.40</td>
<td>1.02 (0.88-1.19)</td>
<td>.80</td>
<td>0.76 (0.58-0.99)</td>
<td>.05</td>
<td>0.94 (0.90-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived severity of COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not afraid/slightly afraid</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Moderately to very afraid</td>
<td>1.62 (1.24-2.12)</td>
<td>&lt;.001</td>
<td>1.29 (1.11-1.50)</td>
<td>.001</td>
<td>1.34 (0.99-1.84)</td>
<td>.06</td>
<td>1.17 (1.13-1.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived benefits of social distancing measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unnecessarily restrictive/moderately restrictive</td>
<td>0.52 (0.36-0.76)</td>
<td>&lt;.001</td>
<td>0.65 (0.49-0.85)</td>
<td>.002</td>
<td>1.24 (0.79-1.96)</td>
<td>.40</td>
<td>0.82 (0.76-0.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Appropriate/essential</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Not enough</td>
<td>1.72 (1.24-2.42)</td>
<td>.001</td>
<td>1.22 (1.05-1.41)</td>
<td>.01</td>
<td>1.04 (0.74-1.46)</td>
<td>.80</td>
<td>1.05 (0.99-1.11)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Self-efficacy in carrying out social distancing measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not confident/moderately confident</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
</tbody>
</table>
March 26, 2020, with the strictest measures lasting until the end of April at the minimum [30]. Mexico issued similar orders on mid-March and early April 2020, each lasting until the end of

On the other hand, 43 US states issued lockdown orders between gatherings but otherwise maintained regular activities [28,29].

cases resulted in regulations that prohibited large public

Kong's early identification and strict quarantine of suspected
distancing, though not strictly enforced [27]. Similarly, Hong

and resource allocation led to recommendations for social
border control, case identification, isolation of suspected cases,

In the context of government interventions, Taiwan's early
identification and strict quarantine of suspected cases resulted in regulations that prohibited large public gatherings but otherwise maintained regular activities [28,29].

On the other hand, 43 US states issued lockdown orders between mid-March and early April 2020, each lasting until the end of April at the minimum [30]. Mexico issued similar orders on March 26, 2020, with the strictest measures lasting until the end

of May 2020 [31]. These varying degrees of strictness and timing of government interventions among the four countries may have attributed to increased social distancing in the United States and Mexico compared to Hong Kong and Taiwan.

Furthermore, at the start of our study period on April 11, 2020, the World Health Organization Situation Report recorded 1.6 million confirmed COVID-19 cases, with more than 99,000 deaths in over 200 countries and territories [32]. This included 461,275 confirmed cases in the United States, 3441 in Mexico, 1001 in Hong Kong, and 382 in Taiwan [26,32,33]. By the end of our study period on May 1, 2020, the numbers of cases and deaths had doubled worldwide [32]. The United States and Mexico saw a 124% and 417% increase in the number of confirmed COVID-19 cases, respectively, while Taiwan and Hong Kong reported only a 6.8% and 3.9% increase, respectively [26,32,33]. The rapid increase in confirmed cases in the United States and Mexico compared to Hong Kong and Taiwan likely also played a role in understanding handwashing and social distancing behaviors.

Among the HBM constructs, our study found that self-efficacy was the strongest positive predictor for both handwashing and social distancing in all countries. These findings were largely consistent with previous studies that examined preventative

<table>
<thead>
<tr>
<th>Characteristic or construct and responses</th>
<th>United States, OR (95% CI)(^a)</th>
<th>(P) value</th>
<th>Mexico, OR (95% CI)</th>
<th>(P) value</th>
<th>Hong Kong, OR (95% CI)</th>
<th>(P) value</th>
<th>Taiwan, OR (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confident/very confident</td>
<td>1.77 (1.24-2.49)</td>
<td>.001</td>
<td>1.77 (1.40-2.25)</td>
<td>&lt;.001</td>
<td>3.25 (2.32-4.62)</td>
<td>&lt;.001</td>
<td>2.58 (2.47-2.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived barriers to following social distancing measures (reference is “no”)</td>
<td>Masks 0.95 (0.73-1.23) .70</td>
<td>Essential job 0.86 (0.61-1.23) .40</td>
<td>Family obligations 0.25 (0.17-0.36) &lt;.001</td>
<td>Transportation needs 0.25 (0.11-0.57) &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cues to action (reference is “no”)(^b)</td>
<td>News source 1.58 (1.22-2.04) &lt;.001</td>
<td>Social media 0.53 (0.41-0.68) &lt;.001</td>
<td>Central administration officials 1.15 (0.78-1.75) .50</td>
<td>Regional administration officials 0.70 (0.53-0.92) .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio; models were run using weighted data, which were calculated by dividing the actual proportion of the country’s population by the proportion from the study’s sample, then renormalized for each country to ensure weighted and unweighted sample sizes were equal.

\(^b\)Responses of other gender include individuals who chose nonbinary/third gender, prefer not to say, or other (<3% of total responses).

\(^c\)N/A: not applicable; race or ethnicity was not adjusted for these countries as the majority identified as the same race or ethnicity.

\(^d\)Responses of other race or ethnicity include individuals who are Black or African American, American Indian or Alaska Native, Native Hawaiian or other Pacific Islander, or other. Categories were collapsed due to low numbers (<2% of total responses).

\(^e\)The top four media resources selected by respondents, when asked to pick their top three from the list, are shown.

Discussion

Principal Findings

In this international study to examine COVID-19-related health behaviors using the HBM, we showed that respondents from the United States practiced the most social distancing, while those from Taiwan practiced the most handwashing. Despite these differences in health behaviors, self-efficacy was a significant predictor in all four countries. Our findings may be explained by the strictness and timing of government policies, the number of confirmed infection cases in each country, individual beliefs, and cultural context.

In the context of government interventions, Taiwan’s early border control, case identification, isolation of suspected cases, and resource allocation led to recommendations for social distancing, though not strictly enforced [27]. Similarly, Hong Kong’s early identification and strict quarantine of suspected cases resulted in regulations that prohibited large public gatherings but otherwise maintained regular activities [28,29]. On the other hand, 43 US states issued lockdown orders between mid-March and early April 2020, each lasting until the end of April at the minimum [30]. Mexico issued similar orders on March 26, 2020, with the strictest measures lasting until the end

of May 2020 [31]. These varying degrees of strictness and timing of government interventions among the four countries may have attributed to increased social distancing in the United States and Mexico compared to Hong Kong and Taiwan.
behaviors for cancers using the HBM [34,35]. Although a review of HBM studies suggested that the construct of perceived barriers was the best individual predictor across different types of studies and behaviors, self-efficacy can be seen as an important factor in overcoming the barriers to taking actions [17]. Perceived barriers were not significantly associated with hand hygiene, possibly because difficulties accessing water, soap, and hand sanitizer were less common among our survey respondents. For instance, Mexico is an upper-middle-income country and in some regions and communities these items might not be readily available; however, the population we reached through social media may be comparable to the populations we assessed from the other high-income countries [36]. For social distancing behaviors, having transportation needs was consistently associated with practicing less social distancing. This is especially relevant in Hong Kong and Taiwan, where public transportation is heavily utilized with their population densities of 6690 and 652 persons per square kilometer, respectively [37,38]. In their most densely populated districts, these numbers are even higher at 57,250 and 27,418 persons per square kilometer, respectively [37,39]. It is also important to note that we treated each perceived barrier as a unique covariate in the model to assess the most relevant barriers to social distancing, which may differ from other studies. Moreover, given that our respondents were mostly well-educated social media users, the true proportion of individuals with perceived barriers in our study was likely underestimated.

Previous studies have also suggested perceived susceptibility to be a good predictor for preventative behaviors [17]. In our study, perceived susceptibility was, overall, a significant positive predictor for practicing more handwashing. Perceived severity was also a strong predictor for both handwashing and social distancing in the United States and Taiwan, which may have been influenced by the worldwide news coverage and the strictness of government interventions. The associations found between perceived benefits and health behaviors may be tied to the timing of policies in each country and overall trust in the government. Cues to action, measured as types of media publicity, were not significant for predicting behavioral change in our model.

Modifiable factors that influence individual beliefs, such as culture and prior knowledge, are important to consider. In Hong Kong and Taiwan, wide adoption of preventative behaviors after the 2003 SARS outbreak may have better prepared residents for COVID-19, which may explain their greater sense of self-efficacy in handwashing and social distancing compared to other countries. Many residents were already taking regular individual actions, practicing good hand hygiene for infection control or wearing masks to counter air pollution when the pandemic hit. In fact, the study team received several emails from respondents in Taiwan and Hong Kong, noting that they had practiced handwashing prior to the pandemic because they were taught to do so as children. For this study, we were unable to statistically account for social factors and prior knowledge in our analyses, but future studies should consider including them into models to assess the influence of social and cultural factors on preventative health behaviors.

Using Social Media for Recruitment During COVID-19

Our study may also provide insight into the effect of using social media recruitment strategies to reach a large audience. Given the rapidly evolving information, beliefs, and policies surrounding COVID-19, internet sampling allowed us to (1) capture real-time data simultaneously in different countries in a short time span, (2) reach a large number of participants in lockdown, and (3) overcome financial limitations [40]. The combination of boosting and sharing of social media posts allowed us to effectively target specific populations and locations while also reaching a larger audience, as was evident by the number of respondents from Taiwan. Our findings expand on recent COVID-19 studies from the United States and Taiwan that used similar methods to assess other COVID-19 attitudes, behaviors, and knowledge among different populations [41-43].

Limitations

There are limitations to this study. Firstly, we used convenience sampling to recruit participants, which could have introduced potential sample selection bias. For example, we found an underrepresentation of populations with lower educational levels. This may have resulted in an overestimation of adherence rates and underestimation of perceived barriers. However, in multivariate analysis, education was not statistically associated with handwashing or social distancing practices. To best address the imbalances in our sample, we conducted poststratification weighting by age and gender, as well as race or ethnicity for the United States, to improve the generalizability of our results, although we understand that this does not make up for all of the differences [44]. Secondly, we had a disproportionately larger sample size in Taiwan relative to other countries [45]. However, since our main multivariable analyses were country specific, this would not likely affect the estimates found in other countries. Finally, there are weaknesses within the HBM itself. The HBM does not account for a person’s nonhealth-related beliefs or determinants that dictate a person’s acceptance of a health behavior. Health behaviors can also be learned through modeling as explained by other behavior change theories, such as the social cognitive theory (SCT); for instance, residents in Taiwan and Hong Kong might regularly wear masks and practice hand hygiene from observing those around them [46]. Self-efficacy, the strongest predictor in our study, is also known to play a large role in health behavior in the context of the SCT. However, we did not use SCT in our study because the theory’s heavy emphasis on the process of learning disregards an individual’s perception about COVID-19 as well as their motivations behind handwashing and social distancing behaviors. The collection of data on health beliefs, which the HBM encompasses, is important for the planning of interventions that can then be targeted to each country’s specific needs.

Conclusions

Overall, our findings revealed that certain health belief constructs were independently associated with social distancing and handwashing behaviors. In the context of controlling the continued spread of COVID-19, self-efficacy is a significant predictor that can be easily targeted and modified by public health officials and educators. Policies and communications...
that address relevant health beliefs can facilitate adoption of necessary actions for preventing COVID-19.
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Abstract

Background: Although commercially available analgesic indices based on biosignal processing have been used to quantify nociception during general anesthesia, their performance is low in conscious patients. Therefore, there is a need to develop a new analgesic index with improved performance to quantify postoperative pain in conscious patients.

Objective: This study aimed to develop a new analgesic index using photoplethysmogram (PPG) spectrograms and a convolutional neural network (CNN) to objectively assess pain in conscious patients.

Methods: PPGs were obtained from a group of surgical patients for 6 minutes both in the absence (preoperatively) and in the presence (postoperatively) of pain. Then, the PPG data of the latter 5 minutes were used for analysis. Based on the PPGs and a CNN, we developed a spectrogram–CNN index for pain assessment. The area under the curve (AUC) of the receiver-operating characteristic curve was measured to evaluate the performance of the 2 indices.

Results: PPGs from 100 patients were used to develop the spectrogram–CNN index. When there was pain, the mean (95% CI) spectrogram–CNN index value increased significantly—baseline: 28.5 (24.2-30.7) versus recovery area: 65.7 (60.5-68.3); P<.01. The AUC and balanced accuracy were 0.76 and 71.4%, respectively. The spectrogram–CNN index cutoff value for detecting pain was 48, with a sensitivity of 68.3% and specificity of 73.8%.

Conclusions: Although there were limitations to the study design, we confirmed that the spectrogram–CNN index can efficiently detect postoperative pain in conscious patients. Further studies are required to assess the spectrogram–CNN index’s feasibility and prevent overfitting to various populations, including patients under general anesthesia.

Trial Registration: Clinical Research Information Service KCT0002080; https://cris.nih.go.kr/cris/search/search_result_st01.jsp?seq=6638

doi:10.2196/23920
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Introduction

Efficient management of postoperative pain affecting the prognosis of patients is becoming increasingly important [1]. To properly administer analgesics, it is necessary to first objectively assess the patient’s degree of pain. In conscious patients, pain can be assessed by asking the patient directly, but unconscious patients or those with difficulty communicating...
require an appropriate index to quantify their pain. However, current commercial analgesic indices were developed for the purpose of evaluating nociception in patients under general anesthesia [2,3]; therefore, there is no standard for the quantification of postoperative pain in conscious patients [4]. Thus, developing a new pain index to quantify pain in patients who cannot directly communicate their level of pain may also help in the clinical setting; it will also reduce the need to ask questions each time the patient is conscious when pain must be evaluated frequently.

A photoplethysmogram (PPG) is a biosignal that can be obtained continuously and noninvasively using a pulse oximeter. Because a PPG conveys much information about a patient’s condition, many attempts have been made to quantify pain by analyzing PPG signals [3,5-7]. The surgical pleth index (SPI; GE Healthcare), developed for quantifying nociception during general anesthesia, only considers the amplitude and heartbeat interval of a PPG [3]. In addition to these 2 parameters, other pain-related features are present in PPG signals [6,7]. Therefore, the application of a new analytical method has the potential to improve the performance of analgesic indices.

Deep learning architectures, such as a convolution neural network (CNN), can be a good solution to elucidate the hidden features in a PPG because they can identify optimal abstracted features that are beyond human comprehension without any manual procedure [8]. Furthermore, in determining the presence of pain, machine learning has a strong advantage owing to its nonlinear characteristics compared with the SPI, which assesses pain based on simple linear regression [8,9], potentially making it possible to effectively predict nonlinear deviations among individuals or situations [10]. Therefore, a combination of the extended features of PPG and machine learning–based scoring is expected to overcome the limitations of existing pain assessment techniques. However, because a PPG is a 1D signal, whereas CNNs have the advantage of multidimensional data analysis, a dimensional extension of a PPG without loss of time–frequency characteristics is required to apply it optimally in a CNN. A spectrogram, which is a 2D image including the intact time–frequency characteristics of a PPG, can be a good method for applying a CNN to PPGs.

This study aimed to develop a new analgesic index using PPG spectrograms and a CNN to objectively assess pain in conscious patients. In addition, the performance of our newly developed index was compared with that of the SPI.

Methods

Patient Population

The study protocol was approved by the Institutional Review Board of Asan Medical Centre (approval number: 2016-0477) and registered on an international clinical trials registry platform (registration number KCT0002080). Written informed consent was obtained from all patients. All procedures were conducted in accordance with relevant guidelines and regulations. In total, 120 patients (American Society of Anesthesiologists Physical Status 1, 2, or 3) between the ages of 20 and 80, who were scheduled to undergo elective surgery, were included in this observational study. Exclusion criteria were as follows: clinically significant impairment of the cardiovascular, hepatic, or renal function; history of cardiac arrhythmia; use of medication that might affect autonomic function; the presence of presurgical acute or chronic pain (Visual Analog Scale score [VAS] > 0, measured before surgery); clinically significant laboratory findings; and evidence of pregnancy.

Procedure and Data Acquisition

All patients fasted from midnight on the day of surgery without premedication. In the operating theater, patients were monitored for their heart activity using electrocardiography, end-tidal carbon dioxide partial pressure, and noninvasive blood pressure measurement. Neuromuscular transmission was monitored using an M-NMT module at the adductor pollicis muscle (CARESCAPE B850; GE Healthcare). A reusable SPI sensor was placed on the index finger of each patient (on the arm not used for blood pressure measurement). Patients were allowed to acclimate for at least 5 minutes in the supine position in a quiet operating theater, after which baseline data (without pain) were collected for 6 minutes, of which the latter 5 minutes were used for analysis. General anesthesia was performed by administering propofol and remifentanil by a target effect-site concentration–controlled infusion using the Schneider and Minto models [11,12]. Target effect-site concentrations (Ces) of propofol were titrated to maintain the bispectral index (Coviden) at less than 60 during the induction and maintenance of anesthesia. The target Ces of remifentanil were adjusted to maintain stable hemodynamics (ie, systolic blood pressure >80 mmHg and heart rate over 45 beats/min). All patients received a bolus dose of oxycodone (0.1 mg/kg) 30 minutes prior to the end of surgery.

Intravenous patient-controlled analgesia with oxycodone began after the administration of the bolus dose of oxycodone. Neuromuscular blockade was reversed with neostigmine and glycopyrrolate at the end of surgery. Tracheal extubation was performed when the train-of-four ratio was greater than 0.9 and bispectral index value was greater than 80. Patients were then transported to the postanesthesia care unit (PACU). When the patients arrived in the PACU, their state of consciousness was assessed with a modified Aldrete score [13]. Electrocardiogram, pulse oximetry, and noninvasive blood pressure were also monitored. Additional PPG and SPI data were obtained for the initial 5 minutes in the PACU. After obtaining the data, patients were assessed for pain using a VAS (0=no pain; 100=the most severe pain). Oxycodone was administered according to postoperative pain intensity. The PPG and SPI values were measured using an S/5 Anesthesia Monitor (Datex-Ohmeda, Inc.) and recorded on a laptop for offline analysis. The PPG data were sampled at 300 Hz, and SPI data were recorded every 10 seconds.

Pain Assessment Model

A spectrogram–CNN model was developed and validated through fivefold cross-validation. The developed model outputs the spectrogram–CNN index as a pain score using a PPG spectrogram as input and CNN as a pain scorer. During model development, patients and test sets were separated to prevent intrasubject interference to avoid data overlaps between the
development and test sets of each fold. For model training, 90% of the development set was used as a training set and 10% as a validation set. Finally, for each fold, 20, 73, and 7 patients’ data were used as a test set, training set, and validation set, respectively. Pain and nonpain data labels were created based on the VAS, where VAS>0 was defined as pain and VAS=0 was defined as nonpain with labels “1” and “0,” respectively. Detailed descriptions of the spectrograms and CNN used in this study are given below.

**Spectrogram**

Spectrogram creation is a method used for time–frequency analysis of time series signals. A spectrogram reconstructs 2D images while maintaining the information contained in 1D time series data [14]. Spectrograms are useful for visually describing changes in the frequency characteristics of nonstationary signals, such as physiological signals over time [15,16]. Spectrograms can be generated by repeating short-time Fourier transforms that divide a longer time signal into shorter segments of equal length and then computing the Fourier transforms separately on each shorter segment. In this study, 2D spectrogram images generated from 1D PPGs were used as the pain classifier input to reflect the whole waveform and change of waveform, not the specific feature of the PPG waveform. Prior to spectrogram generation, all PPGs were filtered using both a finite impulse response bandpass filter with a 0.5-10-Hz passband and a 30-tap moving average filter. In addition, considering that PPG amplitude is an arbitrary unit, a normalization process was performed to reduce the intersubject and intermeasurement deviations [17]. In the normalization process, z-scores were obtained by subtracting the mean of the measured values from each measured value and dividing by the standard deviation. The spectrogram generation process is illustrated in Figure 1.

Spectrogram images were generated by short-time Fourier transforms of 10-second PPGs every 10 seconds without overlap (Figure 1A). At the time, to generate a single spectrogram image, each 10-second PPG was divided into 6.3-second segments with a 6.27-second overlap and transformed to the frequency domain using fast Fourier transform after windowing with a Hamming window (Figure 1B). The frequency range of the spectrogram image was set to 0-10 Hz, and the frequency resolution was set to 0.81 Hz to equalize the number of time frames and frequency bins, that is, to equalize the numbers of horizontal and vertical pixels in the spectrogram image, respectively. Finally, 30 spectrogram patches of size 124 × 124 were generated for each 5-minute PPG. Figure 1C shows the averaged spectrograms without pain (left) and with pain (right). All preprocessing and spectrogram patches were generated using MATLAB (version 2018a; The MathWorks, Inc.).

**Convolutional Neural Network**

CNNs are useful for image analysis because they have the advantage of maintaining the spatial information of 2D or higher inputs. CNNs enable data-driven learning, are highly representative, and effectively combine the spatial information of multidimensional inputs [18]; supervised CNNs extract information more effectively due to class-specific information.

---

Figure 1. Process for generation of a single spectrogram (A), process of generating multiple spectrograms over time using a sliding window (B) and the average spectrogram during pain (left) and non-pain (right) conditions (C); FFT: fast Fourier transform; PPG: photoplethysmogram.

http://www.jmir.org/2021/2/e23920/
The CNN used in this study has a 2D PPG spectrogram input and binary-coded labels: “0” is a pain-free state and “1” is pain state. Figure 2 shows the structure of the CNN developed in this study. First, in the convolution-max pooling layer (Conv-Maxpool), 32, 64, and 128 filters are applied to the spectrogram input to perform a convolution process, and the spatial characteristics are simplified through max pooling. In Conv-Maxpool, the filter size of all convolutional layers is $2 \times 2$ and the stride is 1. The size of the feature map is reduced by setting the filter size of the max pooling layer to $2 \times 2$ and stride to 2, equal to the filter size. A batch normalization layer and rectified linear unit (ReLU) activation functions are applied to the Conv-Maxpool to increase learning speed and efficiency. Batch normalization is a structure that improves the speed and stability of neural networks by normalizing interlayer input data [21], and ReLU improves the expressive power of neural networks based on nonlinear features [22,23]. The Conv-Maxpool process is repeated 3 times, resulting in a feature map size of $15 \times 15$. The fully connected layer consists of 2 hidden layers and 1 output layer, and the ReLU activation function and dropout are also applied to the hidden layer to reduce overfitting [24]. The dropout rate was set to 0.5 in training, but there was no dropout during testing. Cross-entropy is employed as a cost function [25], and adaptive moment estimation (Adam) is used as an optimizer [26]. Finally, the result is output to 2 nodes, representing “pain free” and “pain,” and the values are probabilistically expressed using the SoftMax function [27]. Because the output of SoftMax gives the probability of the input data being a painful condition with a value between 0 and 1, it is converted into a pain index as the “likelihood of pain.” Consequently, the spectrogram–CNN index is calculated by multiplying the probability value output from the pain node by 100. The CNN model was implemented and trained using Python 3.7 (Python Software Foundation) and TensorFlow 2.0 in the Anaconda environment.

**Figure 2.** Architecture of the convolutional neural network proposed in this study. X: input, F: filter, C: convolution layer, M: max pooling, N: number of filters, BN: batch normalisation, ReLU: rectifier linear unit, Conv-Maxpool: convolution-max pooling.

Statistical Analyses

Receiver-operating characteristic (ROC) curves were computed to compare the sensitivity and specificity of the spectrogram–CNN index and SPI for detecting pain. Cutoff values used for calculation of sensitivity and specificity were computed as “best fit” (highest combined sensitivity and specificity) [28]. The differences between the spectrogram–CNN index and SPI in the ROC curves were calculated using the MedCalc Statistical Software (version 13.3.1; MedCalc Software). Statistical analyses were conducted using IBM SPSS (version 22.0; SPSS Inc.). Data are expressed as mean (SD) for normally distributed continuous variables, median (25%-75%) for non-normally distributed continuous variables, and count SPI for categorical variables. P values <.05 were considered to be statistically significant.

**Results**

In total, 120 patients were enrolled, of whom 20 dropped out because of failure of PPG data storage (n=8), failure of SPI data storage (n=2), abnormal SPI data that could not be included in the analysis (n=9), and failure to measure VAS after surgery (n=1). Thus, 100 patients were included in the final analysis. The characteristics of these patients are summarized in Table 1. All but 1 patient had consciousness values of 2 points (conscious), as assessed by the modified Aldrete score at the time of PACU arrival. One patient scored 1 (arousable on
Individual changes in the spectrogram–CNN index and SPI without and with pain are presented in Figure 3. The 7 patients who had no postoperative pain were excluded from this analysis. In the case of pain, the mean spectrogram–CNN index and SPI values increased significantly (baseline spectrogram–CNN index: 28.5 (SD 22.1) versus PACU spectrogram–CNN index: 65.7 (SD 25.4), \( P < .01 \) in paired \( t \) test; baseline SPI: 42.5 (SD 16.7) versus PACU SPI: 53.5 (SD 17.8), \( P < .01 \) in paired \( t \) test). The area under the curve (AUC) of the ROC and cutoff values for detecting pain in terms of spectrogram–CNN index and SPI are listed in Table 2. The spectrogram–CNN index was statistically superior to the SPI (pairwise comparison of ROC curves: spectrogram–CNN index versus SPI, \( P < .01 \)). Moreover, as shown in Table 2 and Figure 4, the spectrogram–CNN index showed improved performance measures in terms of balanced accuracy, sensitivity, and especially specificity.

Table 1. Characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients (N=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male/Female</td>
<td>44/56</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.4 (12.5)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>161.8 (8.5)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>62.2 (12.2)</td>
</tr>
<tr>
<td>ASA PS(^a) 1/2/3</td>
<td>22/76/2</td>
</tr>
<tr>
<td>Type of surgery, n</td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>29</td>
</tr>
<tr>
<td>Colorectal</td>
<td>19</td>
</tr>
<tr>
<td>Hepatobiliary</td>
<td>12</td>
</tr>
<tr>
<td>Stomach</td>
<td>30</td>
</tr>
<tr>
<td>Thyroid</td>
<td>10</td>
</tr>
<tr>
<td>Postoperative pain intensity at PACU(^b), n</td>
<td></td>
</tr>
<tr>
<td>No (VAS(^c)=0)</td>
<td>7</td>
</tr>
<tr>
<td>Mild (0 &lt; VAS (\leq) 30)</td>
<td>11</td>
</tr>
<tr>
<td>Moderate (30 &lt; VAS (\leq) 70)</td>
<td>58</td>
</tr>
<tr>
<td>Severe (70 &lt; VAS (\leq) 100)</td>
<td>24</td>
</tr>
</tbody>
</table>

\(^a\)ASA PS: American Society of Anesthesiologists Physical Status.

\(^b\)PACU: postanesthesia care unit.

\(^c\)VAS: Visual Analog Scale (0=no pain; 100=the most severe pain).

Figure 3. Individual changes (n=100) in the spectrogram-convolutional neural network index (SCI, A) and the Surgical Pleth Index (SPI, B) and without and with pain. \(*P < .05\) vs. baseline. The black circles represent the average of 5 min of the SCI or SPI observed without and with pain. The red circles indicate mean values for all patients. PACU: postanesthesia care unit.
Table 2. Areas under the receiver-operating characteristic curves (AUCs) and cutoff values for assessing pain in the spectrogram-convolutional neural network index and surgical pleth index (SPI) in surgical patients.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Spectrogram–CNN(^a) index</th>
<th>Validation set</th>
<th>Test set</th>
<th>SPI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUC (95% CI)</td>
<td>0.992 (0.991-0.993)</td>
<td>0.932 (0.921-0.942)</td>
<td>0.757 (0.746-0.768)</td>
<td>0.659 (0.646-0.671)</td>
</tr>
<tr>
<td>(P) value</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Cutoff value(^b)</td>
<td>50</td>
<td>54</td>
<td>48</td>
<td>44</td>
</tr>
<tr>
<td>Sensitivity, %, specificity, %</td>
<td>94.6, 96.4</td>
<td>83.1, 88.2</td>
<td>68.1, 73.8</td>
<td>65.2, 59.5</td>
</tr>
<tr>
<td>Balanced accuracy, %(^c)</td>
<td>95.5</td>
<td>85.7</td>
<td>71.0</td>
<td>62.4</td>
</tr>
</tbody>
</table>

\(^a\)CNN: convolutional neural network.
\(^b\)Cutoff values used for the calculation of sensitivity and specificity were calculated as “best fit” (highest combined sensitivity and specificity).
\(^c\)Balanced accuracy is the corrected accuracy of the imbalance of a class set, calculated as (sensitivity + specificity)/2.

Figure 4. Performance measures of spectrogram-convolutional neural network index (SCI, red) and the Surgical Pleth Index (SPI, blue) in terms of accuracy, sensitivity and specificity. Accuracy means balanced accuracy. Cut-off value of SCI was 48.

Neither spectrogram–CNN index (mild: 69.5 [53.2-87.7], moderate: 71.8 [40.5-89.3], severe: 74.6 [62.9-84.7], \(P=.78\), Kruskal–Wallis one-way ANOVA on ranks) nor SPI (mild: 53.5 [SD 21.0], moderate: 51.8 [SD 18.0], severe: 57.9 [SD 15.7], \(P=.37\); one-way ANOVA) could statistically distinguish between mild, moderate, and severe pain. The frequency distributions of the spectrogram–CNN index and SPI values observed without and with pain during the data collection period are shown in Figure 5. The distribution of SPI values overlapped for with and without pain, suggesting that the SPI shows several false positives/false negatives, whereas the distribution of spectrogram–CNN index values showed a significant difference \((P<.05)\) in patients with and without pain, suggesting that the spectrogram–CNN index can distinguish pain more clearly than the SPI.
Figure 5. Frequency distribution of the spectrogram-convolutional neural network index (SCI, A and B) and surgical pleth index (SPI, C and D) values observed without (A and C) and with (B and D) pain. During the data collection period (baseline: 5 min, postanaesthesia care unit: 5 min), the SCI and SPI values were observed every 10 sec. The vertical red lines show the median frequency (A: 11, B: 82, C: 32, D: 53).

Discussion

The spectrogram–CNN index proposed in this study outperformed the commercialized SPI pain index in the postoperative pain assessment of conscious patients. One of the main reasons for its outperformance is the spectrogram input containing the PPG’s intact waveform information, making it possible to use hidden pain-related factors that could not be provided only by the peaks. Because existing pain assessment methods, such as the SPI, use only certain features of a PPG that show significant changes in surgical stimuli, numerous pain-related information reflected in the PPG may be overlooked. To overcome these limitations, research has been conducted on new pain-related features derived from sophisticated PPG waveform analysis in addition to the heart rate interval and PPG amplitude reflected in the SPI [5-7]. However, these pain indicators still depend on complex processes, such as peak detection and feature extraction, which require accurate peak extraction algorithms and are vulnerable to signal quality degradation. The proposed PPG spectrogram input does not require any peak detection or feature extraction process, thus avoiding problems such as peak misdetection during preprocessing. In addition, the spectrogram provides information from almost the whole PPG waveform because only the domain in which information is represented is transformed, while the underlying information is retained. This feature of the proposed model is its differentiating factor from SPI, which requires a complicated process of extracting pain features from biosignals, including PPG pulsation start and systolic maximum detection and verification. These preprocessing steps are necessary in existing pain assessment methods, but they are cumbersome and vulnerable, providing only limited features. Therefore, a simplified preprocessing process that still provides plentiful feature information can significantly improve the robustness of pain assessment.

Another key technique proposed in this study is the discrimination of postoperative pain using machine learning. Although machine learning–based pain assessment has already been studied [29-31], it is not suitable for practical clinical situations because it depends on high-dimensional clinical data, such as patient records and electroencephalograms, which are rarely used in postoperative care. However, machine learning from PPGs, which are frequently used in clinical practice during postoperative care, has high practical utility. In this study, we used a spectrogram–CNN combination, which has already been applied to electrocardiograms and electroencephalograms and has shown reasonable performance in predicting seizures and atrial fibrillation [32-35]. The spectrogram converts the data into 2D, and the CNN has the advantage of extracting the spatial features of multidimensional data. The combination of these
techniques thus extends the dimensions of PPG and allows spatiotemporal analysis, maximizing the use of features inherent in the signal. Nonlinear classification may be another important reason for the good performance of the proposed model. While the SPI is derived from a simple linear combination of normalized heartbeat interval and normalized pulse wave amplitude [3,36], the proposed spectrogram–CNN model performs nonlinear classification using the ReLU activation function. In addition, the nonlinearity is increased because the ReLUs are overlapped with each other in a multilayered structure.

In this study, patient data used for model development and validation were separated, and fivefold cross-validation was performed to eliminate interindividual interference and to generalize the model. Therefore, the proposed spectrogram–CNN index is expected to show similar performance in other groups of patients of similar age who did not participate in model development. However, there may be a few new variables to consider. In Table 2, performance measures were approximately 95%, approximately 85%, and approximately 70% for the training, validation, and test sets, respectively. The decision criteria also differed with 50 in the training set, 54 in the validation set, and 48 in the test set, indicating that overfitting occurred. In a random permutation test on balanced accuracy, the average accuracy was 49.5 (SD 0.7), and the range of values was 47.6-51.8. Considering that all balanced accuracies of the training, validation, and test sets were over 71, it is likely that the overfitting in our result stemmed from large intersubject variability rather than the model itself. Overfitting can be interpreted as degradation of the model’s versatility, but it can also be interpreted as higher performance, at least in terms of validation accuracy, if sufficient data are used. Therefore, further studies are required to improve the reliability and versatility of this index using a large patient population with diverse body characteristics.

The spectrogram–CNN index may not have been able to distinguish pain intensity because the number of observations was relatively small. A previous study showed that SPI distinguishes postoperative pain intensity [28]; however, the authors of this previous study analyzed 1300 observations, whereas we only used 93. Nonetheless, a more fundamental reason is that the severity of pain was not accounted for when developing the spectrogram–CNN index. If sufficient PPG data were provided when learning to classify pain severity, it would be possible to classify pain intensity.

The database used in this study was shared by 2 research groups. Another group, independent of this study, has already published their results. Their pain classifier, based on a deep belief network that extracted various features, ours used a simple spectrogram using various PPG features, discriminated well between the test set, and 48 in the test set, indicating that overfitting occurred. In a random permutation test on balanced accuracy, the average accuracy was 49.5 (SD 0.7), and the range of values was 47.6-51.8. Considering that all balanced accuracies of the training, validation, and test sets were over 71, it is likely that the overfitting in our result stemmed from large intersubject variability rather than the model itself. Overfitting can be interpreted as degradation of the model’s versatility, but it can also be interpreted as higher performance, at least in terms of validation accuracy, if sufficient data are used. Therefore, further studies are required to improve the reliability and versatility of this index using a large patient population with diverse body characteristics.

The spectrogram–CNN index may not have been able to distinguish pain intensity because the number of observations was relatively small. A previous study showed that SPI distinguishes postoperative pain intensity [28]; however, the authors of this previous study analyzed 1300 observations, whereas we only used 93. Nonetheless, a more fundamental reason is that the severity of pain was not accounted for when developing the spectrogram–CNN index. If sufficient PPG data were provided when learning to classify pain severity, it would be possible to classify pain intensity. The database used in this study was shared by 2 research groups. Another group, independent of this study, has already published their results. Their pain classifier, based on a deep belief network using various PPG features, discriminated well between the presence and absence of pain [37]. Compared to the other study that extracted various features, ours used a simple spectrogram containing all PPG information without any complicated feature extraction procedure and is based on a CNN optimized for the spectrogram input. CNNs have lead in the machine learning field because they demonstrated performance improvements in image recognition in 2012 [9]. Moreover, the previous study evaluated pain based on full-length data, whereas ours assessed pain every 10 seconds, the same data display interval as in the SPI. Therefore, it can be applied to real-time pain assessment, which is in contrast to the other study.

There are some limitations to this study. First, the SPI was selected as a comparative index to evaluate the performance of the spectrogram–CNN index, but its suitability is somewhat debated. The SPI is neither developed nor recommended for use in conscious patients. However, when a new analgesic index is developed, it is essential to evaluate its performance, and this is commonly done by comparing it with an existing index using the same data. Although the SPI is not recommended for use in conscious patients, some studies on conscious patients suggest that SPI can discriminate between the presence and absence of pain [28,38]. Between the SPI and another commonly used commercial analgesic index—the Analgesia Nociception Index (PhysioDoloris, MetroDoloris)—the AUC–ROC for detecting postoperative pain in conscious patients was highest for the SPI [38]. Hence, the SPI was chosen as the comparative index for this study. Second, neostigmine and glycopyrrolate, when administered to reverse neuromuscular blockade, can contribute to PPG signals. As this study was observational, only data necessary for the development of a new analgesic index were collected during the normal anesthesia process without intervention. Neostigmine and glycopyrrolate were used in all patients because none of them required sugammadex. Neostigmine is known to be rapidly eliminated from the plasma after administration, with an average half-life of approximately 25 minutes [39]. We collected postoperative PPG data an average of 29.4 minutes after administration of these 2 agents. A previous study reported that baroreflex sensitivity was restored to its baseline value after approximately 82 minutes of glycopyrrolate administration [40]. It is possible that glycopyrrolate has mixed effects on postoperative PPG. However, because sugammadex usage is not common, it may be more beneficial to develop an index to distinguish pain based on data that can be obtained from actual practical conditions. Further studies are required to evaluate the extent of the effect of these 2 drugs on postoperative PPG. Third, it is difficult to determine whether the PPG data collected from the PACU solely reflect pain. In the conscious state, the sympathetic nervous system may be activated for other reasons, such as arousal or anxiety. Anxiety has been associated with reduced heart rate variability and vagal tone [41]. As we did not evaluate patient anxiety, we cannot determine its contribution to the PPG data. Considering the condition of patients who arrived in the PACU immediately after surgery, the PPG data mostly reflected immediate postoperative pain without controlling consciousness.

In conclusion, although there were several limitations to the study design, we confirmed that the newly developed spectrogram–CNN index can effectively detect postoperative pain in conscious patients. Further validation studies are required to assess its feasibility and prevent overfitting to various populations, including patients under general anesthesia.
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Abbreviations

AUC: area under the curve

CNN: convolutional neural network

PPG: photoplethysmogram

ReLU: rectified linear unit

SPI: surgical pleth index

VAS: Visual Analog Scale