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Abstract

Background: Many people suffer from insomnia, a sleep disorder characterized by difficulty falling and staying asleep during
the night. As social media have become a ubiquitous platform to share users’ thoughts, opinions, activities, and preferences with
their friends and acquaintances, the shared content across these platforms can be used to diagnose different health problems,
including insomnia. Only a few recent studies have examined the prediction of insomnia from Twitter data, and we found research
gaps in predicting insomnia from word usage patterns and correlations between users’ insomnia and their Big 5 personality traits
as derived from social media interactions.

Objective: The purpose of this study is to build an insomnia prediction model from users’ psycholinguistic patterns, including
the elements of word usage, semantics, and their Big 5 personality traits as derived from tweets.

Methods: In this paper, we exploited both psycholinguistic and personality traits derived from tweets to identify insomnia
patients. First, we built psycholinguistic profiles of the users from their word choices and the semantic relationships between the
words of their tweets. We then determined the relationship between a users’ personality traits and insomnia. Finally, we built a
double-weighted ensemble classification model to predict insomnia from both psycholinguistic and personality traits as derived
from user tweets.

Results: Our classification model showed strong prediction potential (78.8%) to predict insomnia from tweets. As insomniacs
are generally ill-tempered and feel more stress and mental exhaustion, we observed significant correlations of certain word usage
patterns among them. They tend to use negative words (eg, “no,” “not,” “never”). Some people frequently use swear words (eg,
“damn,” “piss,” “fuck”) with strong temperament. They also use anxious (eg, “worried,” “fearful,” “nervous”) and sad (eg,
“crying,” “grief,” “sad”) words in their tweets. We also found that the users with high neuroticism and conscientiousness scores
for the Big 5 personality traits likely have strong correlations with insomnia. Additionally, we observed that users with high
conscientiousness scores have strong correlations with insomnia patterns, while negative correlation between extraversion and
insomnia was also found.

Conclusions: Our model can help predict insomnia from users’ social media interactions. Thus, incorporating our model into
a software system can help family members detect insomnia problems in individuals before they become worse. The software
system can also help doctors to diagnose possible insomnia in patients.

(J Med Internet Res 2021;23(12):e27613) doi: 10.2196/27613
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Introduction

Background
Insomnia, a type of sleep disorder, is the inability to fall asleep
or stay asleep at night. It is one of the most prevalent mental
health symptoms globally [1]. One study [2] suggests that
approximately 30% of adults worldwide exhibit insomnia
symptoms, like difficulty initiating and maintaining sleep and
waking up too early. People with insomnia might also
experience other problems, such as depression, anxiety, and
excessive alcohol consumption [3].

With the unprecedented growth of smartphone and internet
technologies, social media has now become a ubiquitous
platform that reflects users’ daily activities, preferences, and
beliefs. These social media platforms have become a means to
share health information [4-9] for many users. For example,
Paul et al [10] have stated that Twitter has become a common
place to discuss a wide range of health information, including
insomnia and other mental health conditions such as depression,
stress, and anxiety. Several other studies [10-12] also report
that Twitter is used as a platform to share symptoms [11], seek
help, and exchange advice [12].

As insomnia is a mental health disorder, the illness might have
a strong connection with human personality attributes. In fact,
prior studies [13-15] suggest that insomnia has links with certain
personality traits. Therefore, in this study, we attempted to
derive personality traits from users’ social media interactions
and use these traits along with users’ word usage patterns to
predict insomnia. To the best of our knowledge, our study is
the first to investigate from social media interactions whether
personality traits have an association with insomnia. Predicting
insomnia by analyzing users’ tweets has a number of real-life
applications. For example, friends and parents can identify
problems in their loved ones, while health care providers can
use the system to diagnose insomnia and can build an automated
early warning system.

Insomnia and the Big 5 Personality Traits
Many adults experience short-term (acute) insomnia, which
lasts for days or weeks. Acute insomnia is common and often
brought on by situations such as stress at work, family pressures,
or a traumatic event. Some adults have long-term (chronic)
insomnia that lasts for several months or years [16]. In most
cases, chronic insomnia may be a side effect of other problems
[16]. Insomnia not only reduces individuals’ energy levels but
also degrades their health, work performance, and quality of
life. There are several causes of insomnia [16-18], including
mental health disorders, such as posttraumatic stress disorder.
Antidepressants, asthma medications, and blood pressure
medications can also lead to sleep disorders. Medical conditions
such as chronic pain, cancer, diabetes, heart disease, asthma,
gastroesophageal reflux disease, overactive thyroid, Parkinson
disease, and Alzheimer disease can also cause insomnia. High
consumption of caffeine, nicotine, or alcohol may also prevent
sleep and lead to insomnia [16].

Personality differentiates individuals in their patterns of
thinking, feeling, and behaving [19]. The Big 5 personality scale

is a common scale for measuring personality [19,20]. The Big
5 model has 5 different personality traits: openness,
conscientiousness, extroversion, agreeableness, and neuroticism.
People with a high level of openness have a tendency to reflect
on ideas, innovate, and appreciate values. People with high
conscientiousness are cautious and meticulous and tend to seek
achievement. People with high extroversion have a tendency
to seek excitement and show positive emotions. People with
high agreeableness tend to be sympathetic, trusted, and merciful
to others. Neurotic individuals show negative emotions, such
as anxiety, inhibition, anger, and depression. Personality traits
are important factors that are associated with disorders [21].
For example, prior research has found that conscientiousness
and neuroticism are related to insomnia [22,23]. Personality is
also the key factor for dropout and treatment resistance in
cognitive behavioral therapy for insomnia [24].

Social Media and Insomniac Patterns
A few studies have been conducted to predict insomnia by
analyzing the content of social media. Michael et al [10]
described a method that uses Twitter for public health research.
They exploited the Ailment Topic Aspect Model to create
structured disease information from tweets that they used for
public health metrics. These authors [25] also reported that early
detection of disease outbreaks, medication safety, health
behaviors, and individual well-being can be investigated through
social media data, and applied traditional natural language
processing tools to analyze social media content. Rice et al [26]
found that young people may be at risk of negative consequences
from new technologies and online media. Therefore, social
media platforms are important for measuring young people’s
mental health states. Andrew et al [27] conducted a study to
identify common mental health topics from popular social media
platforms and identified common mental health topics such as
anxiety, depression, and sleep problems. Jamison-Powell et al
[9] completed a study on discussions of insomnia on Twitter.
Through an analysis of 18,901 tweets, they discovered that when
the word “insomnia” appears in users’ tweets, they are likely
to convey strong negative health information. These authors
mainly conducted their analysis over 2 different themes: coping
with insomnia and describing experiences with insomnia. For
the first theme, users share symptoms and coping strategies on
Twitter, while for the second theme, users share frustration.
However, the authors did not build a prediction model and did
not explore the association between users’ personality and
insomnia. McIver et al [28] examined how 2 groups of Twitter
users—sleep and nonsleep groups—were active on social media.
They found that the nonsleep group showed negative sentiment
over social media. Suarez et al [29] conducted a study on the
real-time streaming of Spanish tweets for insomnia prediction
by analyzing 54,432 tweets and built a classifier whenever
insomnia phrases appeared. They used term frequency-inverse
document frequency to find features of n-grams and then applied
different classifiers including support vector machines and
k-nearest neighbors.

It is clear that prior studies suffer from the following deficits
in research: prior studies largely built classifiers based on
explicit insomnia phrases (eg, “insomnia,” “sleepless”) rather
than the linguistic cues and relationships between the words,

J Med Internet Res 2021 | vol. 23 | iss. 12 | e27613 | p. 2https://www.jmir.org/2021/12/e27613
(page number not for citation purposes)

Sakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the authors did not build any novel machine learning models,
and, to the best of our knowledge, no study predicted insomnia
based on users’ personalities from social media interactions.
The aim of this paper was thus to address these research gaps.

Research Objectives
The main objective of this study is to predict insomnia by
analyzing users’psycholinguistic characteristics (eg, word usage
patterns) and Big 5 personality traits as derived from their
tweets. In this study, we built a rigorous classification model
to predict users’ insomnia from their interactions on Twitter.
We collected a total of 4,198,683 tweets from 1574 users and
classified our training data set into 2 classes: individuals who
suffer from insomnia and individuals who do not suffer from
insomnia. We then conducted psycholinguistic-based analyses
of users’ tweets by using 2 popular tools: Empath [30] and
Linguistic Inquiry and Word Count (LIWC) [31]. We also
analyzed users’ tweets by using the bidirectional encoder
representations from transformers (BERT) [32] word embedding
technique to investigate semantic relationships between words.
We carefully conducted both psycholinguistic- and word
embedding–based analyses to find insights into users’ tweets.
We then integrated users’personalities with the psycholinguistic
models. Finally, we built double-weighted, ensemble-based
classification models by combining psycholinguistic-, word
embedding–, and personality-based models.

In summary, our study provides the following contributions: a
large insomnia data set consisting of 1574 users from different
geographical locations; novel insomnia classification models
comprising psycholinguistic, word embedding, and Big 5
personality attributes as derived from users’ tweets; and a novel
and rigorous double-weighted, ensemble-based classification
model to predict insomnia.

Methods

In this paper, we performed the 5 following steps to predict
insomnia by analyzing users’ word use patterns in tweets: (1)
user selection—first, we found a total of 1574 users by using
Twitter’s advanced search technique [33] and divided the users
into 2 groups, users with sleep disorders and users with no sleep
disorder; (2) linguistic analysis—we performed 2 different types
of linguistic analyses, psycholinguistic-based analysis and word
embedding–based analysis; (3) correlation analysis—we found
correlations between users’ psycholinguistic patterns and sleep
disorders by using Fisher’s latent Dirichlet allocation (LDA)
[34]; (4) model building—we built 3 different machine learning
models by using psycholinguistic features, word embedding
attributes, and the Big 5 personality traits; and (5) ensemble of
the models—finally, we built a double-weighted ensemble
model by integrating the previous models. These steps are
further detailed in the subsequent subsections.

Data Collection
We collected tweets from a total of 1574 users. We searched
phrases such as “insomnia” and “sleepless” by using Twitter’s
advanced search technique. We divided the users into 2 groups:
Insomnia Yes and Insomnia No. We then manually annotated

the files of the users’ tweets with the Insomnia Yes and Insomnia
No labels.

We confirmed that randomly selected users were neither
organizational nor celebrity profiles. We manually checked
whether Insomnia Yes users disclosed their own sleep disorders.
We found users’ tweets and their locations. The following are
a few sample tweets shared by insomniac users on Twitter: “I
wish insomnia wasn’t a part of my life” and “my insomnia is
officially the worst I got into bed at 12, slept for 2 hours, and
am still wide awake at 6:30 AM.” These tweets indicated that
these users suffered from insomnia. If we found several such
tweets (28.60 times on average) in the newsfeed or tweets of a
user, we labeled that user as Insomnia Yes.

For Insomnia No users, we randomly selected users who did
not have these search phrases in their tweets. We also manually
checked whether these users shared any sleeping-related issues,
and if they did, we discarded them from the list. After labeling
Insomnia Yes or No on the users’csv files containing the tweets,
we removed text such as “insomnia” and “sleepless” from the
users’ tweets. By removing these phrases, we created a bias-free
data set that contained cues regarding users’ insomnia without
explicitly mentioning these phrases. Users who used contractions
tend to have higher levels of fluency in their pronunciation,
while users who do not use contractions are largely nonnative
speakers. People may contract many words every day but mainly
focus on the word “not” during contraction [35]. For the above
reasons, we kept contracted words in our tweets to indicate a
difference between the patterns of writing between native and
nonnative speakers. Later, we conducted our full analysis again.

It is important to note that we only focused on users who express
their insomnia on Twitter. If they are actually suffering from
insomnia, then their word usage pattern could be insightful. We
collected users’ tweets, and multiple referees labeled these users
after investigating their writing, their geographic locations, and
the irregular timestamps of the tweets. In this way, we could be
confident that a given user was suffering from insomnia. We
emphasized a users’ concern from their tweet content to make
decisions about their behavior. It is likely that when users
encounter a grave issue, they frequently express their problem
to others. Thus, we labeled a user as Insomnia Yes if we found
a high frequency (average 28.60) of mentions of the problem.
We also found the maximum, minimum, and SD of users’
number of posted tweets regarding the aforementioned problem
to be 363, 8, and 24.57, respectively. These numbers revealed
that some users suffering from extreme insomnia-related
problems continue to tweet at nighttime about their
sleeplessness.

There might be another group of users who have insomnia but
do not disclose the problem in their tweets. We did not consider
those users in our study. We also found a large number of users
who were noninsomniacs. We again manually checked the users’
data and tweet times based on geographic location to confirm
that these users were noninsomniacs. If we had users who were
noninsomniacs but tweeted in different time patterns to regular
users, then we discarded their tweets from our study. As the
number of insomniac users is lower in comparison to
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noninsomniac users, we took less data of noninsomniac users
to make a balanced data set.

It is important to note that there might have been users who had
insomnia but do not disclose it in their tweets. However, we
argue that they are not in large numbers, as previous studies
show that in social media people reveal their actual behavior
without idealization [36] and share private traits [37].

Next, we identified the genders of Twitter users based on various
attributes to investigate correlations between users’ gender and
insomniac behavior. First, we manually checked profile pictures
and biographies to identify gender, but many users do not share
their photos in their profiles. Thus, we observed their writing
and the replies of other users to determine their gender from
third person pronouns (ie, “he,” “she,” “him,” and “her”). If we
could not identify the gender from Twitter, we then checked

the other social network accounts of that particular user by
conducting a manual search based on their names and
usernames. For instance, we could identify the genders of
Twitter users based on their pictures on their Instagram or
Facebook profiles. If all the above methods failed to ascertain
the gender, we discarded the user from our list.

We searched for users from those countries that have English
as their first language and were either native or nonnative
speakers. We collected users’ tweets from a total of 6 different
countries: Australia, Canada, Ireland, New Zealand, the USA,
and the UK. Table 1 shows the number of users from both
groups (Insomnia Yes and Insomnia No) collected from different
geographical locations.

Table 2 displays the statistics describing the tweets of our data
set.

Table 1. Twitter users’ statistics by location.

Insomnia No users, n (n=754)Insomnia Yes users, n (n=820)Total, n (N=1574)Countries

104108212UK

313162Australia

153181334Canada

446473919USA

141832New Zealand

6915Ireland

Table 2. Tweet statistics.

Insomnia NoInsomnia YesStatistic

1,810,5671,998,683Tweets, n

32503247Maximum number of tweets of a user, n

2626Minimum number of tweets of a user, n

2401.28 (1156.65)2437.42 (1035.42)Average number of tweets of a user, mean (SD)

65,66067,427Maximum word count of a user, n

191195Minimum word count of a user, n

For raw data preprocessing, we discarded the username and
mentions. We kept the retweets of users because the act of
retweeting could indicate the personality traits of users. We
removed hashtags (eg, “#insomnia,”) and converted them into
text (eg, “insomnia”). We also removed URLs and http links
because these text data cannot be analyzed by lexical methods.
These texts also do not produce any sensible numeric vector
for the word embedding method. We did not remove stop words
because some word embedding techniques, like BERT, show
that prepositions facilitate a better understanding of the context.
We removed emojis by using the Python demoji package [38].
For example, we replaced the fire symbol emoji with the word
“fire.” We used the LIWC2015 dictionary for removing
emoticons according to the suggestion of Seabrook et al [39].

Model Building
We built the classification models from 3 different techniques:
(1) a psycholinguistic-based model (ie, LIWC and Empath), (2)
a word embedding–based model (ie, BERT), and (3) a Big 5

personality–based model. First, we describe the performance
of predicting Insomnia Yes and Insomnia No for each of the
independent models. We then describe the process of building
our novel ensemble model from these 3 independent models.
Since we used word-embedding techniques for deep
learning–based models, we did not need a feature selection
method for this classification category. We carefully selected
important features for the other 2 approaches because irrelevant
features can weaken the accuracy of a model [40].

Feature Selection
In our data set, our independent variables consisted of analysis
scores from users’ tweets as generated by psycholinguistic tools
(ie, LIWC and Empath), word-embedding methods (ie, BERT),
and the Big 5 personality traits. Our dependent variable was
Insomnia Yes and Insomnia No. As our independent variables
were continuous while the dependent variable was categorical,
we applied Fisher’ linear discriminant analysis [34] for our
feature selection method.
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As mentioned earlier, we used 2 different psycholinguistic
techniques, LIWC and Empath, to analyze users’ tweets.
Initially, we used the LIWC-based approach using LIWC2015,
which classifies approximately 90 different features from texts
into 7 different categories, where each category contains
hundreds of words [41]. These categories include summary
language variables (analytical thinking, clout, authenticity, and
emotional tone), general descriptor categories (words per
sentence, percent of target words captured by the dictionary,
etc), standard linguistic dimensions (articles, auxiliary verbs,
etc), word categories tapping psychological constructs (affect,
cognition, etc), personal concern categories (work, home, leisure
activities, etc), informal language markers (assents, fillers, swear

words, netspeak), and punctuation categories (periods, commas,
etc).

We first considered LIWC scores to be independent variables
and Insomnia Yes and Insomnia No as dependent variables. We
applied Fisher’s linear discriminant analysis by using SPSS
statistical software (IBM Corp) to find the relevant features.
Table 3 shows the correlation coefficient between users’ LIWC
scores and Insomnia Yes and Insomnia No according to Fisher’s
linear discriminant analysis. The predictors with larger (>1.0)
scores are better predictors. Therefore, these scores are helpful
in deciding which variables have more effect when building the
classification models [42].

Table 3. Fisher’s correlation coefficient between LIWCa categories and insomnia categories.

Insomnia NoInsomnia YesLIWC category

47.83848.117i

123.253123.587negate

74.52174.714swear

18.46618.731health

–31.479–31.599drives

17.34217.453focuspresent

16.15716.856SemiC

–38.057–38.140cogproc

20.99119.972sad

37.32337.245affiliation

18.52417.692anx

23.87322.654death

83.24683.284social

–16.901–17.013Analytic

aLIWC: Linguistic Inquiry and Word Count.

Second, we used an Empath-based approach to address the
shortcomings of the LIWC-based approach. LIWC can only
analyze a total of 6400 dictionary words. A dynamic deep
learning–based approach was used to analyze these words with
Empath. We analyzed the text with Empath by using the
empath-client Python implementation package [43]. Empath
draws connotations between words and phrases by using deep
learning–based neural embedding across more than 1.8 billion
words of modern fiction. Given a small set of seed words that
characterize a category, Empath uses its neural embedding to
discover new, related terms and then validates the category with
a crowd-powered filter. Empath analyzed text across 200
built-in, prevalidated categories we generated from common
topics in our data set, like neglect, government, and social
media. We analyzed the tweets of each user by using Empath
and considered the outcome of the tweets as our independent
variables; meanwhile, Insomnia Yes or Insomnia No was taken
as the dependent variable. Although LIWC and Empath are
highly correlated (r=0.906), we found no correlation between
Empath and our insomnia classification categories. LIWC has
a total of 93 psycholinguistic categories, whereas Empath has

a total of 200 word categories. When these 93 LIWC word
categories were divided between 200 Empath word categories,
which might not have been evenly distributed across the
categories, Empath showed weak correlation coefficients.
Therefore, we ultimately did not integrate the Empath word
categories with our combined model.

Third, to find correlations of users’ sleeping patterns with the
Big 5 personality traits, we initially computed users’personality
scores. We computed the Big 5 personality traits [20] of the
users from their tweets by using the IBM Watson Personality
Insight API (application programming interface) [44]. Arnoux
et al [8] have shown that the IBM Watson Personality Insight
API performs well in comparison to other techniques. Other
prior studies [45,46] have also used the API and demonstrated
reasonable performance. We found that the majority of the traits
had a high score of 1.00 and low score of 0.01. We also observed
that insomniac users had average openness, conscientiousness,
extraversion, agreeableness, and neuroticism scores of 0.61,
0.29, 0.52, 0.56, and 0.83, respectively.
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Building Classifiers
After feature selection of all the techniques was completed, we
first built a classification model with LIWC. To build the
classification model, we considered 14 different LIWC
categories of words as initial features. Table 3 shows the features
for the LIWC-based approach. The features are i, negate, swear,
health, drives, focuspresent, SemiC, cogproc, sad, affiliation,
anx, death, social, and Analytic. A potential problem can arise
when collinearity is present among the features. To remove
collinearity among independent LIWC features, we computed
the correlation among the features by using the R regression
subset selection package “leaps” [47]. We found that the
following features were collinear: drives, sad, SemiC,
focuspresent, and affiliation. We discarded these collinear
features from our feature list. Finally, we conducted
classification with the relevant features using a 10-fold
cross-validation with 10 iterations. We built our classification
model with several classifiers that included Naive Bayes,
AdaBoost, random forest, support vector machine, and Gaussian
process.

After this, we used a linguistic model that is capable of finding
contextual relationships between words in a sentence. To this
end, we use the BERT [32] model which is pretrained on a large
corpus of sentences. The model learns to produce a powerful
internal representation of words as embeddings. We used the
sentence-transformers [48] library to generate BERT vectors
by using a pretrained model. We grouped 2 sets of preprocessed
data sets, one without applying lemmatization and punctuation

marks and the other after applying all the preprocessing
techniques.

We used the BERT vector as input for our convolutional neural
network (CNN)–based deep learning model [49]. As CNN is a
nonlinear machine learning model and the BERT embedding
vector has a large input feature (768 × 1), we trained our model
with this deep learning–based architecture. The CNN model
contains 2 hidden layers. In the first hidden layer, we added the
leaky ReLU (rectified linear unit) [50] activation function. In
the next hidden layer, we added a dropout for regularization of
the model with a tanh activation function. Finally, we added a
dense layer with a softmax activation function [51] and used
the Adam optimizer with binary cross-entropy loss. We split
the training and test data sets by 70% and 30%, respectively,
and built the classification model using a 10-fold
cross-validation with 10 iterations. With this configuration, the
accuracy was 67% and 58% for the training and test data sets,
respectively.

Next, we built our classification model by using the Big 5
personality traits. Based on the date summarized in Table 4, we
selected 3 relevant Big 5 traits: conscientiousness, neuroticism,
and agreeableness. We built the classification model with the
relevant traits using a 10-fold cross-validation with 10 iterations.
We built our classification model with several classifiers that
included Naive Bayes, AdaBoost, random forest, support vector
machine, and Gaussian process by again splitting the training
and test data sets by 70% and 30%, respectively.

Table 4. Fisher’s correlation coefficient between personality traits and Insomnia Yes and Insomnia No.

Insomnia No (Fisher’s score)Insomnia Yes (Fisher’s score)Personality trait

29.22731.885Conscientiousness

17.33628.168Neuroticism

–20.785–19.137Openness

–1.61–1.93Extraversion

3.1322.175Agreeable

Building Weighted Ensemble Classifiers
We finally combined the previous classification models to
increase the strength of our prediction model. To determine a
unified final insomnia label, we combined all the independent
models, including, LIWC, BERT, and the Big 5 personality
traits. It was necessary to prioritize the approaches based on
their performance. We ordered the approaches by assigning
weights to each model. We used these weights to build our final
ensemble model. To build our ensemble model, we performed
the following 2 steps: computing weights of each approach from
both the training and test data sets and combining the models
with a double-weighted linear ensemble technique.

We then determined the weights of each approach (ie, WLIWC,
WBERT, and WBig5 personality traits) from both the training and
test data sets. We occasionally observed that a model showed
better strength with the training data set while the model
performed weakly for the test data set. Therefore, we paid close
attention to the performance of our models in both the training

and test data sets. This way, we could bring greater diversity to
the weights to build our ensemble model. To this end, we first
ran the classification model over the training data set of 944
Twitter users (944/1574, 60.0% of the total data set). We ran
the classification models by using LIWC, BERT, and the Big
5 personality traits. We used both linear (eg, random forest,
Naive Bayes) and nonlinear (ie, CNN) models during training.
We ranked the strength of these classification models by
checking their root mean square error (RMSE) scores. The lower
the RMSE score, the higher the weight of a model (linear or
nonlinear). To compute the weight, we subtracted the RMSE
score from 1 (W=1–RMSE).

We again ran the classification models over the test data set of
630 Twitter users (630/1574, 40.0% of the total data set). We
also applied both linear and nonlinear techniques by using
LIWC, BERT, and the Big 5 personality trait approaches. We
then ranked the weights (1–RMSE for the test data set) of these
approaches. Figure 1 shows the detailed process of producing
weights from both the training (60%) and test (40%) data sets.
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In the figure, we indicate weight as W, which indicates that we
subtracted RMSE from 1 for the model. In our double-weighted
method, we combined the weights of each type by using convex
combination techniques [52] for both the training and test data
sets. For the training data set, we obtained weights of 0.52, 0.47,
and 0.50 from LIWC, BERT, and the Big 5 traits, respectively.

In contrast, for the test data, we achieved weights of 0.38, 0.50,
and 0.36 from LIWC, BERT, and the Big 5 traits, respectively.
These weights were generated from linear and nonlinear
classification models of LIWC, BERT, and the Big 5 personality
traits.

Figure 1. Weight computation and building ensemble model for predicting insomnia. BERT: bidirectional encoder representations from transformers;
LIWC: Linguistic Inquiry and Word Count.

Finally, we combined the weights that we found from the
double-weighted method by using the convex combination
method. Equation 1 presents the final insomnia ensemble
classification result (IFinal) from the previous 3 different models.

where YLIWC, YBERT, and YBig5 refer to insomnia prediction results
through use of LIWC, BERT, and the Big 5 personality traits,
respectively; and WLIWC, WBERT, and WBig5 denote the weights
generated from LIWC, BERT, and the Big 5 personality traits,
respectively, from both the training and test data sets through
use of the convex combination technique.

Results

Overview
Our study is the first study to build a novel ensemble learning
model to predict insomnia by analyzing a large number of

tweets. Prior studies [28,29] investigated the pattern of
insomniac behavior by using only a limited number of tweets.
Furthermore, the authors explicitly considered phrases such as
“insomnia” and “sleepless” in their data sets. In contrast, in our
study, we discarded these explicit phrases when predicting users’
sleeping issues, which makes our study different and more
robust than the previous studies. In this section, we report the
performance of our independent and final ensemble-based
classifiers, discuss the incorporation of the emotional variability
among the insomniac and noninsomniac users from their tweets,
and present the distribution of insomniac users and the
variability of their Big 5 personality scores. Finally, the
correlation between users’genders and their insomniac behavior
is discussed.

Performance of Independent and Ensemble Classifiers
First, we investigated the performance of our independent and
ensemble-based classifiers. Table 5 shows the performance of
the classifiers. We found that the Gaussian process classifier
had the best average performance (area under the curve [AUC]
75.3%) in predicting users’ insomnia.
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Table 5. Strength of the classification model for predicting insomnia by LIWC categories and the Big 5 personality traits.

Big 5 personality traitsLIWCaClassifier, insomnia class

AUCFPRTPRAUCdFPRcTPRb

Random forest

0.6490.4750.6860.7470.3340.716Yes

0.6490.3140.5250.7470.2700.678No

Naive Bayes

0.5850.5910.7460.6940.4720.740Yes

0.5850.2540.4090.6940.2600.536No

SVM e

0.6040.6740.8830.6800.2660.632Yes

0.6040.1170.3260.6800.3710.732No

AdaBoost

0.5990.6790.8360.6940.4140.699Yes

0.5990.1640.3210.6940.3140.579No

Gaussian process

0.6660.5420.7650.7540.3830.747Yes

0.6660.2340.4570.7540.3760.713No

aLIWC: Linguistic Inquiry and Word Count.
bTPR: true-positive rate.
cFPR: false-positive rate.
dAUC: area under the curve.
eSVM: support vector machine.

Our final ensemble classification model for insomnia, IFinal,
achieved an AUC of 78.8% and 76.91% from the training and
test data sets, respectively, outperforming the previous
independent models. When observing the performance of the

ensemble-based classifiers on the training and test data sets, we
found that the performances in the test set were similar to those
of the training data set. The receiver operating characteristic
curves for the training and test data sets on our ensemble-based
classifiers are displayed in Figure 2.

Figure 2. Receiver operating characteristic curves for insomnia classification for the (A) training set and (B) test set.

Emotional Variability Among Insomniac and
Noninsomniac Users
Our study investigated whether emotional variability exists
between insomniac and noninsomniac users based on their
tweets. From our observation, we found that users’ insomniac

behavior and their psycholinguistic categories were correlated.
We randomly selected 20 insomniac and 20 noninsomniac users.
We extracted users’ anxiety-related words, (eg, “worried,”
“fearful,” “nervous,” “tense”) and converted their scores into a
range from 0 to 1 by using the max-min normalization technique.
Figure 3 presents the variability in the use of these words
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between the insomniac and noninsomniac users. We also
observed that on average, insomniac users exploited
anxiety-related words 10% more than did the noninsomniac
users. Carrera et al [53] showed in their study of 200 college
students that a significant association can be found between
difficulty sleeping and fear of death. In our study, we also found

that insomniac users are likely to post death-related words in
their tweets. We observed that insomniac users write more
“social words.” These users tend to spend more time socializing
with others when they face difficulty sleeping. Our study also
showed that insomniac users tend to display a lack of analytical
thinking.

Figure 3. Usage of words, (A) “Anxious,” (B) “Death,” (C) “Drives,” (D) “Analytic,” (E) “Sad,” and (F) “Social,” related to the LIWC category and
their mean scores between insomniac and noninsomniac users. LIWC: Linguistic Inquiry and Word Count.

Visualization of the Correlation Between Big 5
Personality Traits and Insomniac Users
Users’ Big 5 personality traits and insomniac behavior showed
correlations. Table 6 shows the distributions indicating that

agreeableness might have a weak correlation with insomniac
behavior. However, conscientiousness had a strong correlation
with insomniac behavior (Fisher’s score 31.88). The users who
had high insomnia were more likely to be more conscientious.
In contrast, Wissar et al [54] reported that lower
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conscientiousness is associated with greater insomnia severity.
We also find that users who had high neuroticism scores were
more likely to have severe insomnia. Table 6 shows that

insomniac users have moderate scores in agreeableness, are
likely to be high in conscientiousness, and are highly neurotic.

Table 6. The distribution of correlated Big 5 personality trait scores among insomniac users.

Percentage, n (%) (N=820)Traits by range

Agreeableness

77 (9.4)0.0–0.2

164 (20.0)0.2–0.4

188 (22.9)0.4–0.6

214 (26.1)0.6–0.8

177 (21.6)0.8–1.0

Conscientiousness

111 (13.5)0.0–0.2

213 (26.0)0.2–0.4

376 (45.9)0.4–0.6

88 (10.7)0.6–0.8

32 (3.9)0.8–1.0

Neuroticism

9 (1.1)0.0–0.2

38 (4.6)0.2–0.4

79 (9.6)0.4–0.6

125 (15.2)0.6–0.8

569 (69.4)0.8–1.0

Insomnia and Gender Correlation
Seabrook et al [39] showed that gender might have an
association with mental health problems, such as depression.
Reasoning that insomnia is a mental health problem [55] and
motivated by previous studies [39,56], we also investigated the
association between users’ gender and their insomnia-related
problems. We discovered that the number of insomniac and
noninsomniac male users was 309 and 363, respectively. We
further observed that the number of insomniac and noninsomniac
female users was 511 and 391, respectively. From our data set,
we conducted chi-square (P<.001) tests based on gender and
insomnia where the degrees of freedom ([number of rows–1]

× [number of columns–1]) in the contingency table were 1. Our
result showed that gender and insomnia were correlated. 

After careful observation, we found that among 511 of all female
users 6.8% (n=35 users) were suffering from pregnancy- or
postpartum-induced insomnia. These users’ tweets contain
words related to “pregnant,” “postpartum,” and “cosleep.” Later,
we applied LDA [57] over the tweets from these users’
pregnancy or postpartum times. LDA is a topic modeling
technique that automatically organizes a large corpus to discover
hidden themes. From users’ patterns of tweeting, we could
estimate the possible time frame for their pregnancies. Table 7
presents the extracted 5 major topics from their tweets: sleep,
night, tired, child, and weird.
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Table 7. Distribution of major topics, including (A) sleep, (B) child, (C) night, (D) tired, and (E) weird, extracted from a group of insomniac users’
tweets during their pregnancy or postpartum periods.

Distribution (%)Topic

Topic A

0.085Sleep

0.077Problem

0.075Suffer

0.045Little

0.060Anxiety

0.057Dream

0.037Escape

0.036Spiritual

0.035Random

0.030Morning

Topic B

0.081Birth

0.071Breast

0.070Nursing

0.076Happiness

0.062Lucky

0.079Potty

0.050Scare

0.048Check

0.052Patience

0.058Angel

Topic C

0.072Tonight

0.070Night

0.061Dinner

0.060Noise

0.072Think

0.048Party

0.051Event

0.042Pizza

0.050Worry

0.049Carry

Topic D

0.076Tired

0.068Suffer

0.061Watch

0.060Stressful

0.059Minute

0.070Break

0.043Hyperemesis
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Distribution (%)Topic

0.042Pregnancy

0.040Battle

0.039Sport

Topic E

0.074Weird

0.062Stare

0.060Disgust

0.056Crazy

0.072Bitch

0.050Shame

0.070People

0.049Employee

0.069Dislike

0.068Pregnant

Discussion

Emotional Linguistic and Insomniac Behavior
As discussed earlier, users’ linguistic patterns and Insomnia
Yes or Insomnia No indications were strongly correlated.
Insomniacs tended to use negative categories of LIWC words
(eg, “no,” “not,” “never”). Some people with strong
temperament frequently use swear words (eg, “damn,” “piss”).
In Bonnet et al’s [55] study, insomniacs showed hyperarousal
(an abnormal state of responsiveness) due to increased secretion
of corticosteroids and adrenaline and an elevated metabolic rate.
In another study, Bonnet et al [58] showed that insomniacs
experience mood alternation and chronic psychological
activation. The following is a sample tweet from an Insomnia
Yes user that endorses our finding: “It sucks when you realize
that the people closest to you are the most toxic.” They also use
anxious (eg, worried, fearful, nervous) and sad (eg, crying, grief,
sad) categories of LIWC words in their tweets. Freeman et al
[59] showed that insomnia has a connection with anxiety,
depression, and being worried, and these people are likely to
use death-related words (eg, “bury,” “coffin,” “kill”). Harrison
et al [60] reported that insomniacs generally exhibit fear of death
and show anxiety about the uncertain (eg, “maybe,” “perhaps,”
“guess”). The following tweet is an example this: “I feel dead
and I hate everybody.” Our study also adds to these findings by
analyzing the correlation between LIWC categories of words
found in the users’ tweets and their sleeping patterns. Hiller et
al [61] showed that cognitive processes (eg, the psychobiological
inhibition model) play an important role in understanding and
treating insomnia. We obtained a few correlations, such as
focuspresent and SemiC, which cannot be intuitively explained.

We did not find a correlation between Empath categories of
words and users’ sleeping patterns. It is interesting to observe
that none of these categories showed any significant correlation
between Empath word categories and users’ sleeping habits.
Fast et al [62] reported that LIWC and Empath word categories
are correlated (r=0.906). LIWC has a total of 93 word categories

that are distributed across a total of 200 word categories in
Empath. When a word category subsumes a greater number of
individual words, then the chance of 2 features being correlated,
such as LIWC and insomnia class labels, increases. In contrast,
when the number of words decreases in a category, such as in
Empath, then the possibility of being correlated decreases. In
our study, we observed that although LIWC and Empath were
correlated, this correlation might not have been sustained in a
transitive case. For example, although Empath → LIWC and
LIWC → Featurex are true, Empath → Featurex does not exist
in our data set.

The Big 5 Personality Traits and Insomniac Behavior
We discovered that users’ personalities and their sleeping
patterns have strong correlations and that users with high
neuroticism are more likely to have insomnia. They tend to go
through depression, social introversion, repression, and
intolerance in terms of somatic health problems. The following
is a sample tweet supporting this finding: “Ralph Northam needs
to fucking RESIGN already. I have zero tolerance for him.” A
prior study [63] also reported similar observations related to
the correlation between neuroticism and insomnia. Assessing
neuroticism may allow for the early detection of catastrophic
situations of insomnia. We also observed that users with high
conscientiousness scores had strong correlations with insomniac
patterns. The following tweet from our data set exemplifies this
finding: “I cannot control others actions but I can control mine
and my reactions.” Larsgaard et al [64] noticed that
conscientiousness in people might be correlated with reduced
sleeping behavior due to their self-inhibition and the
meticulousness in their daily activities.

In our study, we also found a correlation, albeit a weak one,
between users’agreeableness and insomnia. The following tweet
from an Insomnia Yes user is an example of this: “understand
people who talk crap about others thru social media. Listen
Linda, why aren’t you handling it like an adult?” Dekker et al
[65] found that neuroticism, agreeableness, and openness are
directly associated with the insomnia severity index. In our
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study, we discovered that openness is negatively correlated with
users’ sleeping patterns. Tsaousis et al [66] also demonstrated
that openness and insomnia are negatively correlated with each
other. However, several studies [67-70] have demonstrated that
openness is unrelated to sleep quality.

In our study, there was negative correlation between extraversion
and insomnia. Gray et al [69] found there to be no correlation
between users’ extraversion and insomniac patterns. Our
observations of the relationship between the Big 5 traits and
insomnia largely overlap with prior findings [63-65,67-70],
which suggest that investigating users’ insomnia patterns
through social media can leverage our manual effort without
asking an individual directly about their sleeping issue.
Furthermore, understanding and inspecting one’s personality
traits may provide clues to underlying causes of vulnerability
to developing insomnia.

Pregnancy and Insomniac Behavior
According to our finding, users share their depression during
their pregnancies and share their experiences during their
postpartum periods. We observed that the major supporting
topics were night, suffer, problem, and birth, among others. We

also found a few topics that described parents’
postpartum-related anxiety. Important topics that we found from
users’ tweets were birth, breast, tired, suffer, and random, among
others. Previous studies also support our findings [71,72].

Conclusions
In this study, we investigated the associations between the
psycholinguistic and personality traits of users’ with insomnia.
We captured both the word usage and semantics of users’ tweets
through the LIWC and BERT linguistic models and developed
2 models to predict insomnia from LIWC features and BERT
word embedding. We then built our third machine learning
model that used derived personality traits to predict insomnia
from tweets. Finally, we built a rigorous ensemble model by
combining the 3 separate models. Our ensemble classifier
showed strong prediction potential (AUC 78.8%). The classifier
was built by using a novel, double-weighted ensemble technique
that outperformed the independent classifiers. We plan to
improve our classifier by integrating more data from social
networks, such as friend lists, time of tweets, gender, workplace,
time spent on activities, etc. We also plan to analyze tweets in
different languages.

Conflicts of Interest
None declared.

References

1. Ancoli-Israel S, Krystal A, Pagel J, Neubauer D. The diagnosis and management of insomnia. The Medical Roundtable
General Medicine Edition 2012:66-74 [FREE Full text]

2. Roth T. Insomnia: definition, prevalence, etiology, and consequences. J Clin Sleep Med 2007 Aug 15;3(5 Suppl):S7-10
[FREE Full text] [Medline: 17824495]

3. Brower KJ. Alcohol's effects on sleep in alcoholics. Alcohol Res Health 2001;25(2):110-125 [FREE Full text] [Medline:
11584550]

4. Anderson B, Speed E. Social media and health: implications for primary health care providers. University of Essex Research
Repository.: Centre for Research in Economic Sociology and Innovation (CRESI); 2010. URL: http://repository.essex.ac.uk/
3453 [accessed 2020-10-13]

5. Bennett E. Social media and hospitals: from trendy to essential. In: Futurescan 2001: Healthcare Trends and Implications
2011-2016. Chicago, IL, USA: Society for Healthcare Strategy and Market Development; 2011:43-48.

6. Anderson-Bill ES, Winett RA, Wojcik JR. Social cognitive determinants of nutrition and physical activity among web-health
users enrolling in an online intervention: the influence of social support, self-efficacy, outcome expectations, and
self-regulation. J Med Internet Res 2011 Mar 17;13(1):e28 [FREE Full text] [doi: 10.2196/jmir.1551] [Medline: 21441100]

7. Meier A, Lyons EJ, Frydman G, Forlenza M, Rimer BK. How cancer survivors provide support on cancer-related Internet
mailing lists. J Med Internet Res 2007 May 14;9(2):e12 [FREE Full text] [doi: 10.2196/jmir.9.2.e12] [Medline: 17513283]

8. Pierre-Hadrien A, Anbang X, Neil B, Jalal M, Rama A, Vibha S. 25 tweets to know you: a new model to predict personality
with social media. 2017 Presented at: 11Th International AAAI Conference on Web and Social Media (ICWSM-17); May
15-17, 2017; Montreal, QC, Canada p. 5513 URL: https://www.icwsm.org/2017

9. Sue J, Conor L, Laura D, Andrew G, Shaun L. "I can't get no sleep": discussing #insomnia on Twitter. : ACM; 2012
Presented at: The SIGCHI Conference on Human Factors in Computing Systems; May 5-12, 2012; New York, NY, USA.
[doi: 10.1145/2207676.2208612]

10. Paul MJ, Dredze M. You are what you tweet: Analyzing Twitter for public health. 2011 Presented at: Fifth International
AAAI Conference on Weblogs and Social Media; July 5, 2011; Barcelona, Catalonia, Spain p. 265-272.

11. Sullivan SJ, Schneiders AG, Cheang C, Kitto E, Lee H, Redhead J, et al. 'What's happening?' A content analysis of
concussion-related traffic on Twitter. Br J Sports Med 2012 Mar;46(4):258-263. [doi: 10.1136/bjsm.2010.080341] [Medline:
21406451]

12. Scanfeld D, Scanfeld V, Larson EL. Dissemination of health information through social networks: twitter and antibiotics.
Am J Infect Control 2010 Apr;38(3):182-188 [FREE Full text] [doi: 10.1016/j.ajic.2009.11.004] [Medline: 20347636]

13. van de Laar M, Verbeek I, Pevernagie D, Aldenkamp A, Overeem S. The role of personality traits in insomnia. Sleep Med
Rev 2010 Feb;14(1):61-68. [doi: 10.1016/j.smrv.2009.07.007] [Medline: 19897388]

J Med Internet Res 2021 | vol. 23 | iss. 12 | e27613 | p. 13https://www.jmir.org/2021/12/e27613
(page number not for citation purposes)

Sakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://themedicalroundtable.com/article/diagnosis-and-management-insomnia
http://europepmc.org/abstract/MED/17824495
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17824495&dopt=Abstract
http://pubs.niaaa.nih.gov/publications/arh25-2/110-125.htm
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11584550&dopt=Abstract
http://repository.essex.ac.uk/3453
http://repository.essex.ac.uk/3453
https://www.jmir.org/2011/1/e28/
http://dx.doi.org/10.2196/jmir.1551
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21441100&dopt=Abstract
https://www.jmir.org/2007/2/e12/
http://dx.doi.org/10.2196/jmir.9.2.e12
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17513283&dopt=Abstract
https://www.icwsm.org/2017
http://dx.doi.org/10.1145/2207676.2208612
http://dx.doi.org/10.1136/bjsm.2010.080341
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21406451&dopt=Abstract
http://europepmc.org/abstract/MED/20347636
http://dx.doi.org/10.1016/j.ajic.2009.11.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20347636&dopt=Abstract
http://dx.doi.org/10.1016/j.smrv.2009.07.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19897388&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


14. Lundh L, Broman J, Hetta J. Personality traits in patients with persistent insomnia. Personality and Individual Differences
1995 Mar;18(3):393-403. [doi: 10.1016/0191-8869(94)00125-c]

15. Coursey RD. Personality measures and evoked responses in chronic insomniacs. J Abnorm Psychol 1975 Jun;84(3):239-249.
[doi: 10.1037/h0076716] [Medline: 1133252]

16. Pruthi S. Insomnia. Mayo Foundation for Medical Education and Research. 2016 Oct. URL: https://www.mayoclinic.org/
diseases-conditions/insomnia/symptoms-causes/syc-20355167 [accessed 2020-10-15]

17. Arroll B, Fernando A, Falloon K, Goodyear-Smith F, Samaranayake C, Warman G. Prevalence of causes of insomnia in
primary care: a cross-sectional study. Br J Gen Pract 2012 Feb 01;62(595):e99-e103. [doi: 10.3399/bjgp12x625157]

18. Morin CM. Insomnia: Psychological Assessment and Management. New York, NY, USA: Guilford Press; 1993.
19. Mukta MSH, Ali ME, Mahmud J. Identifying and validating personality traits-based homophilies for an egocentric network.

Social Network Analysis and Mining 2016 Sep 6;6(1):1-16 [FREE Full text] [doi: 10.1007/s13278-016-0383-4]
20. Norman WT. Toward an adequate taxonomy of personality attributes: replicated factors structure in peer nomination

personality ratings. J Abnorm Soc Psychol 1963 Jun;66(6):574-583. [doi: 10.1037/h0040291] [Medline: 13938947]
21. Spielman AJ, Caruso LS, Glovinsky PB. A behavioral perspective on insomnia treatment. Psychiatric Clinics of North

America 1987 Dec;10(4):541-553. [doi: 10.1016/s0193-953x(18)30532-x]
22. Akram U, Gardani M, Akram A, Allen S. Anxiety and depression mediate the relationship between insomnia symptoms

and the personality traits of conscientiousness and emotional stability. Heliyon 2019 Jun;5(6):e01939 [FREE Full text]
[doi: 10.1016/j.heliyon.2019.e01939] [Medline: 31245649]

23. Emert SE, Tutek J, Lichstein KL. Associations between sleep disturbances, personality, and trait emotional intelligence.
Personality and Individual Differences 2017 Mar;107:195-200. [doi: 10.1016/j.paid.2016.11.050]

24. Johann AF, Riemann D, Spiegelhalder K. Does perfectionism increase the risk for dropout from cognitive behavioral
therapy for insomnia? J Clin Sleep Med 2018 Mar 15;14(3):487-488 [FREE Full text] [doi: 10.5664/jcsm.7012] [Medline:
29510798]

25. Michael JP, Abeed S, John SB, Azadeh N, Matthew S, Karen LS, et al. Social media mining for public health monitoring
and surveillance. Biocomputing 2016:468-479. [doi: 10.1142/9789814749411_0043]

26. Rice SM, Goodall J, Hetrick SE, Parker AG, Gilbertson T, Amminger GP, et al. Online and social networking interventions
for the treatment of depression in young people: a systematic review. J Med Internet Res 2014 Sep 16;16(9):e206 [FREE
Full text] [doi: 10.2196/jmir.3304] [Medline: 25226790]

27. Andrew TG, Golab L. Social media mining to understand public mental health. 2017 Presented at: VLDB Workshop on
Data Management and Analytics for Medicine and Healthcare; Sept 1, 2017; Munich, Germany URL: https://link.
springer.com/chapter/10.1007%2F978-3-319-67186-4_6 [doi: 10.1007/978-3-319-67186-4_6]

28. McIver DJ, Hawkins JB, Chunara R, Chatterjee AK, Bhandari A, Fitzgerald TP, et al. Characterizing sleep issues using
Twitter. J Med Internet Res 2015 Jun 08;17(6):e140 [FREE Full text] [doi: 10.2196/jmir.4476] [Medline: 26054530]

29. Suarez D, Araque O, Iglesias CA. How well do Spaniards sleep? Analysis of sleep disorders based on twitter mining. 2018
Presented at: Fifth International Conference on Social Networks Analysis, Management and Security (SNAMS); Oct 15,
2018; Valencia, Spain p. 11-18. [doi: 10.1109/snams.2018.8554488]

30. Fast E. Ejhfast/empath-client: analyze text with empath. Empath: Understanding Topic Signals in Large-Scale Text.: GitHub;
2016. URL: https://github.com/Ejhfast/empath-client [accessed 2020-11-20]

31. Pennebaker JW, Francis ME, Booth RJ. Linguistic Inquiry and Word Count: LIWC. Mahwah, NJ, USA: Lawrence Erlbaum
Associates; 2001.

32. Devlin J, Chang MW, Lee K, Toutanova K. Bert: Pre-training of deep bidirectional transformers for language understanding.
2019 Presented at: North American Chapter of the Association for Computational Linguistics; June 2-7, 2019; Minneapolis,
MN, USA URL: https://aclanthology.org/N19-1423

33. Twitter Advanced Search. Twitter. URL: https://twitter.com/search-advanced [accessed 2020-07-20]
34. Mika S, Ratsch G, Weston J, Scholkopf B, Mullers KR. Fisher discriminant analysis with kernels. 1999 Presented at: The

1999 IEEE Signal Processing Society Workshop (Cat. No.98TH8468); Aug 25, 1999; Madison, WI, USA p. 41-48. [doi:
10.1109/nnsp.1999.788121]

35. Rules for Compositors and Readers at the University Press, Oxford. Oxford, UK: Oxford University Press; Apr 1928:533-533.
36. Back MD, Stopfer JM, Vazire S, Gaddis S, Schmukle SC, Egloff B, et al. Facebook profiles reflect actual personality, not

self-idealization. Psychol Sci 2010 Mar;21(3):372-374. [doi: 10.1177/0956797609360756] [Medline: 20424071]
37. Kosinski M, Stillwell D, Graepel T. Private traits and attributes are predictable from digital records of human behavior.

Proc Natl Acad Sci U S A 2013 Apr 09;110(15):5802-5805 [FREE Full text] [doi: 10.1073/pnas.1218772110] [Medline:
23479631]

38. demoji. Python Package Index. URL: https://pypi.org/project/demoji [accessed 2020-10-27]
39. Seabrook EM, Kern ML, Fulcher BD, Rickard NS. Predicting depression from language-based emotion dynamics: longitudinal

analysis of Facebook and Twitter status updates. J Med Internet Res 2018 May 08;20(5):e168 [FREE Full text] [doi:
10.2196/jmir.9267] [Medline: 29739736]

40. Brownlee J. Feature selection. In: Data Preparation for Machine Learning, Data Cleaning, Feature Selection, and Data
Transforms in Python. San Francisco, CA, USA: Machine Learning Mastery; 2019:110-211.

J Med Internet Res 2021 | vol. 23 | iss. 12 | e27613 | p. 14https://www.jmir.org/2021/12/e27613
(page number not for citation purposes)

Sakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/0191-8869(94)00125-c
http://dx.doi.org/10.1037/h0076716
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1133252&dopt=Abstract
https://www.mayoclinic.org/diseases-conditions/insomnia/symptoms-causes/syc-20355167
https://www.mayoclinic.org/diseases-conditions/insomnia/symptoms-causes/syc-20355167
http://dx.doi.org/10.3399/bjgp12x625157
https://link.springer.com/article/10.1007%2Fs13278-016-0383-4
http://dx.doi.org/10.1007/s13278-016-0383-4
http://dx.doi.org/10.1037/h0040291
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=13938947&dopt=Abstract
http://dx.doi.org/10.1016/s0193-953x(18)30532-x
https://linkinghub.elsevier.com/retrieve/pii/S2405-8440(19)30176-8
http://dx.doi.org/10.1016/j.heliyon.2019.e01939
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31245649&dopt=Abstract
http://dx.doi.org/10.1016/j.paid.2016.11.050
https://doi.org/10.5664/jcsm.7012
http://dx.doi.org/10.5664/jcsm.7012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29510798&dopt=Abstract
http://dx.doi.org/10.1142/9789814749411_0043
https://www.jmir.org/2014/9/e206/
https://www.jmir.org/2014/9/e206/
http://dx.doi.org/10.2196/jmir.3304
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25226790&dopt=Abstract
https://link.springer.com/chapter/10.1007%2F978-3-319-67186-4_6
https://link.springer.com/chapter/10.1007%2F978-3-319-67186-4_6
http://dx.doi.org/10.1007/978-3-319-67186-4_6
https://www.jmir.org/2015/6/e140/
http://dx.doi.org/10.2196/jmir.4476
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26054530&dopt=Abstract
http://dx.doi.org/10.1109/snams.2018.8554488
https://github.com/Ejhfast/empath-client
https://aclanthology.org/N19-1423
https://twitter.com/search-advanced
http://dx.doi.org/10.1109/nnsp.1999.788121
http://dx.doi.org/10.1177/0956797609360756
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20424071&dopt=Abstract
http://www.pnas.org/cgi/pmidlookup?view=long&pmid=23479631
http://dx.doi.org/10.1073/pnas.1218772110
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23479631&dopt=Abstract
https://pypi.org/project/demoji
https://www.jmir.org/2018/5/e168/
http://dx.doi.org/10.2196/jmir.9267
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29739736&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


41. Pennebaker J, Boyd R, Jordan K, Blackburn K. The development and psychometric properties of LIWC2015. UT
Faculty/Researcher Works. 2015. URL: https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/
LIWC2015_LanguageManual.pdf [accessed 2020-06-25]

42. Interpreting results of discriminant analysis. OriginLab Corporation. 2016. URL: https://www.originlab.com/doc/Origin-Help/
DiscAnalysis-Result [accessed 2020-10-13]

43. empath. Python Package Index. URL: https://pypi.org/project/empath [accessed 2020-12-27]
44. IBM Watson Personality Insights service. IBM Cloud. URL: https://cloud.ibm.com/docs/personality-insights [accessed

2021-03-27]
45. Liu Z, Wang Y, Mahmud J, Akkiraju R, Schoudt J, Xu A, et al. To buy or not to buy? Understanding the role of personality

traits in predicting consumer behaviors. : Springer; 2016 Presented at: International 8th Conference on Social Informatics;
Nov 11, 2016; Bellevue, WA, USA p. 337-346. [doi: 10.1007/978-3-319-47874-6_24]

46. Mukta MSH, Khan EM, Ali ME, Mahmud J. Predicting movie genre preferences from personality and values of social
media users. 2017 Presented at: The Eleventh International AAAI Conference on Web and Social Media; May 15, 2017;
Montréal, QC, Canada p. 624-627 URL: https://ojs.aaai.org/index.php/ICWSM/article/view/14910

47. CRAN Package leaps. Comprehensive R Archive Network (CRAN) by R Foundation. URL: https://cran.r-project.org/web/
packages/leaps/index.html [accessed 2020-12-21]

48. Reimers N, Gurevych I. Sentence-BERT: sentence embeddings using Siamese BERT-networks. : Association for
Computational Linguistics; 2019 Presented at: The 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP); November 3-7, 2019; Hong
Kong p. 3980-3990. [doi: 10.18653/v1/d19-1410]

49. Kalchbrenner N, Grefenstette E, Blunsom P. A convolutional neural network for modelling sentences. : Association for
Computational Linguistics; 2014 Presented at: The 52nd Annual Meeting of the Association for Computational Linguistics;
June 22-27, 2014; Baltimore, MD, USA p. 655-665 URL: https://aclanthology.org/P14-1062 [doi: 10.3115/v1/p14-1062]

50. Zhang X, Zou Y, Shi W. Dilated convolution neural network with leakyrelu for environmental sound classification. 2017
Presented at: 22nd International Conference on Digital Signal Processing (DSP); August 23-25, 2017; London, UK. [doi:
10.1109/icdsp.2017.8096153]

51. Li X, Chang D, Tian T, Cao J. Large-margin regularized softmax cross-entropy loss. IEEE Access 2019;7:19572-19578.
[doi: 10.1109/access.2019.2897692]

52. Chanaim S, Sriboonchitta S, Rungruang C. A convex combination method for linear regression with interval data. : Springer;
2016 Presented at: International Symposium on Integrated Uncertainty in Knowledge Modelling and Decision Making;
Nov 30-Dec 2, 2016; Da Nang, Vietnam p. 469-480 URL: http://www.jaist.ac.jp/IUKM/IUKM2016 [doi:
10.1007/978-3-319-49046-5_40]

53. Carrera RN, Elenewski JJ. Implosive therapy as a treatment for insomnia. J. Clin. Psychol 1980 Jul;36(3):729-734. [doi:
10.1002/1097-4679(198007)36:3<729::aid-jclp2270360321>3.0.co;2-f]

54. Rojo-Wissar, Wanigatunga AA, Simonsick EM, Terracciano A, Wu MN, Zipunnikov V, et al. Personality and insomnia
symptoms in older adults: the Baltimore Longitudinal Study of Aging. Sleep 2021 Sep 13;44(9):e. [doi:
10.1093/sleep/zsab082] [Medline: 33791794]

55. Bonnet M, Arand D. Hyperarousal and insomnia. Sleep Medicine Reviews 1997 Dec;1(2):97-108. [doi:
10.1016/s1087-0792(97)90012-5]

56. Seabrook EM, Kern ML, Rickard NS. Social networking sites, depression, and anxiety: a systematic review. JMIR Ment
Health 2016 Nov 23;3(4):e50 [FREE Full text] [doi: 10.2196/mental.5842] [Medline: 27881357]

57. Blei DM, Ng AY, Jordan MI. Latent dirichlet allocation. The Journal of Machine Learning Research 2003;3:993-1022
[FREE Full text] [doi: 10.5555/944919.944937]

58. Bonnet MH, Arand DL. Caffeine use as a model of acute and chronic insomnia. Sleep 1992;15(6):526-536. [doi:
10.1093/sleep/15.6.526]

59. Freeman D, Stahl D, McManus S, Meltzer H, Brugha T, Wiles N, et al. Insomnia, worry, anxiety and depression as predictors
of the occurrence and persistence of paranoid thinking. Soc Psychiatry Psychiatr Epidemiol 2012 Aug;47(8):1195-1203.
[doi: 10.1007/s00127-011-0433-1] [Medline: 21928153]

60. Harrison GE, Van Haneghan JP. The gifted and the shadow of the night: Dabrowski's overexcitabilities and their correlation
to insomnia, death anxiety, and fear of the unknown. Journal for the Education of the Gifted 2011 Oct 01;34(4):669-697.
[doi: 10.1177/016235321103400407]

61. Hiller RM, Johnston A, Dohnt H, Lovato N, Gradisar M. Assessing cognitive processes related to insomnia: A review and
measurement guide for Harvey's cognitive model for the maintenance of insomnia. Sleep Med Rev 2015 Oct;23:46-53.
[doi: 10.1016/j.smrv.2014.11.006] [Medline: 25645129]

62. Fast E, Chen B, Bernstein MS. Empath: Understanding topic signals in large-scale text. New York, NY, United States:
Association for Computing Machinery; 2016 Presented at: The 2016 CHI Conference on Human Factors in Computing
Systems; May 7-12, 2016; San Jose, CA, USA p. 4647-4657 URL: https://hci.stanford.edu/publications/2016/ethan/
empath-chi-2016.pdf [doi: 10.1145/2858036.2858535]

J Med Internet Res 2021 | vol. 23 | iss. 12 | e27613 | p. 15https://www.jmir.org/2021/12/e27613
(page number not for citation purposes)

Sakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/LIWC2015_LanguageManual.pdf
https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/LIWC2015_LanguageManual.pdf
https://www.originlab.com/doc/Origin-Help/DiscAnalysis-Result
https://www.originlab.com/doc/Origin-Help/DiscAnalysis-Result
https://pypi.org/project/empath
https://cloud.ibm.com/docs/personality-insights
http://dx.doi.org/10.1007/978-3-319-47874-6_24
https://ojs.aaai.org/index.php/ICWSM/article/view/14910
https://cran.r-project.org/web/packages/leaps/index.html
https://cran.r-project.org/web/packages/leaps/index.html
http://dx.doi.org/10.18653/v1/d19-1410
https://aclanthology.org/P14-1062
http://dx.doi.org/10.3115/v1/p14-1062
http://dx.doi.org/10.1109/icdsp.2017.8096153
http://dx.doi.org/10.1109/access.2019.2897692
http://www.jaist.ac.jp/IUKM/IUKM2016
http://dx.doi.org/10.1007/978-3-319-49046-5_40
http://dx.doi.org/10.1002/1097-4679(198007)36:3<729::aid-jclp2270360321>3.0.co;2-f
http://dx.doi.org/10.1093/sleep/zsab082
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33791794&dopt=Abstract
http://dx.doi.org/10.1016/s1087-0792(97)90012-5
https://mental.jmir.org/2016/4/e50/
http://dx.doi.org/10.2196/mental.5842
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27881357&dopt=Abstract
https://dl.acm.org/doi/10.5555/944919.944937
http://dx.doi.org/10.5555/944919.944937
http://dx.doi.org/10.1093/sleep/15.6.526
http://dx.doi.org/10.1007/s00127-011-0433-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21928153&dopt=Abstract
http://dx.doi.org/10.1177/016235321103400407
http://dx.doi.org/10.1016/j.smrv.2014.11.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25645129&dopt=Abstract
https://hci.stanford.edu/publications/2016/ethan/empath-chi-2016.pdf
https://hci.stanford.edu/publications/2016/ethan/empath-chi-2016.pdf
http://dx.doi.org/10.1145/2858036.2858535
http://www.w3.org/Style/XSL
http://www.renderx.com/


63. Taylor DJ, Lichstein KL, Durrence HH. Insomnia as a health risk factor. Behavioral Sleep Medicine 2003 Nov;1(4):227-247.
[doi: 10.1207/s15402010bsm0104_5]

64. Larsgård B, Saksvik-Lehouillier I. The predictive power of personality traits on insomnia symptoms: A longitudinal study
of shift workers. Personality and Individual Differences 2017 Sep;115:35-42. [doi: 10.1016/j.paid.2016.08.017]

65. Dekker K, Blanken T, Van Someren E. Insomnia and personality-a network approach. Brain Sci 2017 Mar 02;7(3):1-12
[FREE Full text] [doi: 10.3390/brainsci7030028] [Medline: 28257084]

66. Tsaousis I. Circadian preferences and personality traits: A meta-analysis. Eur J Pers 2020 Dec 02;24(4):356-373. [doi:
10.1002/per.754]

67. Stephan Y, Sutin AR, Bayard S, Križan Z, Terracciano A. Personality and sleep quality: evidence from four prospective
studies. Health Psychol 2018 Mar;37(3):271-281 [FREE Full text] [doi: 10.1037/hea0000577] [Medline: 29172602]

68. DeYoung CG, Hirsh JB, Shane MS, Papademetris X, Rajeevan N, Gray JR. Testing predictions from personality neuroscience.
Brain structure and the big five. Psychol Sci 2010 Jun;21(6):820-828 [FREE Full text] [doi: 10.1177/0956797610370159]
[Medline: 20435951]

69. Gray EK, Watson D. General and specific traits of personality and their relation to sleep and academic performance. J Pers
2002 Apr;70(2):177-206. [doi: 10.1111/1467-6494.05002] [Medline: 11908845]

70. Jackson LA, Gerard DA. Diurnal Types, the "Big Five" Personality Factors, and Other Personal Characteristics. Journal
of Social Behavior and Personality 1996;11(2):273.

71. De Chaudhury M, Counts S, Horvitz E. Predicting postpartum changes in emotion and behavior via social media. 2013
Presented at: The SIGCHI Conference on Human Factors in Computing Systems; Apr 27-May 3, 2013; Paris, France. [doi:
10.1145/2470654.2466447]

72. De Choudhury M, Counts S, Horvitz EJ, Hoff A. Characterizing and predicting postpartum depression from shared facebook
data. : ACM; 2014 Presented at: The 17th ACM conference on Computer supported cooperative work & social computing;
Feb 15-19, 2014; Baltimore, MD, USA p. 626-638 URL: https://dl.acm.org/doi/10.1145/2531602.2531675 [doi:
10.1145/2531602.2531675]

Abbreviations
API: application programming interface
AUC: area under the curve
BERT: bidirectional encoder representations from transformers
CNN: convolutional neural network
LDA: latent Dirichlet allocation
LIWC: Linguistic Inquiry and Word Count
ReLU: rectified linear unit
RMSE: root mean square error

Edited by R Kukafka, G Eysenbach; submitted 30.01.21; peer-reviewed by M Antoniou, PH Makkonen; comments to author 17.03.21;
revised version received 12.05.21; accepted 05.10.21; published 09.12.21

Please cite as:
Sakib AS, Mukta MSH, Huda FR, Islam AKMN, Islam T, Ali ME
Identifying Insomnia From Social Media Posts: Psycholinguistic Analyses of User Tweets
J Med Internet Res 2021;23(12):e27613
URL: https://www.jmir.org/2021/12/e27613
doi: 10.2196/27613
PMID: 34889758

©Ahmed Shahriar Sakib, Md Saddam Hossain Mukta, Fariha Rowshan Huda, A K M Najmul Islam, Tohedul Islam, Mohammed
Eunus Ali. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 09.12.2021. This is an
open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic
information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must
be included.

J Med Internet Res 2021 | vol. 23 | iss. 12 | e27613 | p. 16https://www.jmir.org/2021/12/e27613
(page number not for citation purposes)

Sakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1207/s15402010bsm0104_5
http://dx.doi.org/10.1016/j.paid.2016.08.017
https://www.mdpi.com/resolver?pii=brainsci7030028
http://dx.doi.org/10.3390/brainsci7030028
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28257084&dopt=Abstract
http://dx.doi.org/10.1002/per.754
http://europepmc.org/abstract/MED/29172602
http://dx.doi.org/10.1037/hea0000577
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29172602&dopt=Abstract
http://europepmc.org/abstract/MED/20435951
http://dx.doi.org/10.1177/0956797610370159
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20435951&dopt=Abstract
http://dx.doi.org/10.1111/1467-6494.05002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11908845&dopt=Abstract
http://dx.doi.org/10.1145/2470654.2466447
https://dl.acm.org/doi/10.1145/2531602.2531675
http://dx.doi.org/10.1145/2531602.2531675
https://www.jmir.org/2021/12/e27613
http://dx.doi.org/10.2196/27613
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34889758&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

