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Abstract

Background: Self-monitoring food intake is a cornerstone of national recommendations for health, but existing apps for this
purpose are burdensome for users and researchers, which limits use.

Objective: We developed and pilot tested a new app (COCO Nutritionist) that combines speech understanding technology with
technologies for mapping foods to appropriate food composition codes in national databases, for lower-burden and automated
nutritional analysis of self-reported dietary intake.

Methods: COCO was compared with the multiple-pass, interviewer-administered 24-hour recall method for assessment of
energy intake. COCO was used for 5 consecutive days, and 24-hour dietary recalls were obtained for two of the days. Participants

were 35 women and men with a mean age of 28 (range 20-58) years and mean BMI of 24 (range 17-48) kg/m2.

Results: There was no significant difference in energy intake between values obtained by COCO and 24-hour recall for days
when both methods were used (mean 2092, SD 1044 kcal versus mean 2030, SD 687 kcal, P=.70). There were also no significant
differences between the methods for percent of energy from protein, carbohydrate, and fat (P=.27-.89), and no trend in energy
intake obtained with COCO over the entire 5-day study period (P=.19).

Conclusions: This first demonstration of a dietary assessment method using natural spoken language to map reported foods to
food composition codes demonstrates a promising new approach to automate assessments of dietary intake.

(J Med Internet Res 2021;23(12):e26988) doi: 10.2196/26988
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Introduction

National recommendations encourage self-monitoring of energy
intake to support healthy weight management [1-3]. Mobile

phone–based apps are widespread and include features like food
imaging and portion guides [4-6]. However, none of the
available apps appear to be more accurate or decrease user
burden compared with earlier methods [7], and high user burden
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combined with limited accuracy are major barriers to routine
use. Moreover, high user burden is associated with modifications
to usual eating habits that result in atypical energy and nutrient
intakes during the measurement period [8].

The use of speech understanding technology for the assessment
of food intake is in its infancy but has tremendous potential to
reduce the burden of dietary assessment and increase method
accuracy, in particular when combined with technologies to
map reported foods to their appropriate food composition code
for automated nutritional analysis. We have developed an app
called COCO (Conversational Calorie Counter) Nutritionist [9],
which combines natural spoken language with machine learning
to enhance the capture of self-reported dietary intake and map
it to food codes in widely used food databases. The primary
goal of this study was to conduct a feasibility study evaluating
COCO for measurement of energy intake compared to a
recommended method [10].

Methods

Overview
This paper describes the first evaluation of COCO for automated
self-reported dietary intake. The evaluation was conducted by
nutrition research staff at the Jean Mayer USDA Human
Nutrition Research Center on Aging at Tufts University in
Boston, Massachusetts, with data collection and analysis
implemented by individuals who had no role in the development
of COCO.

COCO Nutritionist
COCO was developed primarily by two members of the research
team (JG and MK) in collaboration with the nutrition researchers
(SBR, SKD, and CG). A detailed description of the development
of the app is provided in Multimedia Appendix 1. Briefly,
COCO uses machine learning, specifically deep convolutional
neural networks (CNN) [9], to accomplish two tasks: (1) tag
each word in a user’s natural language description of an eating
event as a specific food/drink, with its quantity and brand name
and/or description [11]; and (2) map each food item to a
matching entity in one of several national food databases [12].
The databases used were the United States Department of
Agriculture standard reference and branded foods [13], the
University of Minnesota database [14], foods scraped from
restaurant websites, and the Nutritionix database [15]. A
front-end iOS app [16] makes calls to a back-end Python Flask
[17] server that runs the trained CNN models.

Food database measuring units (eg, cup) and amount units (eg,
1, 2) are ranked using string matching. For example, if the user
says “cup,” it will rank the unit “cup” as the top match. If there
are no exact matches, then it defaults to the unit that the user
logged for that food item most often previously; if the user never
ate that food before, then it defaults to the most popular unit
logged by all users. Each user’s food logs are stored in a
PostgreSQL [18] database on Amazon Web Services [19]. Thus,
a user’s subsequent logs are customized such that the paired
food codes and amounts of user-described foods they have eaten
previously are ranked higher or at the top. The input is a spoken
or written meal description (eg, “For dinner, I had a bowl of

chili with cheddar cheese”). The output is a list of top-15
matching database foods per tagged food item (ranked according
to the dot product similarity scores between a vector representing
the user's description of the food they ate and a vector
representing each food database entry), along with their ranked
quantities (ranked according to keyword matching), predicted
number amount (eg, 1, if the user logged “a cup”), and
corresponding nutrition facts from the selected nutrition
database, calculated for each food item. If there are duplicates
for foods in different databases, the current system will return
both, ranking based on matching the wording in the database
versus the user’s language.

Participants implicitly confirmed the top-1 food code and food
amount proposed by COCO, by not making any changes, or
they picked a more suitable food code from the database if the
top food code was not the right match, by scrolling through a
list of 15 options. If none of the presented options were a good
match, participants could delete the food and repeat. A similar
process was used for food amounts.

Evaluation of Participants and Informed Consent

Participants and Informed Consent
The research protocol for evaluation of the new COCO app was
reviewed and approved by the Tufts Health Sciences
Institutional Review Board, and informed consent was obtained
from each participant prior to enrollment. In total, 35 participants
were recruited using flyers, word of mouth, and emails to a
mailing list of individuals requesting to be contacted about
nutrition research study opportunities or expressing interest in
the app. To be eligible, participants had to be at least 18 years
old and generally in good health. Individuals were ineligible if
they did not have an iPhone with iOS 10.2 or higher, were
unwilling to log their food intake for 5 consecutive days and
complete 2 diet recalls, or had a graduate degree in nutrition.
Enrollment occurred between June 2018 and June 2019.

Evaluation Protocol
We developed an evaluation protocol for the COCO prototype
that was consistent with recommendations for development of
new food intake assessment tools [20]. Participants were
enrolled in a 5-day study, and completed all components
remotely. They were provided with a written overview of the
study, including instructions on how to download and use the
COCO app, as well as a short video providing tips on use.
Participants were asked to use COCO to record the amounts
and types of all consumed food and drinks for 5 consecutive
days. The recording of intake could be completed using natural
spoken language utterances or manual text entry. If a day of
recording was missed, they were asked to log an additional day
to complete a total of 5 days of entries. A member of the
nutrition team (ST) called participants to schedule 2 calls for
the 24-hour food recalls (one per day) on day 3 and later. The
diet recalls were rescheduled if the previous day’s food logging
was missed. Each 24-hour dietary recall took approximately an
hour to complete. Following completion of both diet recalls,
participants were instructed to complete food logging for the
remainder of the study.
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The diet recalls used the recommended multiple-pass
interviewer-administered method [10], and started with an
uninterrupted listing by the participant of all foods and beverages
consumed the previous day. In addition, the interviewer went
through a forgotten foods list, querying the subject on categories
of foods that have been documented as frequently forgotten,
followed by a final probe listing all the food items consumed,
confirming details of the food and serving sizes. A standard
food amount booklet [21] was used to assist in portion size
estimation of consumed foods. It has eight sections: (1) the
forgotten foods list, (2) glasses and mugs, (3) bowls, (4) mounds,
(5) circles, (6) grid and thickness blocks, (7) wedges, and (8)
shapes and chicken pieces. The 24-hour diet recalls were
analyzed using Food Processor (version 10.13.1; ESHA
Research Inc).

Demographic questions were also completed by participants,
including for age, sex, race, ethnicity, education, weight, and
height. A study satisfaction survey on the use of the app was
sent to participants to complete at the end of the study, and a
US $20 gift card was mailed to their home address.

Analysis
Data from COCO on energy and macronutrient intakes by study
day, amounts of information collected via text versus voice data
capture, and percentage of food codes proposed by COCO and
revised by participants were captured by the Massachusetts
Institute of Technology development team without access to
the 24-hour dietary recall data, and provided to the Tufts team
for statistical comparison of the methods.

Data for the two days when both methods were performed were
averaged for each method. Reported mean energy intakes and

percent of energy from protein, fat, carbohydrate, and alcohol
were compared between the two methods using paired samples
t tests and Pearson correlations. In addition, for the COCO data
obtained over 5 days, the time-distributed effects of energy
consumption were evaluated in relation to the sequence of recalls
and the day of the week using multiple pairwise comparisons
of means with a Bonferroni correction. For comparisons across
the number of recalls, we also used multiple comparisons of
means, as well as simple linear regression with and without
adjusting for weekday versus weekend effects, to examine time
series trends in average energy consumption by the numbered
recall performed.

All tests were performed for biologically plausible observations,
defined a priori as 2-day average energy consumptions <5000
kcals (1 participant was excluded for implausibility). Analyses
were performed using STATA (release 15; StataCorp LLC).
The significance level was set at α≤.05.

Results

Participants were 25 females and 9 males with a mean age of
28 (range 20-58) years, and mean BMI of 24 (range 17-48)

kg/m2 (Table S1 in Multimedia Appendix 1). When comparing
the 2-day averages of COCO and 24-hour recall, we found no
significant difference in energy intake (mean 2092, SD 1044
versus mean 2030, SD 687 kcal/d; P=.70) or percent energy
from protein (mean 16, SD 3 versus mean 17, SD 5; P=.54), fat
(mean 35, SD 9 versus mean 36, SD 11; P=.27), or carbohydrate
(mean 50, SD 11 versus mean 50, SD 9; P=.89) between the
2-day comparison of COCO and the 24-hour recall method
(Table 1).

Table 1. Energy and macronutrient intakes and number of eating events reported with COCO Nutritionist and 24-hour recall (mean of the same two

days for each method).a

P valueCOCO Nutritionist (N=34), mean (SD)24-hour recall (N=34), mean (SD)Variables

.702092 (1044)2030 (687)Energy intake, kcal/day

.5416 (3)17 (5)Percent energy from protein

.2735 (9)36 (11)Percent energy from fat

.8950 (11)50 (9)Percent energy from carbohydrate

.374 (1)4 (1)Number of meals and snacks

aPaired t tests were used to compare energy and macronutrient intakes across methods.

Mean values were very similar between the methods, as was
the number of reported eating events (meals and snacks). On
average, there were 4 items in the 24-hour recall that were not
reported in COCO (components of composite food items and
beverages), and 2 items in COCO that were not reported in the
24-hour recall (snacks, candy, and beverages), reflecting in part
the different ways that composite foods (eg, a hamburger,
consisting of meat, bread, and other items) were processed by
the two methods. There were also significant Pearson
associations between 2-day averages of COCO and 24-hour
recalls for percent energy from protein (ρ=0.66; P<.001),
carbohydrate (ρ=0.58; P<.01), and fat (ρ=0.38; P=.03), with

R2 values of 0.119-0.438 (Figure S1 in Multimedia Appendix
1).

As shown in Figure 1, there was no significant trend over time
in reporting of total energy by COCO (P=.69), which remained
insignificant when controlling for weekend versus weekday
effects (P=.73). We additionally evaluated how participants
entered data, and the accuracy of mapping foods to appropriate
food codes. Most foods were logged by typing rather than by
speaking (Table 2). Similar ratios of spoken and written
descriptions contained mentions of brands or preparation
technique, and the percentage was relatively low at ~15%.
Spoken meal descriptions were more likely to mention the units
of foods (36.1% versus 24.4%). Furthermore, because the editing
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function of COCO allowed for participant revision of the food
type, brand, or description and unit amount (ie, 1, 2, or 3 cups),
how often participants revised the COCO-suggested option was

also tracked (8.1% of the time for food name/description/brand
and 27.9% of the time for unit amount).

Figure 1. Energy intake reported over 5 consecutive days through COCO Nutritionist (n=34). There was no significant trend in energy intake reporting
(P=.19).

Table 2. Comparison of the food entities logged with spoken versus written natural language in COCO Nutritionist.a

WrittenSpokenVariables

7.061.38Mean number of foods logged per person per day

71.628.4Total of all logged foods, %

15.015.6Mean percentage of foods with specified brands/preparation method

22.130.7Foods with quantities, %

99.9100Food code identified correctly in default option, %

84.183.5Food measuring unit (eg, cup) identified correctly in default option, %

84.774.5Food amount unit (eg, 1, 2) identified correctly in default option, %

aFood code, units, and amounts measured correctly at first try are defined as the user not changing the default.

Discussion

Principal Findings
This study demonstrates that an app using natural spoken
language to capture participant self-reports can be combined
with automatic mapping of identified foods to information on
food composition in national databases to generate estimates
of mean self-reported energy and macronutrient intakes—and
of the number of meals and snacks eaten—that are not
significantly different from those obtained with the
gold-standard multiple-pass, interviewer-administered 24-hour
recall method. In addition, the lack of any negative trend in
reported energy intake by the new COCO app across the 5-day
study period was a positive indication that participants were
able to complete their reporting without undue burden. To our
knowledge, this is the first report of using natural spoken
language to collect dietary data in a process that allows for

mapping of collected information to food codes to support
automated nutrient analyses. Although the data are preliminary,
they suggest that this new approach may facilitate accurate,
low-cost, and lower-burden methods for dietary tracking for
health and weight management.

Comparison With Prior Work
A crucial aspect of this work was demonstration that data
collected with natural spoken language can be automatically
mapped to a suitable food code in national food databases,
something that has not been done previously and allows for
automated and instantaneous calculation of dietary intake. This
novel feature of COCO will reduce the cost and user burden of
dietary assessment, and distinguishes it from previous work
using natural spoken language that had a dietician assign food
codes to each consumed food [22]. Our demonstration of a
relatively low percentage of revisions in the default mapping
of collected information to food codes and portion sizes suggests
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that systems combining voice recognition and writing allow for
flexibility in participant use, which may in turn enhance
acceptance and sustainable use.

Limitations
Limitations of the study include a relatively small number of
features in the COCO app, compared to fully developed apps
that include food photography. In addition, the comparator
method was self-reported dietary intake by 24-hour recall, which
is considered a gold standard for dietary reporting but
nevertheless may not reflect absolute dietary intakes. The
population sample was relatively small in this first study, and
one participant was excluded from data analyses for implausible
reporting. Additional work is needed to further refine COCO
and to compare collected data with dietary intake of known
origin.

Concerning future improvements in COCO focused on making
the system as helpful and low-burden as possible, a next step
would be to implement a more sophisticated chatbot that can
provide personalized food recommendations [23]. For example,
the agent could respond if the user asks a question such as “How
many calories are in a cup of milk?” or “How many grams of
fat have I eaten today?” and recommend foods based on which
nutrients the user is missing and their diet preferences. If the

user is low in iron, the system could recommend, for example,
spinach or steak (both foods high in iron), depending on prior
food choices. In addition, taking photos of meals, which is
simpler for some users than verbal logging, could provide
complementary information to that provided by natural
language. Multitask learning research has shown that neural
networks trained on multiple input sources and prediction tasks
(eg, one side may take an input image, while the other takes an
input sentence) have improved performance on both modalities
over using each separately [24]. Diet apps use computer vision
already; however, to our knowledge, no one has combined
language understanding with computer vision.

Summary
Self-monitoring food intake is a cornerstone recommendation
in lifestyle interventions for weight management. However,
self-monitoring food intake is burdensome with current apps,
and frequently inaccurate. This first demonstration of using
natural spoken language to map reports of food intake to food
composition codes in national food databases and generate
automatic assessments of dietary intake demonstrates a
promising new approach to substantially reducing user and
investigator burden in assessment of dietary intake while
supporting the accuracy of reported data.

Acknowledgments
We thank the participants for their participation, and all the Massachusetts Institute of Technology students who contributed to
the development of the COCO system, including James Allen, Elizabeth Zhou, Zachary Collins, Rupayan Neogy, Elizabeth
Weeks, Liana Reilly, Jiahao Li, Matt McEachern, and Yada Pruksachatkun.

Conflicts of Interest
MK declares that a patent was received for commercialization of the spoken diet tracking algorithm. All other authors declare
no conflicts of interest.

Multimedia Appendix 1
Supplementary tables, figures, and methods.
[DOCX File , 3177 KB-Multimedia Appendix 1]

References

1. Elfhag K, Rossner S. Who succeeds in maintaining weight loss? A conceptual review of factors associated with weight
loss maintenance and weight regain. Obesity Reviews 2005 Feb;6(1):67-85. [doi: 10.1111/j.1467-789x.2005.00170.x]

2. Carter MC, Burley VJ, Cade JE. Weight Loss Associated With Different Patterns of Self-Monitoring Using the Mobile
Phone App My Meal Mate. JMIR mHealth uHealth 2017 Mar 02;5(2):e8 [FREE Full text] [doi: 10.2196/mhealth.4520]
[Medline: 28153814]

3. Ross KM, Wing RR. Impact of newer self-monitoring technology and brief phone-based intervention on weight loss: A
randomized pilot study. Obesity (Silver Spring) 2016 Aug 01;24(8):1653-1659 [FREE Full text] [doi: 10.1002/oby.21536]
[Medline: 27367614]

4. Ngo J, Engelen A, Molag M, Roesle J, García-Segovia P, Serra-Majem L. A review of the use of information and
communication technologies for dietary assessment. Br J Nutr 2009 Jul;101 Suppl 2:S102-S112. [doi:
10.1017/S0007114509990638] [Medline: 19594959]

5. Griffiths C, Harnack L, Pereira MA. Assessment of the accuracy of nutrient calculations of five popular nutrition tracking
applications. Public Health Nutr 2018 Jun;21(8):1495-1502. [doi: 10.1017/S1368980018000393] [Medline: 29534771]

6. Winzer E, Luger M, Schindler K. Using digital photography in a clinical setting: a valid, accurate, and applicable method
to assess food intake. Eur J Clin Nutr 2018 Jun 21;72(6):879-887. [doi: 10.1038/s41430-018-0126-x] [Medline: 29563639]

7. Rollo ME, Williams RL, Burrows T, Kirkpatrick SI, Bucher T, Collins CE. What Are They Really Eating? A Review on
New Approaches to Dietary Intake Assessment and Validation. Curr Nutr Rep 2016 Oct 15;5(4):307-314. [doi:
10.1007/s13668-016-0182-6]

J Med Internet Res 2021 | vol. 23 | iss. 12 | e26988 | p. 5https://www.jmir.org/2021/12/e26988
(page number not for citation purposes)

Taylor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i12e26988_app1.docx&filename=ae5a8bce363a50e79f6896dfa4d1369c.docx
https://jmir.org/api/download?alt_name=jmir_v23i12e26988_app1.docx&filename=ae5a8bce363a50e79f6896dfa4d1369c.docx
http://dx.doi.org/10.1111/j.1467-789x.2005.00170.x
https://mhealth.jmir.org/2017/2/e8/
http://dx.doi.org/10.2196/mhealth.4520
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28153814&dopt=Abstract
https://doi.org/10.1002/oby.21536
http://dx.doi.org/10.1002/oby.21536
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27367614&dopt=Abstract
http://dx.doi.org/10.1017/S0007114509990638
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19594959&dopt=Abstract
http://dx.doi.org/10.1017/S1368980018000393
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29534771&dopt=Abstract
http://dx.doi.org/10.1038/s41430-018-0126-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29563639&dopt=Abstract
http://dx.doi.org/10.1007/s13668-016-0182-6
http://www.w3.org/Style/XSL
http://www.renderx.com/


8. Subar A, Freedman L, Tooze J, Kirkpatrick SI, Boushey C, Neuhouser ML, et al. Addressing Current Criticism Regarding
the Value of Self-Report Dietary Data. J Nutr 2015 Dec;145(12):2639-2645 [FREE Full text] [doi: 10.3945/jn.115.219634]
[Medline: 26468491]

9. Korpusik M, Glass J. Deep Learning for Database Mapping and Asking Clarification Questions in Dialogue Systems.
IEEE/ACM Trans Audio Speech Lang Process 2019 Aug;27(8):1321-1334. [doi: 10.1109/taslp.2019.2918618]

10. Lytle LA, Nicastro HL, Roberts SB, Evans M, Jakicic JM, Laposky AD, et al. Accumulating Data to Optimally Predict
Obesity Treatment (ADOPT) Core Measures: Behavioral Domain. Obesity (Silver Spring) 2018 Apr 25;26 Suppl 2:S16-S24
[FREE Full text] [doi: 10.1002/oby.22157] [Medline: 29575782]

11. Korpusik M, Glass J. Spoken Language Understanding for a Nutrition Dialogue System. IEEE/ACM Trans Audio Speech
Lang Process 2017 Jul;25(7):1450-1461. [doi: 10.1109/taslp.2017.2694699]

12. Korpusik M, Collins Z, Glass J. Semantic mapping of natural language input to database entries via convolutional neural
networks. 2017 Presented at: IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP); March
5, 2017; New Orleans p. 2017. [doi: 10.1109/icassp.2017.7953245]

13. FoodData Central. US Department of Agriculture. URL: https://fdc.nal.usda.gov/ [accessed 2021-11-01]
14. Database Licensing. University of Minnesota. URL: http://www.ncc.umn.edu/food-and-nutrient-database/ [accessed

2021-11-01]
15. Nutritionix Database. Nutritionix. URL: https://www.nutritionix.com/database [accessed 2021-11-01]
16. Korpusik M, Taylor S, Das S, Gilhooly C, Roberts S, Glass J. A Food Logging System for iOS with Natural Spoken

Language Meal Descriptions (P21-009-19). Current Developments in Nutrition 2019;3(Supplement 1):nzz036. P13-035-19.
[doi: 10.1093/cdn/nzz041.P21-009-19]

17. Flask web development, one drop at a time. Pallets. URL: https://flask.palletsprojects.com/en/1.1.x/ [accessed 2021-11-01]
18. PostgreSQL: The World's Most Advanced Open Source Relational Database. PostgreSQL Global Development Group.

URL: https://www.postgresql.org/ [accessed 2021-11-01]
19. Amazon Web Services. URL: https://aws.amazon.com/ [accessed 2021-11-01]
20. Eldridge A, Piernas C, Illner A, Gibney M, Gurinović M, de Vries J, et al. Evaluation of New Technology-Based Tools

for Dietary Intake Assessment—An ILSI Europe Dietary Intake and Exposure Task Force Evaluation. Nutrients 2018 Dec
28;11(1):55. [doi: 10.3390/nu11010055]

21. Raper N, Perloff B, Ingwersen L, Steinfeldt L, Anand J. An overview of USDA's Dietary Intake Data System. Journal of
Food Composition and Analysis 2004 Jun;17(3-4):545-555. [doi: 10.1016/j.jfca.2004.02.013]

22. Rollo ME, Ash S, Lyons-Wall P, Russell A. Trial of a mobile phone method for recording dietary intake in adults with type
2 diabetes: evaluation and implications for future applications. J Telemed Telecare 2011 Aug 15;17(6):318-323. [doi:
10.1258/jtt.2011.100906] [Medline: 21844173]

23. Resnick P, Varian HR. Recommender systems. Commun ACM 1997 Mar;40(3):56-58. [doi: 10.1145/245108.245121]
24. Caruana R. Multitask Learning. Machine Learning 1997;28(1):41-75. [doi: 10.1023/A:1007379606734]

Abbreviations
CNN: convolutional neural network
COCO: Conversational Calorie Counter
USDA: United States Department of Agriculture

Edited by R Kukafka; submitted 27.01.21; peer-reviewed by M Fernandez-Granero, M Majurul Ahsan, C Ochoa-Zezzatti; comments
to author 15.04.21; revised version received 02.06.21; accepted 10.11.21; published 06.12.21

Please cite as:
Taylor S, Korpusik M, Das S, Gilhooly C, Simpson R, Glass J, Roberts S
Use of Natural Spoken Language With Automated Mapping of Self-reported Food Intake to Food Composition Data for Low-Burden
Real-time Dietary Assessment: Method Comparison Study
J Med Internet Res 2021;23(12):e26988
URL: https://www.jmir.org/2021/12/e26988
doi: 10.2196/26988
PMID:

©Salima Taylor, Mandy Korpusik, Sai Das, Cheryl Gilhooly, Ryan Simpson, James Glass, Susan Roberts. Originally published
in the Journal of Medical Internet Research (https://www.jmir.org), 06.12.2021. This is an open-access article distributed under
the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet

J Med Internet Res 2021 | vol. 23 | iss. 12 | e26988 | p. 6https://www.jmir.org/2021/12/e26988
(page number not for citation purposes)

Taylor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://europepmc.org/abstract/MED/26468491
http://dx.doi.org/10.3945/jn.115.219634
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26468491&dopt=Abstract
http://dx.doi.org/10.1109/taslp.2019.2918618
http://europepmc.org/abstract/MED/29575782
http://dx.doi.org/10.1002/oby.22157
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29575782&dopt=Abstract
http://dx.doi.org/10.1109/taslp.2017.2694699
http://dx.doi.org/10.1109/icassp.2017.7953245
https://fdc.nal.usda.gov/
http://www.ncc.umn.edu/food-and-nutrient-database/
https://www.nutritionix.com/database
http://dx.doi.org/10.1093/cdn/nzz041.P21-009-19
https://flask.palletsprojects.com/en/1.1.x/
https://www.postgresql.org/
https://aws.amazon.com/
http://dx.doi.org/10.3390/nu11010055
http://dx.doi.org/10.1016/j.jfca.2004.02.013
http://dx.doi.org/10.1258/jtt.2011.100906
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21844173&dopt=Abstract
http://dx.doi.org/10.1145/245108.245121
http://dx.doi.org/10.1023/A:1007379606734
https://www.jmir.org/2021/12/e26988
http://dx.doi.org/10.2196/26988
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 12 | e26988 | p. 7https://www.jmir.org/2021/12/e26988
(page number not for citation purposes)

Taylor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/

